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CHAPTER 1 

REVISIONS IN WAVE DATA PRESENTATION 

LAURENCE DRAPER 
Institute of Oceanographic Sciences 

Wormley, Godalming, U.K. 

In 1966 the author proposed, at the Tenth Conference 
on Coastal Engineering, methods (Reference 1) of presen- 
tation of wave data which were thought likely to be 
useful to the engineering user.  Data obtained from many 
recording stations have been processed and presented in 
the formats proposed, and appear to have been able to 
provide answers to many of the wave questions posed by 
engineers.  However, from time to time additional 
questions arise, and improvements in technology enable 
answers to more sophisticated questions to be given. 
The purpose of this paper is to describe the additions 
thought necessary to cope with these changes; there are 
no alterations to the 1966 presentation methods, only 
additions. 

Extreme waves 

In the last decade the ability to estimate the likely 
height of the highest individual wave in some long period 
of time, say 50 or 100 years, has assumed a new importance. 
The methods employed all rely on the extrapolation of 
measured sets of data, but as no one method has an 
impeccable theoretical parentage several methods have to 
be resorted to.  Considerable effort has been put into 
such work by this Institute and at present the log-normal, 
Gumbel and Weibull distributions are used on each set of 
data. 

Persistence 

In the original paper the only recommendation made 
concerning persistence dealt with the persistence of wave 
conditions with heights at and above given thresholds; 
this is used mainly in connexion with the estimation of 
downtime, and is now known as the Persistence of Storms. 
However, in rougher sea areas it becomes necessary to 
quantify the number and duration of quiet spells, so that 
working time on operations such as pipelaying, which can 
only proceed in prolonged calm conditions, can be esti- 
mated.  This is known as the Persistence of Calms.  It 
is not possible to derive the Persistence of Calms from 
the Persistence of Storms, or vice versa. 
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Figure 1.  Presentation of hypothetical wave spectra illustrating the 
characteristics of swell and locally-generated waves 
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One-dimensional spectra 

The most important improvement stems from the arrival 
of data-logging equipment and the ability to produce 
spectra on a routine basis at an acceptable cost.  A 
publication listing spectral data for 3000 wave records, 
the number commonly obtained in a year, would not be easy 
to comprehend unless the spectra could be extremely 
condensed.  It now seems likely that spectra for a month 
can be presented on one page in a form which can be 
assimilated by visual inspection and yet which can give 
quantitative results.  This is an extension suggested by 
M.J. Tucker to the method used by Snodgrass et al. (Reference 
2) in the Pacific swell attenuation study.  Each spectrum is 
presented as a column of numbers giving the energy density 
in metres2/Hz each plotted at its appropriate frequency 
level.  Subsequent spectra are displayed in the same way 
one after another and then contours of wave energy are 
drawn.  A hypothetical result is given in figure 1. 
Apart from giving the actual data, the method identifies 
immediately where the waves are under generation and where 
swell is arriving from a distant storm.  The arrival of 
swell is characterized by the appearance of low-energy 
long-period waves whose energy gradually increases as the 
frequency increases (period decreases) so that the contours 
are aligned upwards to the right; in contrast, with locally 
generated waves the energy and wave period increase together 
and the contours align downwards to the right.  This presen- 
tation is a powerful method for the identification of the 
wave regime at any given time.  Once a potentially dangerous 
time (for the engineer) is defined, the full details of the 
spectra can be obtained from the original data.  Returning 
to the figure, which is a hypothetical demonstration of 
this type of presentation, it shows the appearance of swell 
between days 1 and 3; the slope of a line drawn along the 
ridge can enable the distance of the source (storm) to be 
calculated.  About noon on day k  a local storm is beginning 
to generate waves of increasing period; this continues to 
day 6, after which calm conditions return. 

Actual examples are given in Figures 2 and 3.  These 
present data from a Waverider Buoy situated 6 miles to the 
west of the island of South Uist in the Outer Hebrides, 
north west Scotland.  Figure 2 illustrates fairly rough 
conditions with significant heights up to 5-72 m.  The 
highest energy concentrations lie between about 9 and 16 
seconds period.  The figure covers the time between 10.59 
hours on day 100 (9 April) and 0759 hours on day 105 
(1/4 April).  The second illustration, figure 3, covers 
the time between 10.56 hours on day 115 (2^ April) and 
0459 on day 120 (29 April).  It is a time of lower waves, 
significant heights up to 1 .2.U,  m, with a swell of about 
9 seconds dying away and another swell of 15 or 16 seconds 
arriving, reducing in period and dying away.  There is a 
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10 Log   (SPECTRAl DENSITY x 20)   in   Hi*/Hz 

WEST  OF   SOUTH   UIST,   OUTER   HEBRIDES 

10-59 hr, DAY  100  1976 to 07-59 hr, DAY 105 at 3hr intervals 

Fig 2 

Actual spectra for five days with significant wave 
height and zero-crossing period calculated from each spectrum 
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10 Log (SPECTRAL   DENSITY x 20)     in   M'/HZ 

WEST OF  SOUTH  UIST, OUTER   HEBRIDES 

10-56 hr, DAY  115    1976 to 04-59 hr, DAY  120 at 3hr intervals 
Fig 3 

Actual spectra for five days with significant wave 
height and zero-crossing period calculated from each spectrum 
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small amount of local wave generation at about 3 seconds, 
probably due to winds of around 10 knots.  In these cases, 
to make the presentation more complete, the significant 
wave height in metres and the zero crossing period in 
seconds are given below each column.  In these two figures 
the data are not as condensed as in the hypothetical case, 
figure 1, and because there were several sources of wave 
energy in the North Atlantic at the time the picture is 
not as simple as in the idealized figure 1. 

Sea-bed waves 

With the improvement in techniques there is the possi- 
bility of presenting on a routine basis information on the 
magnitude of the wave motion at the sea bed. This can be 
done either as spectra in an analogous way to the presen- 
tation of surface data, or in a more condensed way as was 
done for some wave data around the U.K. This is by means 
of an exceedance diagram for wave-induced particle speeds 
at the sea bed (Reference 3). 

Titles of graphs at present proposed for data presentation: 

(1) Wave Height Exceedance - one for each season. 
(2) Zero-crossing Period Histogram - one for each season. 
(3) Spectral Width Parameter - annual. 
lli)  Scatter Diagram - annual. 
L5) Persistence of Storms - annual. 
(6) Persistence of Calms - annual. New 
(7) Extreme Waves - several methods - annual. 

1 method at present. New 
(8) Spectra if available. New 
(9) Sea Bed Spectra if available and desirable. New 

(10) Sea Bed particle speed exceedance if surface 
spectra available. New 
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CHAPTER 2 

WAVE CLIMATE ANALYSIS FOR ENGINEERING PURPOSE 

by Hans H. DETTE -^ and Alfred FOHRBDTER 2^ 

ABSTRACT 

The North Sea (Fig. 1) is known as a random sea with depths in the southern 

part between 40 m and 100 m so that in contrary to the Atlantic and Pacific 

coastlines deep sea wave conditions do not exist. After four years of com- 

prehensive wave measurements in the offshore area of the Island of Sylt near 

the Danish border a general analysis of the wave climate in that region was 

possible. In this paper results and suggestions will be presented under the 

aspect of replacing qualitative judgements by quantitative statements which 

are derived from the knowledge of the adjacent wave climate. Because the 

wave action varies from year to year a general time unit is not advisable for 

the evaluation of shore processes; therefore the time scale should be sub- 

stituted by the integral of incoming wave energy occurring after a certain 

time. The investigated method of expressing the total energy of one season 

or one year in the electrical unit Kilowatthour (kWh) per meter (m) width of 

shoreline could prove in future as a feasible way of classifying the irregu- 

lar seasonal and yearly wave intensities. 

It is further shown that wave measurements over a period of several years 

can be sufficient for the investigation of correlations between the wind 

velocities occurring from all directions and the resulting wave heights. In 

case of satisfying correlation factors it will then be possible to carry out 

feedback operations for periods from which only records of wind velocities 

and directions are available and even to hindcast the wave heights for certain 

not yet measured wind velocities. 

I) 2) '  Oberingenieur Dr.-Ing., ' Prof. Dr.-Ing. and Director of Leichtweiss- 
Institut flir Wasserbau of the Techn. Univ. Braunschweig, Germany, Div. of 
Hydrodyn. and Coastal Eng. 

10 
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Fig. 1: Location of the North Sea with the region of wave 

climate analysis 

INTRODUCTION 

The analysis of the wave climate at a certain location by means of longterm 
measurements is usually aimed at the investigation of extreme wave parameters 

and the exceedance frequencies of the maximum or significant wave heights. 

These informations are needed for the design of offshore structures and 

coastal protection works. Besides it is often desirable to get some further 

information about the wave pattern which will normally have to be expected 

or taken into consideration during certain months or seasons within the year. 

This is of interest for the determination of the execution time. 

Another point of interest is the knowledge of the wave intensity during a 

certain period or after the completion of an activity. Such informations are 

especially needed with regard to the feasibility of mobile coastal protection 

works - e. g. beach nourishments in which sand is used in large amounts as 

material of construction. As such measures do not grant a protection for ever 

they will have to be repeated from time to time depending upon the intensity 

of waves in that region. For this purpose it is necessary to find quantita- 



12 COASTAL ENGINEERING-1976 

tive statements as it has been for example suggested by the definition of 

a "half decay time" of a nourishment (FOHRBOTER 1974) as that point when 

a nourishment should be renewed. 

HAVE RECORDS AND ANALYSIS 

With regard to the above mentioned necessities and in order to evaluate an 

artificial beach nourishment with more than 1.000.000 m of sand dumped in 

1972 at Sylt through an extensive surf zone a comprehensive wave measuring 

program was carried out from 1971 to 1974. Four ultrasonic wave recorders 

were laid out up to a distance of 1.3 km from the shoreline; from which 

three stations were located seaward of a longshore bar extending at a 

distance of 300 m from the shoreline, whereas the fourth was placed in the 

trough between longshore bar and the beach (Fig. 2). 

mNN(MSL) 
•5.0 

too 

-50 

-100 

lik 
I     1 

•   MEAN HIGH TIDE ._    .       _ 

1 
.   MEAN LOW  TIDE 

'\ INh^ w .jiiiifflnH 1 
iltlv^ 1 f 1 f 

L <H 

Fig. 2: Wave measuring profile 

At least twice a day, about high and low water the waves were recorded 

simultaneously for a period of 15 minutes. According to a special program, 

depending upon the actual prevailing wave heights, records were carried out 

at shorter intervals up to continous records during heavy storm surges. 

For the determination of the statistical wave height parameters (H , H , 

and Hm) and the wave periods a sequence of 100 waves within the 15 minute 
record was selected and the zero-up crossing method was applied as sugge- 
sted by DRAPER, 1966. 
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Within the four years of measurements a maximum wave height H „ = 7.2 m max 
was measured at a distance of 1.3 km from the shoreline at position W« 

(Fig. 2). 

From a series of several hundred single records the following statistical 

relationships were obtained (position W,): 

Hmax 1  Hm 
Hmax '  Hs 
H  / H 

= 2.07 

= 1.44 

= 1.44 

WIND-WAVE CORRELATIONS 

Based on the high number of single records relations between the mean 

local wind velocities and 
WIND DIRECTION 

sw| 

Fig. 3: 

H. 
n_ 

2U hours 

Wind and Wave height conditions 
during a storm in February 1973 

the wave heights measured 

seaward of the longshore bar 

at position W, (Fig. 2) could 

be carried out by means of 

electronic computations. For 

this purpose the hourly 

records of wind direction and 

velocity were available from 

a meteorological station near 

the wave measuring profile for 

the period from 1965 to April 

1976. General relationships 

between wind and waves are 

shown on Figure 3 for a storm 

period in February 1973. Be- 

sides a phase shifting of 

several hours can be seen 

between the maxima and minima 

of wind and wave height re- 

cords. 
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Figure 4 demonstrates the frequency and directional distribution of the 

hourly wind records in the years from 1965 to 1976. During nearly 20 per 

cent of the considered time wind velocities higher than U_„A = 10 m/s mean 
with significant wave heights H = 2 m were predominant. The storm causing 

wind directions are ranging from South of Southwest (SSW) up to West of 

Northwest (WNW) with a resultant direction lying in between WSW and W. 

819J 

111111 
Mil jzr 

0-10 10-20 20-30 m/s 
MEAN WIND VELOCITY 

Fig. 4: Frequency and directional 

distribution of wind records (1965 to 1976) 

For wind sectors of 22.5 correlations between the wave generating wind 

directions ranging from South to Northwest (Fig. 4) and the significant 

wave heights measured at position W, (Fig. 2) were carried out for time 

differences from one hour up to six hours and besides for the mean wind 

velocity and direction prevailing during the first to third, the second 

to fourth and the third to fifth hour before the wave measurement. 

The best correlations for all sectors were found for the mean wind direc- 

tion and velocity prevailing during the second to fourth hour. 



WAVE CLIMATE ANALYSIS 15 

The following correlation coefficients were obtained: 

Wind Direction Correlation Coefficient R 

S 0.55 

ssw 0 80 

sw 0 79 

wsw 0 91 

w 0 96 

WNW 0 88 

NW 0 49 

For the different wave generating wind sectors the measured significant 

wave heights H are plotted as function of the mean wind velocities Um„,„ s inecin 
on Figure 5. Within the wave measuring period from 1971 to 1974 the follo- 

wing highest mean wind velocities lasting for three hours and associated 

wave heights occurred: 

Wind Direction Mean Wind Velocity 
for 3 Hours 

Significant 
Wave Height 

- m/s m 

S 12.0 2.7 

SSW 14.5 3.2 

sw 15.0 3.8 

wsw 23.5 5.2 
w 22.0 5.2 

WNW 20.5 4.9 

Additionally the regression lines are drawn  for the single wind direc- 

tions in Figure 5, so that for higher not yet recorded wind velocities the 

significant wave heights may be extrapolated. The maximum wave heights can 

be determined by using the already mentioned relationship 

Hmax " ^"s 
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Based on the above investigated relationships which yielded satisfying 

correlations it could be proved that a wave measuring period of a few 

years can be sufficient in order to find reliable statistical parameters 

between the wave generating factors and the existing wave heights. The 

wave measuring period can be ragarded as the calibration phase within the 

effort to evaluate the longterm wave climate in the years before (= feed- 

back operation) and after the wave measurements when only wind data are 

available which can be obtained with a minimum of efforts and expenses. 

In the following a further application of the suggested concept  will be 

presented with regard to the aim of finding objective statements for the 

evaluation of processes caused by wave action. 

WAVE ENERGY LOAD 

Because the wave action varies from year to year a general time unit is 

not advisable for the evaluation of the durability of an offshore structure 

or a coastal protection work. The time scale should be substituted by a 

distorted time scale by means of computing the integral of the incoming 

wave energy load per unit width of wave front. The method of expressing the 

total wave energy load of one season or one year in the electrical unit 

Kilowatthour (kWh) per meter width of shoreline is regarded as a feasible 

way of classifying in future the irregular seasonal wave intensities. 

By application of the linear wave theory and inserting the significant 

wave height H ,. ., computed from the hourly wind records by the above 

mentioned correlation the single hourly wave loads Tf were determined for 

the period from 1965 to 1976 and classified according to different criteria. 

The incoming wave load IT, expressed in the electrical unit kWh per meter 

width of shoreline was determined in the following way: 

24  365 
2 

I = 1.225 • c • At >   >  H 

=1  i=l 
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with Hs - Hs(jsi) 

c = ^g • d 

d = 10 m 

A t = 1 

wave height at the hour j in the 

year i   ' 

wave velocity at position W3 (Fig. 2) 

constant = mean water depth at 

position W, 

one hour 

It is no doubt that the above assumptions incorporate uncertainties and 

rough assumptions with regard to a quantitative reliability. 

Therefore the calculated wave energy loads are not considered from the 

quantitative point of view, the method is mainly regarded as a reliable 

basis for the demonstration of the irregular seasonal wave intensities as 

it is shown on Figure 6 for the period from 1965 (starting with the month 

of April) up to the end of March 1976 

103 IkWhl 
40 

103 IkWhl 

IW/WI 

la* liim^QiAv 
iMJJASONOJF'l 

103lkWhl 
40 

72/73! 

JJASONDJFM       A M J J A S 0 N 0 

—   —„  I LM HI 

J j A S C N b    J ! AMJJASONOJFI 

Fig. 6: Monthly wave energy load -at position W3 within the period from 

1965 up to 1976 

With regard to the classification of the yearly wave energy load as it is 

demonstrated on Figure 7 the total wave energy load per year Cleft axis on 

Figure 7) should be neglected as already mentioned; instead the mean of the 
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considered period (= 100 per cent) should be determined and deviations 

from the mean should be expressed in percentage (right axis). 

So for example the wave inten- 
WAVE 

ENERGY 
tfkWh 
200. 

1965/5666*?  6*8 68*9 69/70 70/71   71/72 72/73 73/71   X/75S797B 

YEARS 

Fig. 7: Yearly wave energy loads 

in the years from 1965 

to 1976 

sity could by classified be 

means of deviations from the 

mean wave load as follows: 

> 110 %     = high 

90-110 %     = normal 

<     90 %     = low 

The next figures may help to 

estimate depending upon the long- 

term wave climate the risks when 

a work has to be carried out for 

example during a certain month or 

season within the year. Figure 8 

shows the classification of the 

single monthly wave energy loads 

according to the months and sea- 

sons of the year for the period 

from 1965 to 1976. On Figure 9 

the sum of the monthly wave energy 

loads over the same period has 

been summarized and the deviations 

from the mean can be seen. 

Finally the consideration of incoming wave energy load can be useful with 

regard to the resultant direction of wave attack which will give an idea 

into which longshore direction there will have to be expected a net trans- 

port of sediments. From Figure 10 it is obvious that there will be sur- 

plus of movements in northern direction for the period from 1965 to 1976. 
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Hg. 8: Classification of the wave energy load according to the 

months of the year within the period from 1965 to 1976 
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Fig. 10: Frequency and directional distribution of wave energy 

load for the period from 1965 to 1976 

CONCLUSIONS 

The attempt to point out relationships between wind velocities occurring 

from different directions and the wave heights was possible by means of 

extensive electronic computations. In case it is possible to prove also 

satisfying correlations for other places of interest the suggested method 

could be applied in order to receive an objective knowledge of the long- 

term wave climate and to facilitate the evaluation of processes caused by 
wave action for an engineer. 
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CHAPTER 3 

WAVES USED FOR INTER-TIDAL DESIGN AND CONSTRUCTION 

BY 

P. C.  KEILLER and T. D,   RUXTON, 

BINNIE &. PARTNERS, LONDON 

Introduction 

1. The selection of suitable design criteria and methods of 
construction for works on inter-tidal sand flats has played an important 
part in a recently completed study (1) which examines the feasibility of 
storing fresh water in bunded reservoirs built on the foreshore of the 
Wash bay in the east coat of England (figure 1).   Wave, wind and tide 
conditions have been monitored in the bay for 3 years to provide the 
information needed for design and construction.   Experienced gained 
during the construction of a 15m high trial embankment (figure 2) located 
lm below mean sea level and 5 km from the sea defence bank has enabled 
us to examine the economy of construction methods.    Short and long term 
observations on the bank will provide data on the performance of rip rap 
surface protection in field conditions. 

2. The Wash is an approximately square bay extending over an area 
of 600km   with an entrance 20km wide.    Mean spring tides in the bay have 
a range of 6.4m and tides with ranges above 8. 0m are predicted to occur 
once or twice a year.    The large tidal range is associated with extensive 
foreshores.   At low water of a spring tide approximately half the area of 
the bay is exposed revealing sand and mud flats which in places extend 8km 
from the sea defence banks.    The problems associated with the accurate 
measurement of water levels in this area with its extensive sand flats have 
been described by Pugh and Waller (7). 

Wave measurement programmes 

3. At the commencement of the study there was very little information 
available on wave conditions in the Wash.    To remedy this situation we 
initiated two separate programmes of wave observation.    Three wave 
recorders were mounted on the foreshore in an area exposed at low water to 
record wave conditions over the inter-tidal sand flats.    These records were 
obtained for a 15 minute period each tide close to high water. Anemometers 
installed on the edge of the bay provided a continous record of wind 
conditions.    The installation and early results from these instruments have 
been described by Driver and Pitt (3).    The second programme of wave 
observation was the visual estimation of wave height by the skippers of the 
pilot cutter serving the port of King's Lynn.    These seamen observed wave 
conditions almost every tide at 3 buoys marking the shipping channel which 

23 



24 COASTAL ENGINEERING-1976 

cuts through the inter-tidal sand flats.    Data were obtained from both 
instrumental and visual programmes for a period of 3 years (1972 -  1975) 

4. The aims of the two wave observation programmes were 
complementary.    The storm wave data obtained by the wave recorders 
were to be used in conjunction with the locally measured wind data and 
also wind data from long established recording stations to define the wave 
conditions that should be used for the design of rip rap surface protection 
for permanent reservoir embankments founded on the foreshores of the 
southern Wash.    The visual estimates of wave height were to show the 
distribution of typical wave heights experienced in the Wash and the 
significance of seasonal variations.    These results combined with the 
experience of contractors working in the Wash would enable us to estimate 
the likely proportion of time wave conditions would limit construction 
work on the inter-tidal sand flats. 

Storm wave conditions on the SE foreshore of 
the Wash 

Wind conditions associated with storm waves 

5. An analysis of the operation of the wave recorders during the 
3 year study period showed that waves with a significant height of at least 
0.5m were recorded on 48 separate tides.    The largest waves were as 
expected associated with NW, N and NE winds since the longest overwater 
fetches are from these directions.   In general,  larger waves were assoc- 
iated with stronger winds,  though this effect was masked by the influence 
of tide level on wave height.    The largest waves were recorded during 
storms which coincided with the high waters of spring tides. 

6. On every recorded occasion except one a lOm/s wind from the 
NW, N or NE at high water resulted in 0. 5m waves at one or more 
recorders.    The exception occurred at a time when only one recorder 
(site 1) was operational.    There are however many occasions when similar 
wind speeds and directions occurring at low water failed to generate 0. 5m 
waves at any of the recorders the following high water.    This highlighted 
the fact that waves are generated over the inter-tidal foreshore only when a 
storm coincides with high water.    On such occasions the maximum waves 
associated with the wind are quickly generated because of the short fetches 
which exist in almost all directions.    For example a NW wind of 20m/s at 
high water would generate fetch-limited waves at the recorder sites after 
about If hours. 

Analysis of storm wave records 

7. The wave recorder output was analysed using the method proposed 
by Tucker (9) as modified by Draper (2).    The data are summarised in 
figure 3 which shows the significant wave heights and zero crossing periods 
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recorded at each site.    Results have only been included for those 
occasions (tides) at each site when the recorded significant wave height 
was at least 0. 5m.    There were 33 such tides at site 1,20 at site 2 and 
35 at site 3 between September 1972 and May 1975. 

8. The wave heights and periods recorded at each site are broadly 
similar with the highest waves generally being recorded at site   3.    The 
two largest individual values of significant wave height were, however 
obtained from the recorder at site 1 where significant heights of 2.4m and 
1.6m were recorded.    The wave heights at site 2 were latterly generally 
lower than elsewhere.    This is thought to result from a lm increase in 
bed level during the winter 1973/74. 

9. There is only a very weak correlation between the height and 
period of recorded waves. 

10. The wave height distributions (figure 3) cannot be compared in 
detail because the waves recorded at each site did not all occur on the same 
occasions.    Comparisons may better be made by comparing the differences 
between the observed waves and those predicted for each occasion by a 
standard wave-forecasting routine.   Although deep-water wave prediction 
routines cannot be expected to give accurate answers in shallow water, 
they do provide a standard for comparison taking account of wind speed, 
duration,  direction and fetch length.    The differences between the observed 
and predicted wave conditions will indicate the influence of the shallow and 
varying water depth on wave generation, refraction, shoaling and friction. 

11. Wave hindcasts have been made using the Sverdrup-Munk- 
Bretschneider (S-M-B) deep water wave forecasting charts (6) for each 
site on every tide that the significant wave height was at least 0.5m.    The 
waves were hindcast using the average wind speed over a period long enough 
to generate fetch limited waves.    On each occasion the fetch was calculated 
for high water of a spring tide assuming all wave generation to occur within 
the confines of the bay.    No allowance was made for the effects of refraction 
in the calculation of fetch. 

12. The ratio of observed significant wave height (H ) to hindcast 
significant wave height (H ) has been plotted against water depth for site 
1 alone and sites 2 and 3 together on figure 4.    The best fit straight lines 
to each set of wave height data are shown.    The results show a rapid increase 
in wave height ratio with water depth at site 1 but much smaller changes in 
wave height ratio with water depth at sites 2 and 3.    Bounding lines spaced 
two standard deviations from the mean are also included.    Consideration 
was given to plotting the Hs/H0 rato against water level relative to Ordnance 
Datum and using this relationship for the subsequent analysis and design 
instead of one incorporating water depth.    The observed reduction in wave 
heights at site 2 (paragraph 8) following the rise in sea bed level suggested 
the use of water depth rather than water  level.   Furthermore in considering 
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wave heights at different foreshore levels the use of water depth proved 
to be more convenient than water level.    The bed configuration seaward 
of the reservoir sites does not include banks or bars that would invalidate 
the use of water depth and the increase in fetch with increasing depth 
(due to higher water levels) was shown to have no marked effect on the 
results at site 2. 

13. The magnitude of the random errors that have been introducted 
into the calculation of wave height by the method of analysis of the wave 
records (paragraph 7) are fairly significant.    These random errors alone 
are estimated to cause a standard deviation in the wave height ratio of 
around 13%.    The measured standard deviation for the observations from 
sites 2 and 3 is about 20%.    The standard deviation of the observations for 
site 1 is greater at about 27%, due largely to the two occasions when the 
wave height ratio exceeded 1.4. 

14. These two occasions are interesting as these were also the 
occasions of the largest waves recorded during the study.    The operation 
and calibration of the wave recorded appeared normal on both occasions. 
The most likely explanation for these exceptional wave heights is that the 
recorder was situated close to a point where wave energy was concentrated 
by wave refraction during both storms.    The greater sensitivity of wave 
height ratio to water depth at site 1 when compared to sites 2 and 3 may 
also be indicative of a concentration of wave energy resulting from wave 
refraction as such concentrations depend on water depth as well as wave 
period. 

Extreme storm conditions 

Extreme wind conditions 

15. The installation of anemometers on the shore of the Wash in 1972 
provided the first continuous records of winds in the bay.    In the past wind 
records have been collected at Spurn Head (figure 1) which is 50km north of 
Gibraltar Point.   Wind records are also available at several nearby inland 
sites including a long record at Cranwell (figure 1) 55km west of Gibraltar 
Point.   As the Wash anemometers have only operated for three years there 
are insufficient data available for them to be used to give reliable estimates 
of wind speeds occurring less frequently than once in 5 years. 

16. The British Meteorological Office was commissioned to examine 
the relationship between wind speeds at Gibraltar Point and Cranwell with 
a view to using the long record available at Cranwell to estimate extreme 
winds at Gibraltar Point.    Cranwell was chosen for this comparison as it was 
the site nearest the Wash with broadly similar wind characteristics and 
a long record.    Initial comparisons indicated that wind direction and strengths 
at the two sites were usually similar. 
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17. The results of the comparison of hourly mean wind speeds 
confirmed that on average the differences in wind speed between Gibraltar 
Point and Cranwell were fairly small.    Despite this apparent similarity 
the main significance of the regression equations linking the two stations 
was that the estimates of wind speed at Gibraltar Point using Cranwell 
data were poor.   If corrections were made to the regression equations 
based on the wind direction,  the difference between the observed and 
estimated wind speed at Gibraltar Point was reduced.    Even with   this 
improvement the standard error of estimate was between 1| and 2m/s. 
The use of Cranwell data to estimate wind speeds at Gibraltar Point on 
particular occasions is thus ruled out. 

18. The    regression equations linking wind speeds at Gibraltar Point 
with those at Cranwell are considered adequate to estimate the broad 
characteristics of winds at Gibraltar Point.    The evidence from Cranwell 
suggests for example that gale force winds (speeds 17m/s) from the NE 
are rare at Gibraltar Point.  The examination showed that large errors 
would result from the use of the regression equations during individual 
storms.    This prevents us estimating extreme wind conditions at one site 
on the basis of extreme conditions at the other and is due to many complex 
effects   which influence the relationship on particular occasions. These 
effects may be expected to be especially pronounced during extreme 
storms. 

19. The meteorological office considered that more reliable estimates 
would be provided from wind maps prepared by Hardman,  Helliwell and 
Hopkins (4).    These wind maps have been updated to take account of extreme 
winds in East Anglia up to June 1975 and the estimates for the Wash (figure 5) 
taken off these maps show a wind speed of 29.2m/s (57 kt) to have a return 
period of 50 years.    The wind speed frequencies apply to a point in the 
centre of the entrance to the Wash. 

20. The wind directions associated with very high wind speeds cannot 
be estimated in the same way as the extreme wind speed.    Some indication 
of the most likely directions of extreme winds is provided by the records 
from Spurn Head from 1922 to 1958.   An examination of the directions 
associated with hourly mean wind speeds of at least 21m/s showed (Table 1 
below) that although the most common direction for high winds was W, 
almost half the occurrences were associated with N orNW winds which are 
able to generate some of the largest waves in the Wash.    There were no 
recorded occasions of similar NE or S winds at Spurn Head.    The large 
proportion of high winds associated with W, NW and N winds is a feature 
of observations made along the NE coast of England.   Although there may be 
some differences between the winds at Spurn Head and the Wash,  the Spurn 
Head data are used in the subsequent analysis. 
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Wind direction S SW        W NW N NE        E SE 

Percentage of 
occasions 0 7 33 30 IS 

Table 1; Directions associated with mean wind speeds^ 
21 m/s at Spurn Head. 

Extreme wind speeds at high water 

21. The probability that extreme wind conditions will occur during a 
high water period is lower than the probability of these winds occuring at 
any state of the tide.    There is only a 1 in 4 chance that the maximum 
hourly mean wind speed during a storm will coincide with a three hour 
period at high water.   From an analysis of storms recorded at Lerwick, 
Shellard (8) has estimated the ratio of maximum wind speeds averaged 
over varying numbers of hours to the maximum speeds over one hour. 
Shellard considered that these ratios could be used to estimate the wind 
speeds which,when averaged over different numbers of hours,had the same 
frequency of occurrence each year as the maximum mean hourly wind speed. 

'&'£. The wind ratios derived by Shellard (8) for Lerwick have been 
applied to the Wash data to estimate the frequency of occurrence of 
combinations of wind speed and duration (figure 5).    In our calculation of 
duration,  the wind speed was assumed to be above the average for half the 
averaging period.    The lower wind speeds which occur more frequently 
for long periods of time have a greater chance of occurring during a high 
water period.    The frequency of occurrence of particular wind speeds at 
high water may be obtained by combining the frequency of occurrence of 
the wind speed for a particular number of hours with the probability that 
this will coincide with high water and summing the frequencies derived 
for periods up to 9 hours.   All periods of 9 hours or more are considered 
together as they will all coincide with at least one high water period.    No 
account has been taken of periods which overlap two or more high water 
periods as these rare occasions are unlikely to increase the derived 
frequency of particular wind speeds by more than 1%.    The estimated 
frequency of occurrence of various wind speeds at high water is also shown 
on figure 5.    The figure shows that for the same frequency of occurrence 
each year the maximum hourly mean wind speed at high water is about 2m/s 
lower than the maximum hourly mean speed recorded at any state of the tide. 
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23. The frequency of occurrence of a given wind speed from a 
particular wind direction at high water is estimated by combining the 
results contained in figure 5 with those in table 1 (paragraph 20). 

Extreme wave heights 

24. The frequency of occurence of a particular large wave height at 
high water in deep water in the southern Wash is estimated by summing the 
frequency of occurrence at high water of the winds from W, NW, N and E 
that are capable of generating the desired wave height.    The available 
fetch is taken as the site 3 fetch within the confines of the bay at high 
water of a spring tide and the relationship between wind speed and wave 
height in deep water is taken from the S-M-B   wave forecasting charts (6). 
The deep water wave height frequencies were used with the empirical 
relationship (figure 4) between wave height and water depth for sites 2 and 
3 to obtain shallow water wave frequencies for a range of water depths. 

25. The calculations we undertook indicated that N winds would probably 
cause the largest waves in the SE Wash.    The greater frequency of occurence 
of strong NW winds compared to N winds (Table 1) does not outweigh   the 
effect of the longer N fetch.    The longer fetch allows less strong and 
therefore more frequent N winds to generate large waves more often than 
NW winds. 

2 6. Up to this point the calculations of wave height frequencies referred 
to particular water depths.    These depths will occur at different foreshore 
levels as the tides change from springs to neaps.    To provide estimates 
of the frequency of occurrence of large waves at particular foreshore levels, 
we have combined the probability that high water will reach a particular 
level with the frequency of occurrence of the required wave height in the 
appropriate water depth.    The results are then summed for all tide levels. 
The probability that the predicted tide will reach a given level was derived 
from the annual distribution of predicted tide levels;  the assumption has 
been made that there would be an average tidal residual   of +0. 5m at high 
water whenever large waves occurred.    This is because strong NW and N 
winds generally raise water levels in the southern Wash and are quite 
often associated with North Sea storm surges.    The calculations indicated 
that at foreshore levels above -lm OD large waves are most likely to occur 
during high spring tides when   predicted high water levels are at least 
+3. 3m OD.    This is because the frequency of occurrence of wind needed to 
generate large waves in this depth of water is much higher than that of the 
wind needed to generate the same size of wave in the shallower water that 
is more often present. 
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27. Wave heights which are estimated to have particular frequencies 
of occurrence at various foreshore levels are shown in figure 6.   This 
figure indicates that at all depths the wave height with a frequency of 
occurrence of 0.001 each year is only about 2.3 times larger than the 
wave height that occurs on average once a year.    The wave height expected 
at a foreshore level of -4m OD is about 2.4 times the wave height expected 
at +2m OD with the same frequency of occurrence. 

28. In some areas of the foreshore, wave energy will be concentrated 
or dispersed by the effects of wave refraction.    These local variations in 
wave energy concentration will change the height of the waves.   In areas 
of severe concentration the wave height may be up to twice that experienced 
generally.    The occurrence of severe concentration of wave energy will 
be critically dependent on the wave period and water depth on each occasion 
as well as the offshore bed topography. 

Rip rap design for seafacing reservoir banks 

29. The extreme wave heights derived for the southern Wash (figure 6) 
have been used as the basis for design of rip rap surface protection for 
the Westmark and Hull Sand reservoir shapes (figure 1).    The method of 
relating wave height to surface protection is based on recent model studies 
by the British Hydraulics Research Station (HRS) (5).    The studies indicate 
that for a given embankment slope,  the amount of damage sustained by a 
randomly placed quarry stone rip rap layer of given stone size depends 
principally on the significant height and number of waves attacking the 
embankment.   In the model studies the rip rap was placed over suitable 
filter material in a layer whose thickness was twice the median size of the 
rip rap.    Failure of the modelled slope protection was deemed to occur when 
a hemispherical foot with a diameter equal to the median size of rip rap 
under test could just touch the underlying filter layer. 

30. The rip rap design for the proposed sea facing reservoir 
embankments in the Wash was based on the requirement that the surface 
protection should not require maintenance even after a design storm 
containing 2000 waves with a significant height estimated to have a probability 
of occurrence each year of 0. 001 at the level of the foreshore upon which 
the bank was sited.    The number of waves in the design storm was calculated 
as the maximum number likely to attack the bank during the three hour 
period around high water when water depth would be greatest.    The wave 
heights experienced on the preceding and following high water are likely to 
be significantly smaller during such an extreme storm because of the 
improbability of a sufficiently strong wind being maintained for upwards of 
12 hours (figure 5).   A further reason for confidence in the restriction of 
the design storm to 2000 waves is that model tests with up to 5000 waves 
generally showed little additional damage to that caused by 2000 waves (5). 
The requirement that no maintenance be needed was interpreted as meaning 
that during the design storm the damage should be less than 15% of that 
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causing failure,as defined above,of the rip rap protection.    The assumption 
has been made in this definition that the results of the model studies may- 
be directly applied to the proposed Wash reservoirs.    From figure 6 the 
design wave height for an embankment founded close to Om OD on the SE 
foreshore of the Wash is 2.3m.    Rip rap with a median size exceeding 
950mm placed on a 1:4 slope will satisfy the no-maintenance requirement 
defined above for this wave height. 

31. A second requirement for the rip rap design was that in areas 
subjected to concentrations of wave energy,   the protection should not fail, 
though greater damage requiring maintenance would be permissable.   In 
such areas the significant wave height will increase and greater damage will 
be experienced during storm     with a given frequency of occurrence. 

32. For the Westmark reservoir which is founded at and above 0m OD 
a median stone size of 950mm satisfying the first requirement is considered 
adequate.    This size of stone should withstand,  without failure, waves 
1.75 times the height experienced generally during the design storm.    Such 
a measure of concentration of wave energy is unlikely to be exceeded on 
the flat gently shelving foreshore seaward of the reservoir.    This area of 
foreshore has been stable for 100 years and is accreting in a fairly uniform 
manner. 

33. On the line of the Hull Sand reservoir embankment which crosses 
a series of channels and areas of complex topography, wave heights up to 
twice the height experienced generally are considered possible.    This implies 
that in some areas during the design storm waves with a significant height 
of 4. 6m could attack an embankment founded at 0m OD. To resist such 
waves without failure, rip rap laid on a 1 ;4 slope should have a median size 
of at least 1050 mm.   As a result of the dependence of the wave height on 
the foreshore level for a storm with a particular frequency of occurrence 
(figure 6) the size of rip rap used for surface protection should vary with 
foreshore level.    The size of rip rap required for both Westmark and Hull 
Sand reservoirs at various foreshore levels is shown in Table 2. 

Foreshore level 
(mOD) 

Median 
rip rap 

Hull Sand 
Reservoir 

size of 
(mm) 

Westmark 
Reservoir 

Top level of 
protection (mOD) 

Heavy             Light 

+2 750 650 +8.5 +10.0 

0 1050 950 +9.75 +12.0 

-2 1450 - +10.75 +14.0 

-4 1700 - +11.5 +15.75 

Table 2: Rip rap design for proposed Wash reservoirs 
(Note; design maximum still water level +5. 8mOD) 
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34. The vertical height to which surface protection should be taken 
depends on the expected extreme still water level and the height above this 
which may be damaged during a storm which almost causes failure of the 
protection.    The HRS model studies (5) indicated that at failure of a 1:4 
slope damage extended for a vertical distance of 3 median stone diameters 
above and below the still water level.    This finding is applied to the full 
scale embankment design with an added 0.5m allowance for free board. 
The recommended top level of rip rap protection (table 2) assumes an 
extreme water level of+5. 8mOD which is estimated to have a frequency of 
occurrence each year of 0. 001 at Roaring Middle. 

35. Above the main surface protection,  lighter protection is required 
against wave run up.    The HRS model studies (5) indicated that wave run 
up would occasionally reach a level 1.25 times the significant wave height 
above still water level.    Using this information for reservoir design in 
the Wash, with a similar allowance for free board and an extreme water 
level of+5.8mOD gives the top levels of lighter protection (table 2). 

The trial bank as a test for the rip rap design 

3 6. The trial bank constructed in the Wash (figure 2) is circular in 
plan with a diameter of 284m enclosing a small area of foreshore.    The 
bank consists of 412, 000m   of sandfill won with a cutter-suction dredger 
from a nearby foreshore borrow pit.    The sand fill is protected against 
wave attack and erosion by quarry stone rip rap and two filter layers of 
coarse sand and crushed furnace slag from a phosphate process.    The rip 
rap on the seaward side of the bank consists of hard durable limestone 
with a median size of 660mm laid in a layer 1300mm thick.    On the landward 
side similar though smaller rip rap is used.    The protection on the seaward 
side is taken from sea bed level (-lm OD) to +7. 5m OD.   Above this level 
the bank is protected to +9m OD by slag.    The top 5m of the bank is grassed. 

3 7. The surface protection used for the trial bank is less heavy than 
that recommended for the permanent banks of the Westmark reservoir 
although the trial bank and the proposed Westmark reservoir are founded 
at similar levels.    If the design assumptions used for the proposed reservoir 
prove to be accurate the rip rap on the trial bank will suffer damage requiring 
maintenance during storms with a significant wave height exceeding 1. 7m. 
The frequency of occurrence of such waves at the bank site is thought to 
be about 0.1 each year if wave energy is not concentrated onto the bank. 

38. The surface protection of the trial bank should not fail even if 
attacked by waves with a significant height of 2. 7m which are thought to 
have a frequency of occurrence of about 0. 001 each year.    If wave energy 
was heavily concentrated onto the trial bank by wave refraction,  failure may 
occur during storms with a frequency of occurrence of 0.1.    Such concentrations 
of wave energy are thought unlikely as the bed topography seaward of the 
bank is flat and gently shelving. 
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39. The long term performance of rip rap on the trial bank will 
indicate the validity of the design methods we propose for the main reservoir 
embankment.    To this end a continuing programme of wave, wind and tide 
measurement has been recommended with associated studies on the performance 
of the surface protection.    The performance of the rip rap will be judged on 
the basis of stone movement. 

Visual wave observations to estimate 
inclement weather 

40. Three of the buoys marking the King's Lynn shipping channel 
were chosen as sites for visual wave observations (figure 1); No 13 
indicative of conditions on the upper foreshore,    No. 7 indicative of lower 
foreshore conditions and No. 1 in deep water at the mouth of the channel. 
Estimates of wave period were not made, although the skippers reported 
the presence of swell. 

41. The wave height frequency distribution is shown in figure 7 which 
compared the wave height distribution at buoys 13, 7 and 1 for the year 
June 1974 to May 1975.    Large waves are encountered much more frequently 
at buoy 1 than at the more landward buoys.    For example in 1974/5 
waves exceeding 0. 6m (2ft) were reported on almost 20% of observations 
at buoy 1, almost 10% of observations at buoy 7 and less than 3% of the 
observations at buoy 13.   At each buoy there were also a large number of 
occasions when wave heights less than 0. 075m (3ins) were recorded.    The 
proportion varied from 10% at buoy 1 to over 20% at buoy 13. 

42. The information provided by the skippers of the pilot cutter was 
of great value to us in assessing typical wave conditions in the Wash, 
principally because of the regularity of the observations.    Over a period of 
3 years December 1973 - November 1975 the skippers recorded their wave 
height estimates at buoy 7 on 92. 5% of the 2116 high waters.    The wind 
conditions on the high waters when no observations were made at buoy 7 
were compared with conditions on other high waters and found to be very 
similar suggesting that severe wave and wind conditions did not usually 
prevent the pilot cutter putting to sea.    On the majority of occasions when 
the pilot cutter remained in port the reason was the absence of shipping 
requiring pilotage. 

43. There were only four recorded occasions in the 3 years when 
stress of weather was given as the reason for remaining in port or turning 
back before reaching buoy 7.    On 7 of the 9 occasions when waves above 
1.5m were noted at buoy 7, however, no readings were made at buoy 1 
suggesting that wave height was a contributory factor in causing the pilot 
cutter to turn back or meet ships before reaching buoy 1.    On one of these 
occasions the cutter reached buoy 1,  but the conditions were so severe 
that the skipper felt unable to estimate the wave height accurately. 
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44. The seasonal variations in wave height estimates over the 3 year 
period at buoy 7 are shown in figure 8.    This figure shows that the wave 
height distribution is fairly similar at all seasons of the year with the 
exception of the 3 summer months of June, July and August when wave 
heights are noticeably lower,  making these months the prime building 
period. 

45. The seasonal estimates of wave height distribution (figure 8) do 
not indicate for how long the waves remained above a height which could 
hinder or damage work nor the length of time between periods of inclement 
weather when building may proceed.    This information is conveyed on 
figure 9 which shows that the number of separate periods each season when 
waves exceed 0.22and 0.30m. remained between 20 and 25 with no significant 
reduction in the summer.    The average persistence of small waves was 
however about l\ days longer in the summer than during the remainder of 
the year.    There are also likely to be much longer periods with no waves 
above 0.45 and 0. 6m in summer than at other times of the year.   Although 
the other months generally have longer periods of inclement weather, even 
these months contain occasional long calm spells. 

46. Data from the anemometer at Cranwell  indicate that the period of 
the study was fairly windy.    In the two years June 1973 to May 1975 there 
were 45 percent more hours when the wind speed exceeded 10m/s 
(UK Beaufort force 6) than the average over the nine years July 1966 to 
June 1975.    During a typical construction period,  the amount of time that 
will be lost due to inclement weather   would normally be somewhat lower 
than the proportion of time indicated by the wave height frequency 
distribution (figure 7). 

47. The effects of variations in wind conditions from year to year may 
be illustrated by considering the wave and wind data from the spring months 
of March, April and May during the 3 years 1973 to 1975 (figure 10). 
During these spring months the weather is often dominated by moderate 
northerly winds which can generate fairly large waves in the Wash.    The 
proportion of time the wind exceeded 8m/s (UK Beaufort force 5) from the 
NW, N or NE ranged from 3 to 5% in 1973 and 1974 to 15% in 1975.   At 
the same time wave heights exceeding 0.45m (18ins) were reported on 7 to 8% 
of tides in 1973 and 1974, but 20% of tides in 1975. 

48. Experience gained by contractors using using small craft for survey 
and building purposes suggested that operations were hindered when wave 
heights exceeded 0.23m (9 ins). 

49. The contractor for the trial bank (HAM Dredging Ltd) imported 
large quantities of rip rap stone and filter material through an offshore 
transhipment site in which the materials were moved from coasters to 
barges by floating cranes.    The operation of this site was occasionally 
affected by the inclement weather experienced in the spring of 1975 
(figure 10) which delayed the programme 5 days in 7 weeks.    The periods 
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when weather conditions halted the transhipment operation    coincided 
with reports from the pilot skippers of 0.5m waves at buoy 7. 

Conclusions 

50. For the design of the surface protection for the reservoir 
embankments proposed in the recent feasibility study for water storage 
in the Wash we have attempted to estimate the frequency of occurrence 
and extent of storm damage.    To this end we have measured wave and 
wind and tide conditions at the site for three years to derive empirical 
relationships between water depth, wave height and wind speed,  direction 
and fetch. 

51. We were advised not to use a direct correlation between local 
recorded wind conditions and the conditions recorded 55km away at a 
long term anemometer station as the basis for derivation of extreme winds. 
Instead extreme wind maps based on all available regional wind data have 
been used as these are considered more reliable than a direct correlation 
between two individual stations. 

52. To assess the frequency of occurrence of various wave heights 
on the inter-tidal foreshore    we have taken into account the duration and 
direction of extreme wind speeds and the probable incidence of these 
winds with high water.   Our estimates of wave height,based on the empirical 
relationship between wind,  wave and tide conditions,  take account of the 
variation in high water levels between spring and neap tides. We have been 
able to estimate wave heights with a given frequency of occurrence at 
foreshore levels ranging from mean high water springs to mean low water 
springs in an area with a spring tide range of 6.4m. 

53. Our estimates of the frequency of occurrence of wave heights at 
various foreshore levels have been combined with the results of recent 
model studies at HRS to produce a rip rap design.    The frequency of 
damage and probability of failure of this surface protection has been 
estimated. 

54. Long term tests on the trial bank rip rap combined with continuing 
wave wind and tide measurements will indicate the validity of the design 
methods proposed. 

55. Estimates of the amount of time that will be lost during construction 
of the reservoir bank due to wave activity may be made as a result of 
regular visual observations of wave height over a three year period.    These 
observations enable the frequency and probable duration of waves likely 
to hinder building operations to be estimated on a seasonal basis. 
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Figure 1,   The Wash: General Plan 
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Figure 2.   Details of Offshore Trial Bank 
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HJTRODTJCTIOH 

Modern design concepts for coastal engineering" works make 
increasingly, heavy demands in respect of the number of variables to 
be investigated, of the accuracy of the field measurements and of 
subsequent methods of analysis. In general the larger the projects 
the greater the demand for accurate site data but frequently, 
whatever the field data requirement might be, environmental 
conditions impose severe limitations upon the quality and quantity 
of the obtainable information. 

Before field measurements commenced on the two projects 
reported in this paper (see Figures 1 and 2) careful consideration 
was given to the relation between the probable status of the data, 
the level of statistical analysis to be applied and the constraints 
the results might impose upon research objectives or upon projected 
works.  Such appraisal was specially relevant since the projects 
drew upon results from both physical and mathematical models and, 
in one case, involved assessments of extreme sea conditions related 
to nuclear safety. This approach provided sufficient flexibility 
to adjust the method or extent of data collection to take advantage 
of optimum conditions in the field and changing requirements for 
input to models and designs. 

The time and energy expended in obtaining data of the correct 
order of confidence was justified by its direct applicability to 
alternative designs in the face of rapidly inflating construction 
costs. It was considered essential that the planning and control 
of data collection be co-ordinated by the design engineer for 
relating individual items to the project as a whole. It was found 
equally important that the hydrograpnic surveyors and oceanographers, 
familiar with the physical aspects involved, understood how their 
results were to be applied and hence appreciated the necessity of 
achieving appropriate tolerances for different parts of the work. 

OuTLIHE OF CASE STUDIES 

The paper describes two data collection programmes which had 
significant analogies despite being devised for sites remote from 
each other and for quite different purposes. Both sites had 
gently shelving sandy shores and seabed and in each case the 
severity of the wave climate and degree of exposure determined the 
choice and operating methods of field equipment. These were 

43 
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constraints that greatly affected the value of the data collected 
and established the tolerance standards for the data requirements. 

Poole and Christchurch Bays Research Study 

In the first project programme the primary study site was 
Poole Bay on the south coast of England, fronting the flourishing 
holiday resort of Bournemouth, where the beach was not only an 
amenity but provided protection to the promenade and cliffs. A 
secondary study site covered a short length of an adjoining bay 
where the beach was very small and had been insufficient to 
prevent rapid erosion of clay cliffs. As can be seen from Figure 
1 both bays faced south, both had limited protection from the 
prevailing south-westerly storms, and both had fairly shallow 
shelving seabeds and beaches, the levels of which had been lowered 
during recent years. 

Many of the problems at Poole Bay were analogous to those in 
other British coastal areas. Therefore the United Kingdom 
Department of the Environment agreed to sponsor a research project 
aimed at analysing the beach feeding parameters. The Authors were 
involved as Project Co-ordinators, being responsible for preparing 
Contract Documents and ensuring that the data was collected at the 
required time and was of an adequate standard for subsequent 
analysis by the Hydraulics Research Station, Wallingford. 
Collection of data from the two bays extends over a period of 
three years in association with the following schemes for coast 
protection: 

a) In Poole Bay, renourishment of the beaches was undertaken 
by dredging about one million cubic metres of sand from 
an offshore bank and pumping this onto the beaches. 

b) At the west end of the bay information on beach response 
was sought to the construction of two long semi-permeable 
groynes. 

c) The headland between the two bays at the eastern end of 
'B' area (see Figure 1) contained bands of ironstone 
which gave it a greater resistance to erosion than the 
surrounding material. Information was required on 
movement trends of mobile material past such a headland 
and its associated inshore shelf. 

d) In Christchurch Bay, cliffs composed of overconsolidated 
clay were receding through a pattern of slumps, mud 
slides and mud flows. More information was required on 
the rate of recession related to the degree of beach 
protection at the toe and on the most suitable methods 
for beach development in this context. 
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(i) Hydrographic and Topographic Surveys 

The surveys extended along 14 km of coastaline (see Figure 1) 
and consisted of 43 survey sections at approximately 400 m intervals. 
Each section profile began at the toe of the sea wall or cliff and 
terminated some 500m offshore or at the 9 m contour (5 fathom mark), 
whichever was the greater. These surveys were carried out 
immediately before and after the beach feeding and subsequently 
three times within the first year following completion of the sand 
replenishment. Further surveys were made at the end of the first 
year and then at six monthly intervals thereafter. 

Each survey section was in fact a combination of topographic 
and hydrographic surveying carried out during a spring tide, the 
topographic survey at low water (LWST) and the hydrographic survey 
at high water (HWST). It was specified in the Contract that the 
topographic surveys were to be carried out within 1-J- hours of 
LWST, and that the hydrographic survey was to be an extension of 
the topographic survey line carried out within 1-J hours of HWST. 
This method of operation ensured that there was a length of profile 
over which levels were repeated, this overlap serving as a useful 
check on accuracy achieved, in particular that of the hydrographic 
work. It was also specified that the surveys had to be carried 
out within 24 hours of each other to ensure that recorded changes 
of beach levels were kept to a minimum between the hydrographic 
and topographic surveys. In the hydrographic work horizontal and 
vertical tolerance limits were specified not to exceed +1 m and 
+80 mm respectively. For the topographic work it was obviously 
possible to obtain closer limits and the Specification required 
the points on a section to be within 1 in 5000 horizontally and 
+20 mm vertically. 

A recording tide gauge was installed at Bournemouth. This 
single installation was found to be insufficient to establish a 
datum for all the hydrographic surveying. The research area was 
under the influence of two amphidromic points and experienced 
flood peaks of varying height along its length. Consequently 
other temporary gauges had to be established along the frontage. 

Current velocity measurements were taken every half hour at 
five stations and at four depths throughout a complete spring 
tide. 

Some 200 bed samples were also taken, both onshore and 
offshore at regular intervals and their grain size distributions 
established. The depths of the deposits above the clay bed were 
also recorded at regular intervals at the various sampling 
stations. These were repeated at the same time as the surveys. 
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(ii) Wave Analyses 

A waverider buoy was positioned in Poole Bay (see Figure 1). 
The buoy recorded for 20 minutes every 3 hours, producing 
information on parameters such as H-], Hg, Hs, T0, Tg and E. The 
buoy had to be inspected once a month, taken out of the water, 
checked and cleaned, It was recalibrated every six months. The 
receiver was serviced every two weeks. 

Wind data was also analysed from two recorders in the area 
and the wave data plotted in relation to the wind. Wave directions 
were observed visually from the cliff top once a day. 

(iii) Aerial Survey 

This provided stereographic coverage of some 20 km of 
coastline at a scale of 1 to 2500, the photographic coverage 
starting and finishing 1 km either side of the boundaries specified 
on Figure 1. The photography was to be carried out at LWST at six 
monthly intervals for a period of three years, with a cloud cover 
less than 10 per cent. Limiting tolerances with regard to crab 
and tilt were specified. 

The aerial survey was later extended to cover the entrance to 
Poole Harbour to the west of the project area to assist in 
determining any tendancy for the beach feed sand to drift in a 
westerly direction. 

(iv) Film 

A film lasting some 20 minutes was commissioned in order to 
have a record of the research project. The various subjects to be 
recorded and the minimum duration of viewing time to be allocated 
to each item were specified. An allowance was made for additional 
footage of film. 

Koeberg Nuclear Power Station 

The site area, which lies some 27 km north of Cape Town on 
the west coast of South Africa (see Figure 2), consists of a zone 
of active dunes behind a gently sloping beach and sea bed. It is 
intended that a multi-stage development of nuclear power stations 
will be constructed at the site which together will generate some 
6000 Mtf for the Electricity Supply Commission (ESCOM). The 
cooling water for the reactors is to be taken from a dredged 
basin, protected from wave activity by rubble mound breakwaters, 
and discharged as a low velocity jet south of the southern 
breakwater arm (see Figure 2). The site is exposed to the full 
force of the south Atlantic Ocean, the sea is rarely calm, and 
throughout most of the year there is a wide surf zone. During the 
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summer, the site is affected by waves generated from the south and 
occasionally by storms travelling from this direction. In the 
winter, storm generation and waves from the north-west appear to 
predominate. Although the beach and offshore sea bed undergo 
seasonal changes there is no apparent net change from year to 
year (l). 

On the west coast of South Africa the sea water temperatures 
are some 10 C below that of the ambient temperatures of freshwater 
lakes. According to Shannon (2) the main reason for this is that 
as the cold Benguela current, originating in the Antarctic, passes 
northward along the Continental shelf, upwelling is generated by 
the predominant southerly winds. However, this effect could be 
temporarily modified by north-westerly winds and therefore merited 
a detailed study as the upwelling of cold water has a direct 
bearing on the efficiency of the stations. 

Mathematical models were used to predict siltation patterns 
in and around the intake basin (1), the susceptibility of the basin 
layout to seiche, resonance and recirculation patterns and 
temperatures for various discharge conditions. Physical models 
were used to establish the criteria for breakwater design and wave 
conditions within the intake basin. 

Initially studies involving oceanographic measurements were 
carried out by the Institute of Oceanography of the University of 
Cape Town as early as 1968, as experience was gained using the 
data collected and, the project requirements were defined, it 
became apparent that a more intensive site investigation was 
required. A definitive data collection and processing programme 
was evolved by the Authors' firms with relation to the cooling 
water intake basin and discharge works. Data-gathering procedures 
were agreed and jointly developed with the National Research 
Institute for Oceanology (HHIO), together with the University of 
Cape Town who undertook this work. 

(i)  Hydrographic and Topographic Surveys 

These surveys were undertaken on a quarterly basis for a 
period of 2 years using the survey markers shown on Figure 2. 
However, allowances were made for additional ad-hoc surveys after 
periods of extended calms or severe storms. It was intended that 
there should be an overlap between.the beach and hydrographic 
surveys but, because of the almost continual occurrence of surf, 
this overlap was rarely achieved. In fact difficulties of 
surveying in the surf zone imposed severe restrictions on the data 
collection and on the accuracy of the survey. This problem was 
resolved during the course of the studies by the use of a ski boat 
fitted with a recording echo-sounder and a calibrated vertical 
pole fixed on it as a mast. When the ski boat indicated that it 
was making a fix on its echo-sounding trace a shore-based surveyor 
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with a theodolite and camera attachment established the boat's 
position and elevation. This innovation ensured that the 
tolerances for the vertical accuracy of the echo survey were kept 
to an acceptable level. 

In addition to the survey markers a series of beach poles 
was installed opposite the Sea Tower between low water and the 
dune area. Measurements of beach levels relative to the top of 
the poles were taken at weekly intervals and enabled a detailed 
picture of beach erosion and accretion to be established. 

(ii) Wave Height and Period Data 

Early in the data collection programme it was decided to 
install a Sea Tower in about 10 m of water (see Figure 2) and to 
operate it as a data collection centre. A Wemelsfelder float- 
operated wave height recorder, type W.R.67, which was installed on 
the Sea Tower in March 1972, provided basic wave data such as Hs, 
Hmax, H-JQ, Hrms and E. 

Wave measurements were also taken using an HIO ship-bourne 
recorder on board the research vessel "Thomas B. Davie" during 
survey voyages, together with visual observations of wave direction. 
In general these records of the deep water wave spectra were 
discontinued onoe wave recorders were established at the site. 

The main information on the wave spectra was provided by 
Waverider buoys A and B, installed early in 1974> and Waverider 
buoy C which later replaced buoy B. The buoys recorded for 20 
minutes every 6 hours and produced an almost continuous record of 
wave conditions on the site. The buoys were calibrated and 
maintained regularly and the records were analysed to give wave 
parameters, in the same way as on the Poole Bay Project. 

(iii) Wave Direction 

In 1974 a Decca radar system type EM 919, which is the 
smallest of the commercial shipping range, was established in a 
recording hut on Ou Skip rocks at the south end of the study area. 
This system was based on that developed by the Institute of 
Oceanographic Sciences (3)> with the scanning dish on top of a tower 
some 53 m (100 feet) above mean sea level. The radar was operated 
for 10 minutes every 3 hours and recorded the wave patterns 
photographically, with an exposure time equal to the time of a 
complete sweep of the radar scanner. This unique method of 
recording enabled the whole wave front pattern to be recorded as 
far as 2 km (ij miles) seaward of the site. In addition, by 
recording the photographs on successive frames of a cine film the 
resulting time-lapse photographs presented a two-dimensional 
picture of the wave fronts as they were refracted and diffracted. 
By timing the radar photographs to coincide with wave buoy 
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recordings, wave direction was added to the other parameters 
obtained. 

The radar system could not be arranged, economically, to 
record wave directions as far out as Waverider buoy A. 
Consequently, a Doso meter (4) was introduced in 1975 as an 
additional tool for measuring these directions in deep water 
beyond the range of the radar. This recorder, which is a simple 
bottom-mounted flow direction indicator, was positioned initially 
next to Waverider buoy C for two months and calibrated against the 
radar records. Once calibrated it was stationed next to Waverider 
buoy A. 

Observations of wave height, period and direction were also 
taken from data recorded under the international system operated 
by Voluntary Observation Ships (VOS) (5)- Records for a limited 
sea area of Marsden Square No.45 were obtained and analysed for 
use in conjunction with the data obtained on the site in order to 
improve confidence in the deep water wave spectra. Predictions 
regarding wave directions were also made by correlating the 
spectral energy plots obtained for the waves with the low pressure 
areas in the south Atlantic which generated the waves. 

(iv) Wind 

Measurements of wind speed, direction and duration were taken 
both at the Sea Tower and on the observation tower on Ou Skip 
rocks using Lambrecht recorders. These wind readings were compared 
with longer term records at nearby airports and at a refinery, as 
an independent check on the results and as a method of extending 
the 3 years of site measurements. 

(v)  Currents 

The spring tidal range was 1.5 m (4-9 feet) on this stretch 
of the South African coast, but the co-tidal lines were almost 
parallel to the coast. Consequently the tidal currents were small, 
and not normally measurable on conventional current meters. A 
Bendix current meter was installed at the Sea Tower and a Keil 
Hassee current meter was installed on the sea bed near Waverider 
buoy A, but each meter only recorded current velocities outside 
instrumental error range during full flood of a spring tide or at 
times of strong onshore winds. 

Most of the data on currents was collected by using free and 
fixed drogue systems. Measurements using the free drogue system 
were taken either on an ad-hoc basis or to examine in greater 
detail the pattern of currents resulting from a specific wind 
condition. Current data from fixed drogues was obtained by 
measuring the distances and angles between three drogues connected 
in series. This was done each morning and evening, and from the 
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observations the current speeds and directions could be calculated. 
The results were analysed together with wind records and a 
relationship between winds and currents was established. 

(iv) Bed Samples 

A number of samples were taken and analysed during the 
programme. The bed material throughout the area was in general 
fine sand with a D50 of about 0.1 mm, but occasionally the bed 
material was coarser in areas where rip currents predominated. 

(vii) Suspended Sediment 

Samples were taken initially using Delft bottles, attached 
to the legs of the Sea Tower, at a number of levels. This 
sampling method was too crude for prediction of sediment in 
suspension, needed as essential input data to the sediment 
transport model that was being developed. However, Professor 
Kilner was developing a vacuum-operated sediment sampler at the 
University of Cape Town (6) and it was decided to use this, though 
at the time it was untried. Initially samples were collected 
instantaneously in a vacuum bottle, but as this was unsatisfactory 
as a record for long period storm waves, a later development of 
the equipment enabled a continuous sample to be taken during the 
passage of several waves. To operate in the breaker zone the 
sampler was suspended from a helicopter which, although an 
expensive method, enabled samples to be collected at a number of 
depths within the water column and for a variety of wave 
conditions, without too much difficulty. A more complete 
description of the method can be found in Professor Kilner's paper 
to this Conference. 

(viii) Sea Water Temperatures 

Initially measurements using thermometers were taken at 
monthly intervals on research vessels within the area. However, 
this was found not to provide a representative sample and later 
conductivity type temperature probes were installed at three 
depths at the Sea Tower. Also, additional measurements were taken 
regularly over a period of two years at a number of positions by 
wading into the surf zone. These measurements proved to be most 
interesting and a clear relationship was established between the 
sea water temperatures and the wind driving the upwelling current. 

EROBKEMS ENCOUNTERED 

For major coastal engineering projects which merit extensive 
data collection programmes the problems encountered are numerous. 
The cost is high and, as Wright (7) has pointed out, the tender 
prices for the surveys can vary considerably depending on the 
engineer's specification and the contractor's assessment of the 
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actual requirements. Any specification must not only allow for 
the logistics of collecting each set of data under a variety of 
sea and weather conditions, but also define the tolerances which 
can be applied in practice. In addition, it is generally necessary 
for the different types of data to be collected simultaneously. 
One set of data alone may be interesting, but to be of use it 
needs to be time-related to other different sets of measurements, 
e.g. hydrographic and topographic surveys require the continuous 
measurement of the wave climate and current patterns if the former 
are to be successfully analysed. For this it is essential not 
only to have back up equipment but also to adopt different methods 
of approach, so that any missing data may be filled in with some 
degree of confidence from alternative sources, or so that it can 
be used to correlate with other longer term records. 

The limits of achievement of data collection from the two 
survey programmes of the projects described were dependent upon 
measurement of the wave-dominated environmental climate, the 
status of the project and the purpose intended for the use of 
individual observations. 

At Koeberg, predictions of extreme events were required in 
relation to the safety of the nuclear plant. An intensive 
programme of investigations was called for in order to provide 
reliable input data for the complex physical and mathematical 
models. Even so the results obtained were limited by the severe 
marine environment. 

At Bournemouth, the wave climate was far less severe and it 
was possible to use a much less intensive programme of 
investigations. However, on occasions important records could 
still not be obtained during the winter months. 

Considering the problems that arise from the wave climate, 
some of the basic wave parameters can be relatively easy to 
collect. Waverider buoys were successfully employed on both 
projects and achieved a very high rate of useful collection. A 
buoy broke loose during the worst storm on both projects, 
resulting in a gap in the wave record while the buoy was 
reinstated. This also meant that the peak wave energy condition 
went unrecorded and consequently affected the predictions of wave 
and surge conditions which were dependent upon them. The 
Wemelsfelder recorder on the Koeberg Sea Tower also failed to 
provide a continuous record because, during major storms, waves 
broke over the tower and tended to force the instrument's float 
into the top of the well chamber. 

The VOS observations were useful in that they provided 
relatively long-term records and gave an indication of the deep 
water climate. 
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DATE 27.MAY.74 TIME 09-00 

Hmax = 3.8 m 

Hs = 2.5 m 

Tc  =7-5 sees 

DATE 5.JIM.74 TIME 12.01 

Hmax = 2.0 m 

Hs = 1.5 m 

Tc  = 9.4 sees 

FIGUBE 3. WAVE EROHT PATTERNS EECOEDED PHOTOGRAPHICALLY USING 
EADAE. 

Establishing the direction of waves has always been a 
problem. Visual observation from cliff tops, such as at Bournemouth, 
proved satisfactory but only- represented the near-shore, refracted, 
waves at one point along the 14 km coastal study area. Although 
this information could be used to back-track the wave rays in 
order to derive the deep water spectra, which could then be 
refracted in elsewhere along the coast, this process can pose many 
problems principally arising from the nature of the model grid. 
At Koeberg good results were obtained by combining radar records 
(see Figure 3), which also required a high vantage point, with 
Doso records. On their own the radar records were not entirely 
satisfactory as, even in the severe wave climate at Koeberg, only 
about 35% of the waves were recorded during a year, i.e. those 
waves which were sufficiently high and steep with, in general, 
'fluffy' crests. However the radar faithfully recorded sufficient 
wave fronts over a fairly wide sea area and, by use of time-lapse 
photography, the refraction pattern of a wave as it shoaled could 
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be checked against calculated values. Radar equipment had the 
further advantage that it was entirely land-based and could be 
easily serviced. This was not the case with the Doso meter, for 
which a diver was required to retrieve the records and to service 
the instrument. If subsequent analysis showed a fault in operation 
to have occurred, a section of the readings might have been omitted 
and lost. However, in general the Doso meter gave an excellent 
point recording of wave direction and proved to be a powerful tool 
when used in conjunction with radar recordings. 

At the time of the project study an alternative concept for 
determining wave direction was fortunately being developed by 
Br Harris of the University of Cape Town and this was expanded 
in private correspondence. 

In brief the deep water wave directions were established by 
comparing synoptic weather bulletins with contoured plots of 
spectral wave energy arrivals against wave frequency and the time 
of recording. 

These contoured plots, normally covering a period of about 
one month, showed a series of high and low areas, representing 
times of peak energy arrival or of relatively quiescent periods 
respectively. The scales of the plot were calibrated so that a 
line drawn through the major axis of the peak area intersected the 
time abscissa at the date on which the generated storm waves had 
originated, and the included angles gave the distance to the storm 
centre in degrees of latitude. Examination of the weather 
bulletins showing the location of the isobars of the low and high 
pressure areas for the period preceding the arrival of the peak 
energy condition provided an essential check on the calibration. 

This method was proved by comparing the results against 
those of the other methods of measuring wave direction and, once 
proved, was used to fill in missing data. 

It was found that the hydrographic and topographic surveys 
were greatly influenced by wave activity. This was because wave 
energy not only alters the onshore and offshore topography and 
bathymetry but, as has been mentioned earlier, also affects the 
practical aspects of the survey itself. Cross (8) who discusses 
the many sources of error that can occur in inshore surveying 
also acknowledges the important influence of the wave climate. 
At Bournemouth the surveys were timed to coincide with spring 
tidal conditions to ensure that there was an adequate area of 
overlap between the topographic and hydrographic surveys. 

On at least two occasions, rough seas led to a postponement 
of the surveys and only three out of eleven surveys were fully 
completed in the time specified. At Koeberg one of the surveys 
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was abandoned altogether due to sea conditions. It was found that 
the zone of overlap on each line could be extended and thus the 
accuracy of the survey improved by using a survey pole with disc 
base for topographic surveying which could be taken into the water 
by a man in a wet suit. This technique was successfully employed 
at Poole Bay to extend the topographic survey by some 20 m, but at 
Koeberg the surf conditions rapidly halted progress outwards and 
overlap was rarely achieved. Even under ideal conditions, as can 
be seen from Figure 4> the overlap does not always give a good 
solution. 

Spring  Tide Level -T     

Transducer   level 
Ordnance   Datum   ¥ 0 

y~\f* -1m 

r Bed profile  from 

< Echo Sounder •-2m 

WAVES   BREAKING Topographic 
u 
ac << .-3m 

ON  BOAT  APPROACH Survey > 
TO  START  OF X Ul > • -4m 

SECTION    RUN ^ — 
U. 

•-5m 
2' 
o -1 < 
£ <J 

1/1 
o 

I 0. < 
a. 

15 H O in a. 
or 0 
u. 

OVERLAP   40m 

U. 
o 
a 
z 
u 

1 

FIGURE 4.     POOLE   AND   CHRISTCHURCH    BAYS   RESEARCH    STUDY. 
OVERLAP OF   HYDROGRAPHIC   AND   TOPOGRAPHIC   SURVEYS. 
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The overlap "between the two surveys cannot be relied upon to 
provide a datum line for the hydrographie survey. The reference 
level must be related to datum using the tidal level at the time 
of the survey, especially at the seaward end of the section. This 
presented few problems at Koeberg which has a small and reasonably 
regular tide. The Bournemouth coast, however, under the influence 
of two amphidromic points (see Figure 5), caused tidal differences 
in the two bays which were not only notable from tide to tide but 
also varied during a tide. A careful check had to be made of the 
tidal level variation along the coast by the installation of 
additional tide boards. 
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It was realised that the mathematical model for sediment 
transport, developed specially for the Koeberg project, would rely 
heavily upon site data records, especially on suspended sediments 
in relation to wave height. When the studies commenced, no 
reliable method was known for obtaining suspended sediment samples 
in the surf zone. Fortunately the 'Kilner1 sampler was developed, 
providing suspended samples in waves up to 6 m high which showed 
good correlation with those developed from theory (1). 

In areas where tidal current predominated conventional 
current meters were adequate and, if used during spring and neap 
tidal cycles, the tidal current pattern could be easily 
established. Where the tidal currents were low or non-existent 
the current pattern had to be established using drogues. This 
required at least one year's data, preferably taken on a daily 
basis, which was possible using a fixed drogue system. A 
relationship had then to be established between the currents and 
the wind driving them. This proved possible at Koeberg and the 
relationship was used together with the continuous records of 
wind to predict flow patterns. 

COHCLTJSIOH 

It can be said with confidence that a data collection 
programme can be accurately planned only when the parameters to be 
measured are known. Clearly this is an unrealistic situation and 
consequently latitude must be allowed in the collection programme 
for lack of knowledge by, if possible, providing for more than one 
method of measuring the data. This requires thought, planning, 
finance and an assessment of what the answers will be. A complete 
set of data taken at the same time is essential to any project, 
especially if models are employed. Ho matter how sophisticated 
the theory or advanced the modelling technique that is adopted, 
the quality of the answer will directly reflect the quality of the 
data fed in. 

It is also essential that, when planning data collection, 
the engineer understands the technique to be used and. the 
practical difficulties involved. He must not demand a level of 
accuracy that is impossible or, unless he makes provision for it, 
extremely expensive to achieve. On the other hand the 
hydrographer or University Department must realise how the data 
which they collect is to be used and what influence it has on the 
project as a whole. The engineer must not be afraid to experiment 
but should not rely entirely on new untried equipment which tends 
to produce results later than expected. 

In general the cost of taking measurements of the coastal 
environment are high but their true value is not always apparent 
at the beginning. The Authors have found that because of this 
high cost many institutions are willing to undertake analyses of 
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data on a shared use basis. Co-operation of this kind between 
research personnel and practising engineers can be very beneficial 
to a project as a whole. 
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CHAPTER 5 

REGIONAL NETWORK FOR COASTAL ENGINEERING DATA 

Richard J. Seymour* 
Meredith H. Sessions** 

A.  Introduction 

The California Department of Navigation and Ocean 
Development (DNOD), responsible for shoreline protection 
within the state, was particularly aware of the lack of 
coastal wave statistics to support their beach erosion 
program.  As a direct result of the 1974 ASCE-sponsored 
New Orleans Conference on Ocean Wave Measurement and 
Analysis, discussion was initiated within DNOD and then 
with the Scripps Institution of Oceanography (SIO) at 
La Jolla, on the feasibility o"f establishing a regional 
wave monitoring network for California.  The initial 
specification presented by DNOD was for a 200-station 
network reporting directional wave spectra twice daily 
for a period of ten years.  SIO ocean engineering personnel 
responded with a system concept employing low-cost pressure 
transducers hardwired to shore with a dialup telephone data 
gathering link to a central station.  The initial cost 
estimates appeared attractive when compared with Corps 
of Engineers experience as reported in Peacock (1974). 

As a result, a small program was funded in February 
1975 at Scripps to demonstrate critical hardware items 
through the breadboard stage.  With the successful com- 
pletion of this work, additional funds were allocated by 
DNOD as matching funds for a California Sea Grant Project. 

Th_e first station in the network began operation on 
3 December 1975 at Imperial Beach, California.  A second 
station was added at Ocean Beach (San Diego) on 27 March 
1976, a third at SIO (La Jolla) on 18 May 1976 and the 
fourth at Oceanside, California on 2 June 1976.  The loca- 
tions of these initial stations are shown in Figure 1. 

Considerable effort has been directed during the past 
10 years toward the development of numerical models to pre- 
dict deep-water wave conditions from meteorological data. 
Reasonable results have been obtained and sufficient accu- 
racy achieved to allow routing of both commercial and 
military ship traffic.  There has been some hope by users 
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of nearshore wave data that hlndcasting of meteorological 
records would allow a relatively low-cost method of accumu- 
lating long-term coastal wave statistics.  However, the 
realities of the situation indicate that this may never 
be possible.  Because of the irregularities in the conti- 
nental shelf topography, a very marked difference in the 
refracted wave intensity at a particular location results 
from a small change in the deep-water wave approach angle. 
Accuracies on the order of one-half degree are needed in 
predicting offshore directional spectra in order to achieve 
reasonable estimates of local nearshore wave climates. 
The best obtainable accuracy that may eventually be ex- 
pected is still at least an order of magnitude poorer 
than this. 

The situation existing in Southern California is even 
more difficult than in most coastal regimes.  The deep- 
water waves are not only refracted by the very irregular 
bathymetry of the shelf but are reflected, scattered and 
diffracted by a chain of large offshore islands. 

Since the observed local wave climate is the sum of the 
deep-water swell that diffracts around the islands, and the 
locally generated wind waves, these factors combine, in the 
case of Southern California, to make wave prediction for 
coastal areas an extremely difficult task.  Therefore, in 
this region of the coastline, it is even more imperative to 
find an affordable method for acquiring wave statistics 
through local nearshore measurements at closely spaced sites. 

Any effort by man to alter the coastline shape, to prevent 
the erosion of valuable shoreline property, to manage the 
sediment budget within a coastal province -- all require the 
ability to predict the local capacity of the waves to trans- 
port sediment onshore, offshore, and longshore.  Since man 
is most often concerned with the long-term cumulative effect 
of such sediment transport, only long-term statistics on the 
wave climate will allow meaningful predictions to be made. 

Nearshore currents -- tidal, wind-driven or caused by 
fresh water flows -- can be significant factors in sediment 
transport and the dispersion of pollutants.  Temperature vari- 
ations with depth and time can provide data on such stable 
phenomena as thermoclines and such transient events as inter- 
nal waves and bores.  Both features are important in the 
engineering of the mixing patterns of outfalls.  The wind 
field over the water can be of value in verifying wave gen- 
eration models and for atmospheric pollution studies. 
Thus, a variety of additional sensors might be utilized 
at certain locations in addition to the basic wave gaging. 
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B. Objectives of the System 

1. Coastal Wave Climate Statistics: 

The primary objective of the system is to provide an 
affordable means of gathering directional wave statistics, 
at least twice each day, from closely placed stations 
along the coast of California.  These stations are to be 
selected to allow both a characterization of the wave 
climate along the entire coastline and to highlight areas 
of specific interest -- such as a coastal reach undergoing 
critical erosion.  These statistics are to be available in 
a timely manner to the users (reports containing monthly 
data are mailed no later than the third working day of the 
following month).  Further, the data are to be archived so 
that raw data tapes and spectra tapes can be used at a 
future time by investigators. 

The data can also be available in nearly realtime for 
surf reports and boaters' advisories if desired. 

It is an objective of the program to collect these data 
for a minimum of ten years to establish seasonal trends. 

2. Sediment Transport Estimates: 

The second priority objective is to make estimates of 
the longshore sediment transport from the wave data in all 
locations where this would be appropriate.  This prediction 
will utilize the best available model relating tb_e measured 
wave characteristics and the sediment transport.  Since the 
original wave data are preserved, these estimates can be 
updated later with improvements in the transport model. 

3. Support of Scientific Experiments: 

Th.e ability of the network to provide nearly simultaneous 
observations over a very broad reach of coastline provides 
a unique data gathering tool to many coastal experiments. 
It is an objective of the program to support such work when- 
ever possible, either as the primary data source or as an 
adjunct to the basic data retrieval system. 

C. General Description of the System 

1.  Station Locations: 

As of 30 June 1976, four stations have been installed in 
the network as shown in Figure 1.  All are in San Diego 
County and have been added in a northerly progression.  The 
Imperial Beach location was chosen as the southernmost site 
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in California because a critical beach, erosion problem 
has been experienced here.  In addition, a beach renourish- 
ment project is now underway and the wave data obtained may 
be of value in monitoring the effectiveness of the sand 
placement.  The Ocean Beach site is just north, of the 
Sunset Cliffs area, which, has suffered damaging erosion. 
The gaging station is also very close to the entrance to 
Mission Bay, which will be studied by th-e Corps of Engineers 
for possible solution to the dangerous entrance conditions 
due to breaking waves which are encountered several times 
each year.  The site at SIO is close to the Scripps Sub- 
marine Canyon, th_e terminus for a major littoral cell. 
The Oceanside location is in an area with chronic problems 
caused by interrupted littoral drift and localized erosion. 

2. Central Station Configuration: 

Wb_en the multiplexed signal is received at the central 
station, ch.annel separation is achieved by tuned filters 
at the carrier frequency.  The signal is then demodulated 
and digitized.  The multiplexed data from as many as seven 
instruments are transmitted over an ordinary voice-grade, 
dial-up commercial telephone line.  The data quality is 
at least as high as experienced with more costly leased 
lines over comparable distances. 

At th.e central station, a dedicated minicomputer is 
interfaced to a receiver and autocall system.  Under real- 
time computer control, a preprogrammed telephone number 
corresponding to the desired field station is dialed. 
Each, station is called in sequence once every ten hours. 
This provides a minimum of two reports per day and elim- 
inates the bias possible with, fixed polling times.  Upon 
connection to the field site, the digitized words are 
written to the computer buffer and then to magnetic tape 
for permanent storage. 

The system block diagram is shown in Figure 2. 

3. Field Station Configuration: 

The initial stations utilize existing piers to bridge 
the surf zone.  In the updated configuration, wave measure- 
ments are obtained with very stable LVDT (linear variable 
displacement transformer) pressure transducers which are 
molded directly on the end of a specially designed high 
performance armored cable as shown in Figure 3.  This con- 
struction eliminates the cost and reliability hazards 
associated with connectors and housings.  A single trans- 
ducer providing one-dimensional wave spectra is the basic 
station.  Three transducers in an array are now being 
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installed at each station to provide a directional estimate. 
The underwater cables are terminated in a data control box 
on the end of the pier.  This unit performs the functions 
of signal conditioning, multiplexing signals from the var- 
ious sensors, and responding to telephone requests for data 
from the central computer.  The installed cost of the com- 
plete field station with an array of three pressure trans- 
ducers, the underwater cabling and the data control box is 
projected to be less than $3,000.  Current meters, temper- 
ature probes, anemometers and other continuously reporting 
instruments can be accommodated in addition to the wave 
measuring devices.  The output of each instrument is ampli- 
fied at the point of measurement and converted to a fre- 
quency in the kHz range.  At the shore station, this is 
divided down and used to modulate a carrier tone in the 
voice range. 

4.  Reports and Data Analysis: 

These data are available for immediate analysis, if 
required.  Normally Fourier transforms of wave data are 
made once a month and stored on a permanent transform 
archive tape.  From these, a monthly wave climate statis- 
tical report is made, including one-dimensional spectra 
and significant wave height estimates for each data 
sampling. 

D.  Data Archiving 

It is anticipated that the appropriate federal agency 
will, at some later time, take over the function of archi- 
ving the wave data obtained with this network.  Initial 
discussions with NOAA personnel indicate that they plan 
a national wave statistics program beginning before the 
end of this decade.  This would meet the needs for a 
central repository, capable of specifying the format for 
standard inputs and of meeting the requests of investi- 
gators for duplicate tapes or tabulations of data.  Until 
this arrangement is available, the present project orga- 
nization will attempt to meet the needs of interested 
investigators for raw data, transforms or tabulations. 

Following is a tabulation of data outages which have 
occurred since the system went into operation in 
December 1975: 

Date Data Lost Cause 

December 1975    2 runs from Power supply failure 
1 site in central station 

April 1976       2 runs from Vandalism 
1 site 



REGIONAL NETWORK 67 

Date Data Lost Cause 

June 1976       2 runs from Phone line damaged by 
1 site construction work 

June 1976       1 run from Pier power outage 
1 site 

During this time over 1,000 runs have been made, so the 
data outage rate is 0.7%.  Considering only equipment 
failures, the rate becomes 0.2%. 

E.  Plans For Expanding Capabilities 

1. Additional Stations 

As funds become available, other stations will be 
added to the network.  As in the selection of the exist- 
ing stations, the advice of the Corps of Engineers, the 
California Department of Navigation and Ocean Development, 
and other interested agencies will be solicited to aid in 
selecting future sites. 

2. Wave Direction Measurement Capability 

During the second half of 1976, the existing stations 
Cand additional stations as they are installed) will have 
multiple channel capability.  This will allow the instal- 
lation of a minimum of three sensors in an array to estimate 
wave directional properties. 

Two alternate approaches are being evaluated at this 
time.  The first is to calculate a conventional directional 
spectrum estimate.  With, the limited array size, this will 
necessarily result in a poor estimate of actual wave 
direction.  The second approach involves an approximation 
of the longshore momentum flux, defined by Longuet-Higgins 
(1970) as the sum over frequency of the products of the 
energy, the ratio of the phase and group velocities and 
th-e sin'e and cosine of the approach angle.  This is ex- 
pressed symbolically as 

S   = £ En sin 9 cos 6 
xy 

This parameter, which can be related to the longshore current 
induced by waves along straight coastlines, may be a more 
valuable and concise means for describing the overall direc- 
tionality of the wave field. 

Regardless of which method is employed in monthly 
reporting, the raw data will be preserved for use in other 
types of analyses. 
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3.  Wind Measurements 

Wind will be measured at pier sites utilizing an 
aerovane-type sensor which has had wide application on 
ships and oceanographic buoys.  Data will be sampled 
periodically and a number of samples stored in a tem- 
porary memory until called by the central station. 
Upon receipt of a command from the central computer, 
data will be converted to a frequency proportional to 
the values stored in the memory and sent as a sequential 
series.  The entire contents of the temporary memory 
will be sent upon command but the contents will be re- 
tained until overflow occurs with, the most recent value 
pushing the oldest data out of the stack..  Sample inter- 
vals and durations are programmable and can be varied to 
suit the experiment requirements. 

F.  Results and Preliminary Conclusions 

The first seven months of operation of the network 
have shown gratifying progress.  The hardware cost goals 
have been met or exceeded.  The data retrieval reliabil- 
ity has been greater than 99%, including causes beyond 
the control of the project.  Every monthly report has 
been mailed to users within the first three working days 
of the following month. 

A sufficient data bank has already been acquired to 
allow some tentative conclusions on the eventual useful- 
ness of these measurements: 

 The ability to discriminate low amplitude, long- 
period oscillations has been dramatically illustrated by 
the record of a tsunami reverberation made on 4 December 
1975, four days after the earthquake on Hawaii. . The un- 
corrected bottom pressure time history is shown in Figure 4, 
Although, the original tsunami arrival had been detected by 
th.e tide gaging station at Scripps Institution of 
Oceanography, this reverberation was not detectable. 

 The influence of tides on spectral shape is 
significant when wind waves are small.  Figure 5 shows 
a pressure record in which the mean sea level shift 
caused by the tide can be easily distinguished. 

 It has long been reasoned that point-to-point 
variations in nearshore wave climate are large.  The 
present record of the network indicates that these 
variations may be even larger than anticipated. 
Figure 6 stows qualitatively the intense spatial vari- 
ability within an 18-mile stretch, of coastline during 
a single month.  The "vertical" dimension suggested by 
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tkls plot is absolute energy plotted at the same scale for 
all stations. 

This variability, both temporal and spatial, reinforces 
the need for closely spaced nearshore wave measuring sta- 
tions reporting more than once per day in order to charac- 
terize the impact of the wave climate on the shoreline. 
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CHAPTER 6 

WAVE MEASUREMENTS IN OPEN OCEAN 

Davidson T. Chen, Benjamin S. Yaplee, Donald L. Hammond 
and Paul Bey 

Space Science Division 
Naval Research Laboratory 
Washington, D. C.  20375 

I. INTRODUCTION 

The ability to measure the wave spectra in the open 
ocean from a moving vessel has met with varying degrees of 
success.  Each sensor to date has suffered in its performance 
due to environmental conditions or due to its physical place- 
ment aboard the vessel for measuring the unperturbed sea. 
This paper will discuss the utilization of a microwave 
sensor on a moving vessel for measuring the open ocean wave 
spectra.  Employing microwaves, some of the limitations of 
other sensors are not experienced. 

Tucker [1] developed the Tuckermeter for measuring the 
wave spectra from a moving ship by sensing changes in water 
pressure due to surface wave conditions.  The Tuckermeter 
is placed below the water line and thus requires calibration 
for each wave frequency, ship speed, and depth.  Since the 
sensor operates on pressure, it performs as a low pass 
filter and will not sense the higher frequencies. 

A microwave shipboard wave height radar sensor for 
measuring the ocean wave spectra was developed by the Naval 
Research Laboratory (NRL) and was installed on the S.S. 
McLean in February 1975 and its performance, design, and 
analysis of data for one data run will be discussed. 

II. RADAR SYSTEM 

A profile of the ocean waves by measuring their height 
variations can be used to calculate the ocean wave spectral 
components.  A radar with high angular and range resolution 
is an ideal sensor for profiling the waves because the narrow 
antenna beam illuminates a small spot on the ocean surface 
and the narrow transmitted pulse resolves the vertical 
height of the waves. 

A radar system employing these features was operated 
from a Coast Guard navigation tower to demonstrate its 
capability to measure ocean wave spectra as indicated by 

72 
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Yaplee, et al. [2],     The radar system illuminated a one 
meter spot with a one-nanosecond pulse permitting a height 
resolution of 15 centimeters.  The radar range measurements 
were compared with a wave staff mounted around the spot 
illuminated by the radar.  A sample of the radar and the 
wave staff wave profiles are shown in Figure 1. 

WAVE STAFF  RADAR 

PULSE DATA FROM THE 
CHESAPEAKE LIGHT TOWER 

WAVE HEIGHTS 1.524 meters 
HOR. SCALE   0.762 m/division 
VERT. SCALE   1 sec/division 
DATE       June 19, 1970 

Figure 1 Measurements from Chesapeake 
Light Tower 

The encouraging results of the tower measurements led 
to a radar system designed to be operated from a ship to 
profile ocean waves.  It was desirable to point the antenna 
beam out at a slight angle to avoid the ship's bow wake to 
measure the unperturbed sea.  However, since the radar in 
this look angle is not viewing the nadir, the question arises 
as to what effect the phenomenon of wave foreshortening will 
be on the wave spectrum.  Therefore, a set of tower radar 
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measurements were made to profile the sea at different look 
angles between nadir and forty-five degrees.  The wave 
spectra of the tilted radar and wave staff data were obtained 
and these spectra were almost identical at all look angles 
from nadir to forty-five degrees [3].  Therefore it was con- 
cluded that the results of the shipboard radar would not be 
compromised as the result of changing look angles. 

The principal parameters for the shipboard radar are 
listed in Table 1.  The functional block diagram of the 
radar system is shown in Figure 2. 

TABLE 1 

Parameters for Shipboard Radar 

Wavelength 
Pulse Width 
Peak Transmitted Power 
Pulse Repetition Rate 
Antenna Diameter 
Receiver Noise Figure 
Equivalent Pulse 

Processing Rate 

3 centimeters 
2 nanoseconds 
100 watts 
10,000 per second 
61-centimeter parabola 
7 db 

100 per second 

TRANSMITTER 

TIMING PULSE 

GENERATOR 

10 K Hz 

^IG TIME 

I DELAY 

SWEEP RESET 

AUTOMATIC 

GAIN CONTROL 
RANGE SIGNAL 

OUT 

CORRECTION RANGE 
COMPUTER 

RANGE TIME 

PULSE GEN 

RANGE SWEEP 

100 COUNTER 

RANGE NUMBER 

STORAGE 

ERROR 

SIGNAL 

DIGITAL  RANGE 

COMPARATOR 

55 COUNT 

(CENTER OF SWEEP) 

Figu re 2    Radar System 
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The radio frequency components for the transmitter and 
receiver are mounted in a watertight enclosure on an antenna 
pedestal located about 23 meters above the ship's water line. 
The antenna is pointed abeam and tilted down and out about 
15 degrees with respect to nadir.  Figure 3 is a photograph 
of the antenna mounted on the starboard side of the ship's 
bridge and the figure to the right shows a sample of the 
measured data before processing. 

SHIPBOARD WAVEHEIGHT RADAR ON-BOARD SS-McCLEAN 

10 DEGREES 
SHIP ROLL 

UNPROCESSED RECORDED DATA 

Figure 3 

The 10 Kilohertz (KHz) timing generator, shown in Figure 
2, triggers the transmitter and synchronizes the receiver 
signal processing.  The radio frequency transmissions consist 
of 2-nanosecond wide pulses at the 10 Gigahertz (GHz) carrier 
frequency with a peak power of 100 watts and with a pulse 
repetition rate of 10,000 per second.  The radar pulses 
reflected by the ocean surface are amplified in the receiver 
to a usuable level.  An envelope detector following the 
amplifier results in a 2-nanosecond wide video pulse. 

Processing the 2-nanosecond wide pulses requires 
circuitry in the system with bandwidths of 500 Megahertz 
(MHz).  It is desirable to operate at a lower bandwidth 
where components are more easily used and obtained.  By 
using a sampling scope for display and signal processing, 
it is possible to make this bandwidth transformation to an 
equivalent video pulse that is 200 microseconds wide or a 
bandwidth of 5 KHz.  Thus the use of standard low speed 
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logic circuits can be used for signal processing resulting 
in a simpler and more reliable system.  The principle of 
operation of a sampling scope is well known and will not be 
discussed.  See references [4, 5, 6] for the particular 
scope used in this radar. 

III. EXPERIMENTAL TESTS 

The nanosecond radar is located starboard on the 
bridge of S.S. McLean and adjusted to view the ocean at a 
look angle of 15 degrees  from nadir and away from the bow 
wake.  On February 6, 1975, while the ship was underway 
from Elizabeth, New Jersey to Portsmouth, Virginia, simul- 
taneous ocean surface data were taken by the shipboard 
radar while an airborne laser profilometer and airborne 
nanosecond radar were measuring the same seas.  The object 
of this effort is to establish the validity of the ship- 
board measured data. 

The shipboard radar data were recorded at 30 minute 
intervals starting at 8:20 A.M. EST on February 6, 1975 and 
ended at approximately 2:00 P.M. of the same day.  Each 
file of data started with about a minute of zero level 
setting and followed by a minute of calibrations.  The ship 
was travelling at 14.9 meters per second at 214 degrees 
heading.  Approximately 9:26 A.M. the aircraft intercepted 
the ship's track at 38°3' N in latitude and 74°41' W in 
longitude.  Airborne data were recorded at 152.4 meters and 
at 304.8 meters altitude in the immediate vicinity of the 
ship's path.  At 152.4 meters altitude, a laser profilom- 
eter [7] and an airborne nanosecond radar were used to 
profile the ocean surface.  At 304.8 meters altitude, NRL's 
airborne nanosecond radar was operated in the wave spectrom- 
eter mode.  Aircraft data were recorded continuously at 
intervals of about 90 seconds as the aircraft was flying at 
75.2 meters per second ground speed.  Exact coincidence of 
data taking was not possible and comparison of the data is 
based on approximate times from the ship and aircraft logs. 

IV.  ANALYSIS 

The dynamics of the two platforms (aircraft and ship) 
while recording ocean surface data was significantly 
different.  In addition to their peculiar motion character- 
istics, the data were recorded in different manners.  One, 
is continuously in analog and the other, is intermittently 
and digitally. To effect a better comparison of the data, 
it was necessary that the data be reduced to some common 
base. 

The analog shipboard data were recorded in real time, 
and then sampled and digitized at 8 Hertz (Hz) off-line. 
This digitizing rate was a compromise, taking into account 
the longest ocean wavelengths expected to be experienced by 
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the ship and the storage capacity of in-house computers to 
process the data.  The aircraft data were digitized at 90 
Hz rate in real time but was utilized at 15 Hz rate off- 
line.  Again a compromise was made with the high frequencies 
which were not overly significant being truncated and at 
the same time trying to maintain equal spatial resolution 
with the shipboard data. 

The largest amount of dynamic motion or movement other 
than forward velocity of a ship is its roll.  In Figure 3 
was shown a sample of the shipboard radar output and the 
output of the roll sensor.  The magnitude and the period of 
the roll which affect the determination of the true ocean 
wave spectra must be removed before any real analysis can 
be conducted.  However other motions also need to be corrected 
for unless they become second order in magnitude and can be 
ignored. 

By assuming rigid body motion the geometry of the 
radar aboard ship is shown in Figure 4.  The upper figure 

(A) VERTICAL UPRIGHT POSITION 

(B) ROLL POSITION 

Figure 4  Rigid Body Motion due to Roll 
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shows the direction of the ship moving into the paper and 
in still water thus remaining in the upright position.  The 
radar measures R(t), the distance from the radar to the 
surface of the water at an angle a with respect to the 
vertical.   It is the magnitude and frequency of these 
radar distance variations that yields information for 
determining the ocean spectra.  As mentioned earlier, ship 
motions, particularly roll, affects the magnitude of these 
variations yielding an erroneous wave height change.  In 
the lower illustration of Figure 4 is shown an instantaneous 
roll position that the ship can assume.  In this situation, 
the change in radar distance R(t) is not due to waves but 
is due to the ship's motion and the radar then measures the 
distance Rfl instead of R .  The magnitude of the change in 
RQ to Rfi needs to be determined.  Symbols used in Figure 4 
for determining this change are defined as 

H - distance from radar antenna to water surface, in 
the direction of ship's symmetric axis, and 0 
degrees roll angle; 23.2 m for H in these 
calculations; 

Hfl - distance from radar antenna to water surface in 
the direction of ship's symmetric axis, caused by 
6 degrees roll angle; 

L - horizontal distance of radar antenna from center 
°  of gravity of the ship at 0 degrees roll angle; 

12.2 m for L  in these calculations; o 

6 - angle of roll; positive in clockwise direction, 
from vertical upright position, by looking into 
the direction of ship's heading; 

R - radar distance of 0 degrees roll angle; 

R. - radar distance at G degrees roll angle; 

a - look angle of radar antenna, 15 degrees; 

CG - center of gravity of the ship; 

MC - metacenter of the ship; 

BC - buoyant center of the ship. 

From the Law of Sine's, it can be shown that 

Re = <Ho - Lo tan6> cos'eS- ,) (1) 

Using Equation (1) the values for R„(t) can be determined 
from H , L , a, and 9 which can be obtained from the ship's 
roll sensor. 
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Using R„(t) in the radar distance measurements, the 
following relationship can be established: 

RR(t) = R6(t) - ?(t) sec(a-e) + AR(t) (2) 

where 

RR(t) -  the radar distance measurement to the water 
surface; 

?(t)  -  the instantaneous apparent wave height, 
positive in upward direction from the mean 
sea surface; 

AR(t) -  the radar distance changes due to ship 
motion other than roll. 

It is worth noting that, as it has been shown by Hammond, 
et al. [3], for | ot-6 j <   45° the term [?(t) sec(a-G)] will 
indeed give the correct ocean wave spectrum as calculated 
from £(t).  Thus, for simplicity in data processing. 
Equation (2) can be approximated as 

RR(t) = RQ(t) - ?(t) + AR(t) (3) 

This relationship shows the effect of ship motion in conjunc- 
tion with wave motion and their effect on the radar range 
measurements, but assumes that any flexural and torsional 
motions which change the distance between the radar antenna 
and the center of gravity are negligible.  All other motion 
changes such as yaw, pitch and heave, etc. are combined 
into AR(t).  The term of interest, C(t), in describing the 
sea surface, is small in magnitude and it modulates the 
distance RR(t) which is large.  The shipboard equipment was 
designed only to record this modulation and as a result a 
large distance bias, D, remains. 

Let 

RA(t) = RR(t) - D (4) 

where RA(t) is called the relative radar range measurement 
and D is a constant.  Substituting Equation (3) into 
Equation (4), 

RA(t) = Re(t) - ?(t) + AR(t) - D . (5) 
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Rearranging the terms 

RQ(t) - RA(t) = C(t) - AR(t) + D. (6) 

Define 

R1(.t) = RQ(t) - RA(t) (7) 

where R, (t) is the relative radar range without the effect 
of ship+s roll.  Rearranging the terms 

C(t) = R1(t) + [AR(t) - D] . (8) 

This results in x, (t) describing the sea surface variations. 
There still exist [AR(t) - D] which has not been accounted 
for because D is basically a DC term.  This however can be 
removed by filtering the data.  The term AR(t), as defined, 
consist of all the other ship motions affecting the radar 
range measurements.  The high frequency components of AR(t) 
are of such low magnitude that their effects on the wave 
measurements are negligible, whereas the low frequency 
components can be effectively removed with a high pass 
filter.  In the reference by Linnette [8] the filtering 
process employed to remove the [AR(t) - D] term is discussed. 
After the process ? (t) still contains a Doppler term and it 
must be taken care of before it is possible to study the 
ocean surface characteristics. 

The term C(t) describing the amplitude variations of 
the waves as the radar profiles the surface while the ship 
is underway includes a Doppler term.  Due to the velocity 
of the ship and the Doppler effect, the waves encountered 
are foreshortened.  Thus the wavelengths measured are not 
the true ocean wavelength but an apparent wavelenth.  If 
the radar's instrumentation had incorporated a coherent 
radio frequency signal, the effect of the ship's velocity 
can, by appropriate instrumentation, be subtracted directly. 
Since this is not the case, it is necessary to correct the 
apparent spectra to a true spectra.  In order to accomplish 
this, it is no longer possible to operate in the time 
domain but one must resort to working in the wave number or 
frequency domain. 

It is straight forward to evaluate the apparent wave 
number spectrum, tfj (kA) , from the foreshortened wave height, 
S(t), where k is the apparent wave number because of the 
Doppler effect. Neglecting the effect of the direction of 
propagation of the wave component under consideration, it 
can be shown, in Appendix, that iKtk ) can be transformed 
to <)>(a ) where <J>(aT) is the true wave frequency spectrum 
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and a  is the true wave frequency.  The spectra shown in 
the results were calculated by using Equation (10) in 
Appendix. 

Significant wave heights were determined by employing 
equation (9), [ref. 9], 

H1/3 = 4/53 (9) 

where H, ., is the significant height and E is the total 
energy of the waves. 

V.  SPECTRAL BANDWIDTH WITH SPECTRAL RESOLUTION 

The 0.61-meter parabolic antenna illuminates a foot- 
print [10] about 0.95 meters in diameter at a radar range 
of 24.4 meters.  This footprint size can only resolve 
wavelengths longer than 1.83 meters which is equivalent to 
an apparent cutoff frequency of 0.908 Hz.  The true cutoff 
frequency is 0.358 Hz after removing the Doppler effect. 
Translating this true cutoff frequency into a true wave 
period results in wave period of not less than 2.8 seconds. 
The high pass filter, discussed earlier, removes waves with 
periods longer than 7 seconds in the data.  The wave spectra 
shown in the results are calculated for the wave period 
window of 2.8 to 7 seconds. 

If different spectral bandwidths are desired, the 
upper frequency bound can be raised by increasing the 
antenna size.  The lower frequency bound can also be 
extended but this requires removing the ship's motions 
without the use of high pass filter.  The analysis requires 
ship motion sensors at the site of the antenna to record 
the actual excursions of the antenna.  In this manner it is 
possible to resolve the longer wavelengths of the spectra. 

VI.  RESULTS 

Wave spectra from the shipboard measurements are 
presented in Figures 5 to 12.  The significant wave heights 
for files 1 to 8 of the data, respectively, are 2.10, 2.22, 
2.23, 2.17, 2.16, 1.99, 1.99, and 1.94 meters.  Since the 
sea was not in steady state conditions, it is not possible 
to make comparison with the Pierson-Moskovitz spectrum 
[11].  Figure 13b shows the analyzed results from the 
airborne measurments made by laser profilometer and the 
nanosecond radar.  Laser profilometer registered 1.84 
meters and the nanosecond radar registered 1.43 meters as 
the significant wave height based on data taken at the 
altitude of 152.4 meters.  At the altitude of 304.8 meters, 
operating the nanosecond radar in wave spectrometer mode 
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yielded significant wave height of 2.01 meters.  All air- 
borne measurements were made in the vicinity of the ship 
during part of the time the shipboard radar was recording 
data for file 2.  Accordingly Figure 13b, of the airborne 
measurements and Figure 6 of the shipboard measurements are 
combined in Figure 13 for comparison.  The shapes are very 
similiar.  The significant wave heights of all the measure- 
ments are shown in Figure 14.  The data are in reasonable 
agreement, expecially when time coincidence of the data is 
not possible and the aircraft covers such large area about 
the ship. 

• SHIPBOARD RADAR 
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VII. DISCUSSIONS 

In any system, one can always find areas for improve- 
ment, and this radar is no different.  After conducting the 
analysis of the data, several points should be noted. 

1. Future radars for this purpose should record the 
total range as well as the range modulation by the waves. 
The advantage is to enable one to make absolute corrections 
for the ship motions; otherwise, only relative corrections 
can approximately be made for ship motions, and still leave 
the DC offset as an unknown quantity. 

2. A shipboard radar measurement of wave spectra 
permit viewing the undisturbed area of the sea.  With 
better time and spatial resolution and by employing accelerom- 
eters on the antenna, the ship motion effects can be removed 
directly.  Three accelerometers and three angular sensors 
at the site of the radar are recommended for future measure- 
ments. 

3. Shipboard radars can operate in all types of 
weather, twenty-four hours a day. 
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APPENDIX 

The changing pitch of the sound from, say, a fire- 
engine siren as it moves by at high speed is familiar to 
all; this effect, the Doppler effect, is one of the most 
obvious influences of relative motion between the source 
and the medium.  Similarly, if a wave train of ocean waves 
propagating at the surface of the ocean is observed by a 
radar in motion, a Doppler change of frequency also will 
result.  The Doppler effect is purely a kinematic phenomenon 
and can be evaluated withbut resorting to dynamical equations 
of wave motion.  By kinematic argument [12] , it can be 
shown that 

CTT = °A + V cos? (10) 

where 

a -  true wave   frequency,   2TT/T or  ck_; 

k -   true wave  number,   2TT/X   ; 

X - true wavelength; 

a, - apparent wave frequency; 

k - apparent wave number, 2-n/X. 

T  - wave period; 

A  - apparent wavelength; 

(aT /g) + (aT/v cos?); 

5  - angle between the ship's heading and the direction 
of the wave propagation; 

v  - speed of the ship; 

c  - phase speed of wave component; 

g - gravitational acceleration. 

By employing Equation (10) and Jacobian transformation from 
the apparent wave number domain to true wave frequency 
domain in Euclidian space yields 

2a„ 
'<aT> = (i + i 2 a    v cos£   rA A' (11) 
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where <J> (a ,) is the wave frequency spectrum and \p   (k ) is 
the apparent wave number spectrum. 

Since data is already digitized, the equations are 
modified to take into account that the information is sampled 
at some rate and not continuous.  Thus following changes are 
incorporated to perform the calculations: 

by defining 

M - total number of lags;    \ 

J - lag number; 

Ax - distance between observations; v cos?; At; 

At - time between observations, then 

kA(J) " M~to 

aT (J)   aT(J) 

V COS? 

and also 

oT(J) 2v cos£ 

from Equation (10). 

,1/2 
gtrJ 

4(v cos^) 
2  M Ax 
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CHAPTER 7 

GREAT LAKES WAVE INFORMATION 

By 

1 2 
D. T. Resio and L. W. Hiipakka 

I. Introduction. 

The lack of reliable Great Lakes wave information has long been a 
problem for the Corps of Engineers and others involved in planning and 
design along Great Lakes coasts.  In recent years this need has been 
accentuated by increased water levels and increased demand for coastal 
land use. The Corps need for wave information became critical with the 
passage of the River and Harbor Act of 1970 (Public- Law 91-611) Sec- 
tion 123 of this legislation authorized design and construction of 
contained spoil disposal facilities having a ten-year capacity to hold 
polluted dredged material. 

The North Central Division of the Corps of Engineers (NCD) is 
responsible for dredging 117 navigation projects and connecting channels 
in the Great Lakes. Of these, 59 are considered polluted, necessitating 
construction of 41 diked disposal sites at an estimated cost of over 
$300,000,000. With a program of this magnitude, it was apparent that 
unnecessary conservatism in design had to be minimized through develop- 
ment of the best wave information base that the state-of-the-art could 
provide. 

A project was initiated at the Corps of Engineers Waterways Experi- 
ment Station (WES) under the sponsorship of NCD to supply design wave 
information. After a review of all possible sources of available wave 
information and the potential for obtaining additional gage data, it 
was determined that a wave hindcast program might best meet the immediate 
needs of NCD.  The actual study has been divided into four phases: 

a. The estimation of over-lake winds, 
b. The establishment of a wave hindcast technique, 
c. The analysis of waves from model outputs, and 
d. The evaluation of errors in Phases a, b, and c. 

II. Winds Over A Lake. 

Cole (1967) evaluated three methods for estimating winds over Lake 
Michigan. He compared estimates from these three methods to winds 
observed at a tower located about a mile offshore from Muskegon, Michigan. 
Table 1 gives the results of these comparisons to the three techniques 
in terms of correlation coefficients. The method based on the reduction 
of geostrophic wind speeds to surface wind speeds produced the highest 

Research Physical Scientist, USAE Waterways Experiment Station, 
Vicksburg, Miss. 

2Chief, Coastal Engineering and Hydraulic Design Branch, U. S. Army 
Engineering Division, North Central. 
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TABLE 1 
WIND SPEED COMPARISONS BY COLE (1967) 

TYPE OF COMPARISON 

BRETSCHNEIDER WINDS VS 10-M WINDS 

JACOBS' 7.5-M WINDS VS 7.5-M WINDS 

JACOBS' 19.5-M WINDS VS 16-M WINDS 

RICHARDS' WINDS VS 16-M WINDS 

RICHARDS' WINDS VS 10-M WINDS 

NUMBER OF 
DATA PAIRS 

CORRELATION 
COEFFICIENT 

36 0.63 

43 0.55 

49 0.37 

44 0.36 

36 0.24 

o . 
z 

CD 
o 

'V~- Y=X 
Y=I0.4 + 27Xv 

1 

• 

• i 

i 

i 

• y • y^t 
1 > • 

• i 

• ^^ • 
• ^ • i 

• • WIND   COMPARISON 
MUSKEGON TOWER   10 M   VS     _ 

REDUCED  GEOSTROPHIC  WIND 
CORRELATION    R=.63 

1             1             1             II 
10 15 20 25 30 

REDUCED   GEOSTROPHIC   WIND   SPEED, 
35 40 
KNOTS 

50 

Figure 1 Comparison of wind speeds from Muskegon tower to wind speeds 
estimated by reduced geostrophic wind speed 
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correlation coefficient, 0.63. Methods based on the reduction of gradient 
winds to surface winds (Jacobs, 1965) and on the transformation of 
over-land wind speeds to over-water wind speeds produced substantially 
lower correlation coefficients. However, as shown in Figure 1, although 
the correlation coefficient is high for the geostrophic method there is 
a pronounced bias toward overestimation of wind speeds, particularly at 
high velocities. A detailed study of the relationship between geostro- 
phic wind speeds and anemometer-level wind speeds over large lakes 
(Resio and Vincent, 1976) indicated that this bias is due to the lack 
of velocity-dependence in the constant used to reduce geostrophic veloc- 
ities to surface velocities in this method. 

During this study two methods were found to produce unbiased esti- 
mates of wind speeds over the Great Lakes—a method based on the trans- 
formation of geostrophic winds to surface winds using numerical techniques 
similar to those of Cardone (1969) and a method based on the transfor- 
mation of wind speeds measured at land sites to over-water wind speeds. 
The latter of these methods was chosen for application to hindcasting 
due to its simplicity and the lack of long-term meterological records at 
a time and space scale suitable for obtaining accurate geostrophic level 
winds. 

The derivation of the transformation coefficients is discussed in 
detail in an earlier paper (Resio and Vincent, 1976a). In this paper, 
the wind speed over water was related to the wind speed over land by 

Uw = UL*»nF (1) 

where Uw is the over-water wind speed, UL is the over-land wind speed, 
and <h $n . and F are dimensionless conversion factors accounting for 
the effects of the velocity-dependence of lake surface roughness, air- 
sea temperature difference and over-water fetch, respectively. Figures 2 
and 3 give the determined forms of $ and $n along with corroboratory 
evidence from other studyies for Lake Erie and Lake Ontario. The fetch 
factor was found to be approximated by 

O ?Q7 
P = 0.411 F        for F<20 miles ,,, 

1.0 for F>20 miles l ' 

where F is the over-water fetch in miles. Whereas the relationships 
for  I(I and $n  _were based on more than 52,000 ships observations, the 
relationship for F  is based on a limited number of observations tabu- 
lated by Richards et al. (1966) and should probably be regarded only as a 
first estimate. 

Using Equation 1 to estimate winds over Lake Erie and Lake Ontario 
the rms error was found to be a function of velocity (Figure 4). As 
seen here, the error for wind speeds of importance to design and planning 
is beneath 5 knots. 
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Figure 2. Variation in Y with observed land velocity 
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Figure 3. Variation in with air-sea temperature difference 
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Figure k.    RMS error in wind speed estimate as a function of observed 
land wind speed 
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It can be shown (Resio,  1976)  that the bias introduced by a random 
error in wind velocity is represented by 

f     c"2 + <# 
— 2 
H U 

(3) 

wher£ H is the estimated mean wave height for conditions with wind speed 
II , H is the actual mean wave height for conditions with wind speed U 
and a| is the^variance of wind estimates around U . Figure 5 shows 
the value for H/H as a function of wind speed for an rms error of 5 knots. 
For wind speeds above 25 knots over the water, there is less than S percent 
bias due to the random error in wind estimates. 

Further evidence that the wind transformation is reliable even 
during high wind conditions can be seen in Figures 6a, 6b, and 6c. 
These figures show comparisons of winds estimated from data obtained at 
Cleveland and Toledo airports during storms on Lake Erie and simultaneous 
observations of winds by ships in the lake. 

III. The Wave Model. 

Three hindcast techniques were evaluated for application to the 
Great Lakes. These are as follows: 

a. The significant wave method contained in the Shore Protection 
Manual. 

b. A numerical model of the growth and decay of wave spectra as 
formulated by Inoue (1966, 1967), Cardone (1969), and Pierson et al. 
(1966). 

c. A numerical model of the growth and decay of wave spectra as 
formulated by Barnett (1966). 

The first technique has been evaluated in previous studies by Cole (1967) 
and Brebner and Kennedy (1962) on Lake Michigan and Lake Ontario, 
respectively. Figure 7 shows the results of their comparisons along 
with some additional comparisons performed during this study for waves in 
Lake Ontario and Lake Erie. This figure indicates a pronounced tendency 
to over estimate wave heights in high wind conditions. Regression 
coefficients suggest that there is about a 35 percent bias in this method. 
However, since the winds used for hindcasting in this method appear to 
be too high (Figure 1), the bias might be more a function of errors in 
wind speed rather than a discrepancy in the wave hindcast curves. The 
standard deviation of the scatter about the regression line was 2.5 ft. 

As indicated in the previous discussion, the lack of precise measure 
of wind speed over a fetch complicates the comparison of hindcast wave 
heights to observed wave heights. Therefore, instead of basing a decision 
regarding the optimal model for hindcasting in restricted fetches on 
Such comparisons, the results of field efforts (Hasselman et al., 1973; 
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Figure 5. Estimate of bias due to random wind error 
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Figure 6. Comparison of wind speeds by ships to wind speeds estimated 
by equation (l) 
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Figure 7.  Composite chart showing results of comparison of ob- 
served wave heights and wave heights hindcast by SMB methods on 

the Great Lakes 
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Mitsuyasu, 1968), which formulated functional relationships between 
non-dimensional fetch and wave height parameters were used for comparisons. 
These studies have supported Kitaigorodskii's (1962) similarity theory 
for the development of wave spectra along a fetch. Figure 8 shows a 
plot of non-dimensional wave height, defined as 

H = &-± (4) 

where U* is the friction velocity of the wind, E is the total energy 
in the wave spectrum, and g is the acceleration due to gravity, versus 
nondimensional fetch defined as 

F = -Sf- (5) 
u; 

where F is the fetch measured in the same units as g and U* . This 
figure indicates that none of the available models produce results in 
accord with recent observational evidence for limited fetches. 

Of the three models, the Barnett model came closest to reproducing the 
desired relationship between non-dimensional fetch and non-dimensional wave 
height. Consequently, this model was chosen for modification in an 
effort to achieve a better fit between predicted and expected values. A 
review of the field studies by Mitsuyasu (1968) and Hasselmann et al. (1973) 
indicated that a major factor not considered in the Barnett model was 
the variation in the Phillips equilibrium constant with non-dimensional 
fetch. This constant was originally proposed by Phillips (1958) as a 
"universal constant" in the relationship between wave frequency and 
energy density in that portion of the surface waves dominated by wave 
breaking. On dimensional grounds, he hypothesized that such a relationship 
should be of the form 

S(f) = BgV5 (6) 

where S is the energy density of waves with frequency f and B is a 
constant. Later work by Mitsuyasu (1966, 1968), Hasselmann et al. (1973), 
and DeLeonibus et al. (1974) have demonstrated that although the f~5 
proportionality is almost always preserved in the equilibrium range, B 
varies systematically with non-dimensional fetch and non-dimensional 
wave height. Figure 9 shows that this variation can be quite important 
in the Great Lakes regions where non-dimensional fetches can range over 
several orders of magnitude. Consequently, an implicit formulation of 
B was programmed into the wave model to compensate for this effect. 
Figure 10 indicates that this brings the theoretical growth rates into 
much better agreement with observation. 

In several tests of the modified Barnett model against deepwater 
gage observations in the Great Lakes, the model performed well.  Figure 11 
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Figure 10. Comparison of rate of change of nondimensional wave height 
with nondimensional fetch with rates of change observed by Mitsuyasu 

(1968) and Hasselmann et al. (19?3) 
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Figure 11. Comparison of maximum significant wave heights for individ- 
ual storms as recorded by gages (Point Pelee, Lake Erie; and Toronto, 
Cobourg, and Main Duck, Lake Ontario), and significant wave heights 

hindcast by the numerical model using Barnett's parameterizations 
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is a compilation of the comparisons between observed peak significant 
wave heights and hindcast peak significant wave heights for storms on 
Lake Erie and Lake Ontario. The input to this model was taken from 
land winds transformed as described in the previous section. There was 
only a small positive bias in this sample (y4  percent), and the standard 
deviation of nindcasts around the best fit regression line was about 
1.5 ft. 

It should be noted that the wave heights calculated in the model 
are considered to be deepwater wave heights and must be transformed by 
refraction, shoaling, diffraction and bottom friction before a nearshore 
wave estimate can be made. 

IV.  Analyses Of Model Outputs. 

Lake Erie, Lake Ontario, and Lake Michigan have now been completed 
under the present program at WES. Between 200-500 storms, covering a 
period of 69 years, have been hindcast for each lake. For each storm 
hindcast, a time series of two-dimensional spectra at 1-hour intervals 
was retained on magnetic tape for grid points located at about 10-mile 
intervals along the shoreline. These data permit an extensive set of 
analyses into the organization of the wave climate on these lakes. A 
typical set of data analyses is presented here for Cleveland, Ohio, 
which is on Lake Erie. 

a. Analysis of extreme significant wave heights by season and 
direction of approach: 

Since many harbors and design sites in the Great Lakes are protected 
by ice during the winter, the analysis of extremes was stratified into 
seasons defined as January-March (winter), April-June (spring), July- 
September (summer), and October-December (fall). Similarly, since the 
design of structures requires information on approach direction, the 
analysis separated the wave heights into direction classes as shown in 
Figure 12. 

The largest significant wave height within each season-direction 
category was determined for each storm.  It is assumed that the maximum 
significant wave height in one storm is uncorrelated with a maximum 
significant wave height in another storm. A preliminary study of the 
return periods of these wave heights indicated that they were adequately 
described by a Fisher-Tippett Type I distribution; and hence, the logarithm 
of the return period could be expected to be a linear function of wave 
height 

JlnT -v. a + bH (7) 

where T is the return period of the significant wave height H and a 
and b are two constants.  Figure 13 shows that this is a reasonable 
assumption for deepwater wave heights in the Cleveland area.  In this 
figure, the return periods were estimated by the USGS method (Dalrymple, 
1960) 

m+1 
n 

(8) 
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where m is the total number of years in the sample and n is the 
rank of the magnitude (i.e., for the largest wave height n=l, for the 
second largest n=2, etc.). 

Table 2 gives the return periods for deepwater significant wave 
heights in the Cleveland area for the four seasons and three angle 
classes previously defined. The return periods for all directions com- 
bined within each season are also given in this table along with the 
confidence bands for each of these estimates calculated from the relationship 
(Gringorten, 1961) 

Sx = SvT.1000y2 + 1.1596y + 1 (9) 
N 

where S is the standard deviation of the annual maxima of significant 
wave heights,  Sx is the confidence band estimate (one standard deviation 
wide) and y is the reduced variate in the Fisher Tippett Type I 
distribution. 

b. Recurrence intervals for wave heights within an arbitary time 
interval during a year.* 

Although the stratification by seasons is adequate for some purposes, 
many planning and design criteria at sites around the Great Lakes 
require other intervals during the year for consideration. To obtain 
estimates of recurrence within arbitrary time intervals, all extremes 
were first categorized by 5-day increments within the year. Thirty-day 
overlapping periods were used to filter some of the irregularities from 
the distributions, and then the largest 10 significant wave heights 
in each time interval and direction class were plotted against recurrence 
intervals using the USGS method.  Least squared error regression lines 
were calculated for each of these sets of data. Table 3 gives a matrix 
with the recurrence intervals for each 5-day period within the year cal- 
culated in this manner. The recurrence interval, T^ , for k 5-day 
periods can be calculated from the relationship 

?k = i - J a-i/Ti) 
C10) 

i=l 

where Ti is the recurrence interval for a five-day period. As an example 
of the application of this table, the mean recurrence interval for a 
10-ft wave in the angle class 2 in the month of July is 122 years. 

The only constraint on this is that the time interval must be some 
multiple of 5 days. 
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TABLE 2 

TABLt OF EXTREMES ESTIMATES 
GRID LOCATION  8,15  LAT*43,37 LUN=77,25     PULTNEYVILLE 

SHORELINE GRID POINT 10 NY 
MINTER 

ANGLE CLASSES 
1 2 3 ALL 

5 6,9( 1.3) 10',8( 1,6) 13, 8? 0,6) 13;.8( 0,6) 

10 9,2( 1,7) 12:. 5 ( 2,1) 14,4( 0,7) 15!.0( 0,8) 

20 9,8< 2,1) 14', 4 ( 2,6) 15,1< 0,9) 16*2( 1,0) 
18\0< 3,4) 
19|5( 3,9) 

50 10.8< 2,6> 17[.4( 3,2) 16,1( 1,1) 
100 12.5< 3,0) 18', 7 ( 3,7) 17,4( 1.3) 

SPRING 
ANGLE CLASSES 

1 2 3 ALL 

5 4.6< 1,2) 5,6( 1,3) 8.2{ 0.7) 8'. 2( 0,7) 

10 5,6< 1,5) 7|5( 1,7) 8,9( 1,0) 9*.4( 1,0) 

20 7,2< 1,9) 8(.5< 2,1) 9,8( 1,2) 10',6( 1,3) 
12!2( 1,5) 50 8.2< 2,4) 9',5( 2,7) 12.1! 1,5) 

100 8,9< 2,7) 10;8( 3,1) 

SUMMER 

13,X( 1,7) 13J5( 1,8) 

ANGLS CLASSES 
1 2 3 ALL 

5 4,3( 1,7) 4'.6( 1,2) 7.5( 0,4) 7f.9< 0,5) 

10 5.6( 2.3) 5'.6( 1,5) 8.2< 0.6) 8'.7( 0,6) 

20 8,2( 2,8) 7l2( 1,9) 8.5} 0,7) 9'. 6( 0,8) 

50 9,8< 3,5) 8',2( 2,4) 9.2i 0,9) ll'.K 4,0) 

100 12.5( 4,1) 8';9{ 2,7) 

FALL. 

9.8* 1.0) 12'. 7 ( 4,1) 

ANGLE CLASSES 

1 2 3 ALL 

5 5,6< 0,9> 12-.K 0,9) 13.1< 0,4) 13J2( 0,4) 
I4j2( 0,6) 10 6.6< 1,1) 13',1( 1,1) 13. 8( 0,6) 

20 7.5( 1,1) 14', 1( 1,4) 14.lt 0,7) 15«2( 1,5) 

50 8.2( 1,8) 17', 1( 1,8) 15,4( 0,9) 16 9( 1,7) 
18«3( 2,1) 100 8,5< 2,0) 18;0( 2,0) 15,7< 1,0) 
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c. Significant period as a function of significant wave height and 
approach direction. 

Two factors--significant wave height and over-water fetch--were 
found to explain the majority of the variations in significant periods. 
At each site, the over-water fetch is related directly to an angle 
of wave approach; consequently, mean significant period is well repre- 
sented as a function of significant wave height within each previously 
defined angle class (Figure 14). 

d. The expected duration of significant wave heights. 

The amount of water transported over a dike during a storm is 
related not only to the peak significant wave height but also to the 
durations of significant wave heights above particular levels. A 
simple measure of this latter parameter is taken to be the mean duration 
of wave heights above any level H for all storms in which that wave 
height or higher occurs. Figure 15 shows the results of this calculation 
for the Cleveland data for the months of October through December. 

e. Probabilities of higher order wave heights. 

Estimates of the average wave heights for the highest 10 percent 
(Hl/io) or highest 5 percent of the waves in a spectrum are related 
directly to estimates of H1/3 by a simple constant of proportionality. 
Consequently, recurrence intervals for these wave heights can be obtained 
by a transposition of the line for the recurrence intervals for H1/3 
(Figure 16). However, the statistics for the largest single wave in 
a spectrum also involve the duration of wave heights. As shown by 
Longuet-Higgens and Cartwright (1956), the probability of a particular 
wave height occurring is directly related to the wave height, the rms 
deviations of the surface elevation, and the duration of the sample. 
Since many storms have been hindcast in this study, there is no need 
to assume an average duration, but rather the probabilities can be calcu- 
lated from the time histories. 

V.  Discussions and Conclusions. 

An important question regarding the usefulness of hindcast wave 
data is the accuracy of the wave height distributions produced by the 
hindcasts. The answer to this question must be determined on an individual 
basis for each different type of probability estimate based on the hind- 
cast data set.  For example, as shown in Figure 5, the bias created by 
an error in wind estimates can create a significant bias at low wave 
heights. The importance of the type of relative bias demonstrated in 
Figure 5 is dependent on the magnitude of the bias created in the wave 
height estimates.  Consequently, the extreme bias at winds under 10 knots 
is not significant in most cases, since the estimated wave heights for 
these winds are still less than a ft. On the other hand, if more accuracy 
is needed in this very low wave height range, an analysis similar to 
Figure 5 could provide a simple means of filtering the distribution of 
hindcast wave heights to obtain a better estimate of actual wave conditions. 
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rigure l6.  Linear shift in log T between H. /  and H / 
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At the other end of the distribution, the extremes, the results 
shown in Figure 5 indicate very little bias; however, as shown in Resio 
and Vincent 1976b), an additional source of error encountered in this 
range comes from the effects of the convolution of the extremal distri- 
bution and a Graussian error distribution. This bias can be considered 
in terms of the ratio of mean recurrence interval estimated from the 
extremal distribution with the error term T, to the mean recurrence 
interval for the extremal distribution alone, T .  In Resio and Vincent 
(1976b) this was shown for a Fisher-Tippet Type I distribution to be 
given by 

T  = 1 - F(H) 
T    1 - F(H)iKz) (10) 

where the form of ijj(z) is shown in Figure 17 with z defined as 

where a    is the rms error in the wave estimates and B is a coefficient 
of variation in the extremal distribution. 

The importance of the above relationships is that it indicates that 
the possible bias can be quantified.  For design wave calculations on 
Lake Ontario, this bias was shown (Resio and Vincent, 1976b) to be less 
than 10 percent.  Additionally, the implication is that the condidence 
bands are not seriously affected by the random errors in individual 
hindcasts for these data.  Thus, Equation 9 still provides a good estimate 
of the confidence bands when using hindcast wave heights, and the width of 
the confidence band still decreases as the square root of the record length. 

This paper has demonstrated the utility of a numerical hindcast 
model in providing a set of data which can subsequently be analyzed to 
obtain a wide range of information on the organization of the wave climate 
at a site. Although there are errors in specific hindcasts, these 
errors do not appear to create significant bias in many of these statistical 
estimates.  Furthermore, the ability to obtain a long-term, synthetic 
record of two-dimensional spectra permit an extensive analysis into even 
complex phenomena with higher confidence than could be obtained from an 
exact record obtained from exact measurements over a shorter period of 
time. 
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CHAPTER 8 

APPLICATIONS OF EMPIRICAL FETCH-LIMITED SPECTRAL 

FORMULAS tO GREAT LAKES WAVES1 

Paul C. Liu, Mi ASCE 

ABSTRACT 

Two episodes of Great Lakes waves for which both wind and wave data are 
simultaneously available are used to examine the applicability of the empiri- 
cal fetch-limited spectral wave formulas developed by JONSWAP, Mitsuyasu, Liu, 
and Sverdrup-Munk-Bretschneider. Comparing the results hindcast from the for- 
mulas with those recorded shows that, for hindcasting significant wave heights, 
Liu's formula gives better results for less than fully developed Waves, while 
formulas by JONSWAP, Mitsuyasu, and Sverdrup-Munk-Bretsehnelder give better re- 
sults for fully developed waves.  In hindcasting average wave periods and peak- 
energy frequencies, all the formulas result in a deviation of up to 2 s and 
0.5 rad s~*,  respectively. These results can he used as a reference in evaluat- 
ing and interpreting wave predictions made by these formulas as applied to the 
Greak Lakes. 

1.   INTRODUCTION 

Various surface wave studies In recent years have results in the develop- 
ment of several sets of empirical fetch-limited spectral formulas of practical 
interest in wave predictions. These formulas ate all characterized by the 
dimensionless fetch parameter X0 = gX/U*

2, where g is the acceleration of 
gravity, X the fetch distance, and U* the frictiohal wind Velocity.  In terms 
of X0, the significant wave height H1/3, peak-energy radian frequency up, and 
spectral energy density S(uj) as a function of frequency m  can be expressed by 

U*2 

H1/3 = A —  X0
a (1) 

"P " B fAX0-
b (2) 

13  to 
S(u) = C g2a)-5Xo-Cexp^DXo-d (_|_)-4]jj (3) 

in which A, B, C, and D = the empirical coefficients; a, b, c, and d = the 
empirical exponentials; and F = an empirical spectral shape function. Several 
authors have developed various sets of numbers for these empirical constants. 
Table 1 represents a summary of the results obtained from these studies. Data 

GLERL Contribution No. 93. 
2 
Physical Scientist, Great Lakes Environmental Research Laboratory, 

National Oceanic and Atmospheric Administration, Ann Arbor, Michigan 48104. 
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collected from many oceans and lakes, as well as laboratory wave tanks, were 
used.  Table 1 reveals that some of the constants derived by these authors 
are quite close; some of the constants, however, differ significantly.  It is 
of interest to note that, although the authors used their own wave measurements 
in developing their empirical formulas, they all made an effort to incorporate 
the results of well-known wave studies published during the past 20 years. 
Obviously, some of the differences in the coefficients can be attributed to the 
authors' subjectivity in adjusting the regression line to fit their own data. 
Because of these differences and because of the simple nature of the formulas, 
case studies have been made to examine the applicability of the formulas by 
using available wave data from the Great Lakes. This paper presents two epi- 
sodes of wave conditions for which recorded data are compared with those hind- 
cast by the formulas of JONSWAP, Mitsuyasu, and Liu.  In addition, conventional 
hindcasts from the Sverdrup-Munk-Bretschneider formulas (Shore Protection 
Manual, Vol I, 1973) are also included for further comparisons. 

2.   CHARACTERTISTICS OF THE FORMULAS 

Before proceeding to the case studies, it is of interest to examine 
some of the basic characteristics of the formulas that use hypothetical wind 
conditions.  Because frictional wind velocity was not available for this study, 
logarithmic wind profile and a drag coefficient, C^Q °f 10" 3 have been used 
in this paper for converting wind speed at different levels to 11*. Fig. 1 
presents a set of examples of wave spectra calculated by.empirical formulas (3) 
for 10-m level wind speeds of 5 and 40 m s-1 and fetch distances of 10 and 100 km. 
As the four cases shown in the figure combine long and short fetches with high 
and low wind speeds, respectively, the magnitude of spectral energy and peak- 
energy frequency varies significantly from case to case. However, the relative 
differences among the three empirical spectra are similar for all cases.  In 
general, JONSWAP and Mitsuyasu spectra are fairly close, especially at high wind 
speeds, while Liu spectra yield much lower energy content. The energy at the 
spectral peaks for JONSWAP and Mitsuyasu are approximately an order of magnitude 
larger than those of Liu. An explanation for this great difference lies in the 
fact that the wave data used in developing the JONSWAP and Mitsuyasu formulas 
are from fully developed seas, whereas the wave data from Lake Michigan used 
in Liu's formula are not. 

With energy spectra calculated from the empirical formulas, the spectral 
moments can be readily obtained.  The basic parameters, such as significant 
wave heights and average wave periods, can then be derived from the moments, 
based on the theoretical results of Longuet-Higgins (1952) and Rice (1945), 
as: 

H_  - 4m 1/2 (4) 

%, " 4mo 
and 

T 
m0,2 

2n(m0/m2)
1/2 (5) 
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in which the nth moment of a wave spectrum is given by 

mn = /0°° unS(io) dio. (6) 

Here the average wave period Tj^ „ is presumably equivalent to the wave period 
given by the Sverdrup-Munk-Bretschneider method. The significant wave height 
Hm(. calculated by Eq. (4) should approximate Hi/3, calculated by (Eq. 1). A 
correlation of calculated Hm_ and H1/3 is given in Fig. 2.  In the case of the 
JONSWAP method, H^ tends to be larger than ^i/j-    A slightly greater trend is 
also shown in Mitsuyasu's case.  Since Liu's empirical equiation for HJ/J was 
a direct derivation from the spectral moments, the close correlation shown is 
not surprising.  In the following discussions, H1/3, <i)p, and Tm„ , will be cal- 
culated from the various empirical formulas and compared with actual data. 

3.   APPLICATIONS OF THE FORMULAS 

Two episodes of Great Lakes waves, with both wind and wave data available, 
are used to examine the applicability of the various empirical formulas. The 
first episode occurred in Lake Michigan. Wave data were recorded by a staff 
gage installed on a research tower located 2 km offshore from Muskegon, Michigan, 
in 16 m of water (Fig. 3).  The wind anemometer was located at 10 m above the 
lake surface on the same tower. The episode covered approximately 4 days during 
October 25th through 28th of 1971.  The wind conditions, which are typical of 
the Great Lakes, are shown in Fig. 4.  The wind speeds during this episode 
were quite unsteady with the predominant direction from the south and south- 
southeast providing moderate fetch distances of the order of 50 km. 

• «. ——— 

Fig. 5 represents the significant wave heights H^/3 recorded during this 
episode as compared with those hindcast by empirical formulas. Here and in 
the following figures in this paper, the heavy solid lines indicate recorded 
data; the dotted lines, the long-short dashed lines, the dashed lines, and 
the light solid lines indicate the hindcast data by Sverdrup-Munk-Bretschneider, 
Mitsuyasu, JONSWAP, and Liu, respectively.  The results of Sverdrup-Munk-Bret- 
schneider, Mitsuyasu, and JOJUJSWAP, shown in Fig. 5, are strikingly close.  In 
this episode, they all overestimated the recorded data by a factor of 2. Liu's 
results are relatively lower than the others sincerche energy contents given 
by Liu's formula are generally less than the others.  In this case, Liu's 
results are closer to the recorded results than the others. 

Fig. 6 shows the comparisons for the average wave period Tm0 2-  
Tne 

relative differences between the results of different authors seem quite similar 
and distinctive.  Sverdrup-Munk-Bretschneider, for the most part, furnished the 
highest estimate, followed in order by Mitsuyasu and JONSWAP. Liu hindcast 
relatively lower average wave periods for the same wind condition. 

The results for the peak-energy frequency Wp are shown in Fig. 7. The 
Sverdrup-Munk-Bretschneider formula does not give estimations for a„;  hence, 
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Fig. 2 Correlations of H  and H, .. calculcated by empirical formulas. 5 mQ     1/3 
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26 27 

OCTOBER, 1971 

Fig.   5     Comparison  of hindcast and  recorded H1 ..   during Lake Michigan 
episode. 
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26 27 

OCTOBER, 1971 
Fig. 6 Comparison of hindcast and recorded T   during Lake Michigan 

episode. 0,2 

26 27 

OCTOBER, 1971 

Fig. 7 Comparison of hindcast and recorded OJ during Lake Michigan 
episode. 
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only JONSWAP, Mitsuyasu, and Liu are compared.  The relative differences are 
again quite similar and distinctive.  Liu hindcast a higher m  , followed by 
JONSWAP and then Mitsuyasu. p 

The second episode is from Lake Ontario.  The wave gage, a waverider 
buoy manufactured by Datawell of Holland, was located 30 km northeast of 
Oswego, New York, In 150 m of water.  The solid circle labeled 0swego-2 on the 
map, Fig. 8, indicates the waverider location.  The open circle on the map 
shows the location of an instrumented buoy where the wind data used in this 
analysis were recorded.  The wind anemometer on the buoy was 4 m above the 
lake surface. 

Fig. 9 gives the wind conditions during this 4-day episode of October 
7-11, 1972.  The wind speeds were typically unsteady, with directions starting 
from the north, with a moderate fetch of 40 km, changing to west with a long 
fetch of 200 km or more when the storm intensified, and gradually switching 
back to north after the storm subsided. 

The comparisons for the hindcast and recorded significant wave heights 
for this episode are shown in Fig. 10. The relative differences between the 
empirical results remain the same.  The results of this episode are different 
from the first episode, however, in the sense that Liu's hindcasts, which were 
closer to the recorded results than the others in Fig. 5, are clearly underesti- 
mations in Fig. 10. The hindcasts of Sverdrup-Munk-Bretschneider, Mitsuyasu, 
and JONSWAP are again close to each other in this episode and also close to 
the recorded data during the growth part of the storm. All the empirical for- 
mulas significantly underestimated H1/3 when the wind field decayed and direc- 
tions switched from long fetches to short fetches. 

Figs. 11 and 12 show the comparisons for TmQ „ and (Up, respectively, 
for this episode.  The results are generally similar to those discussed in 
Figs. 6 and 7.  It seems that, at any given time, one of the formulas tends 
give a better hindcast than the others, but none of the formulas is able 
to maintain the close hindcast throughout the episode.  The inconsistency, 
therefore, casts doubt over the applicability of all the formulas. 

Two examples of comparing computed spectra with the recorded spectra 
are shown in Fig. 13.  The accuracy of the spectrum hindcast by the formulas 
depends mainly on the accuracy of corresponding formulas in hindcasting 
significant wave height and peak-energy frequency.  If the hindcast signifi- 
cant wave height and peak-energy frequency values are close to those recorded, 
then the hindcast spectrum will certainly be close to that recorded and vice 
versa.  The comparisons of spectra shown in the figure represent the typical 
results that can be expected from these empirical formulas. 

4.   SUMMARY AND CONCLUDING REMARKS 

It has been the intent of this paper to present an assessment of the 
usefulness and applicability of the various empirical formulas in connection 
with surface waves in the Great Lakes.  The assessment has been performed by 
comparing waves that were hindcast by the formulas with those actually recorded 
during two storm episodes in Lakes Michigan and Ontario. Based on the detailed 
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Fig.  8    Location of wave gage in Lake Ontario. 

- 

... ..... 

OCTOBER, 1972 

Fig.   9     Wind conditions  during Lake  Ontario episode. 
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OCTOBER, 1972 

Fig. 10 Comparison of hindcast and recorded H. . during Lake Ontario episode. 
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8 9 

OCTOBER, 1972 

Fig. 11 Comparison of hindcast and recorded T   during Lake Ontario episode. 
ra0,2 

8 9 

OCTOBER, 1972 

Fig. 12 Comparison of hindcast and recorded a) during Lake Ontario episode. 



126 COASTAL ENGINEERING-1976 

szw AOH3N3 



FETCH-LIMITED FORMULAS 127 

comparisons for the three parameters Hi ,,, Tm(. «, and (»)_, results can be 
summarized as follows: ' 

a. Significant Wave Height, 1^/3.  The hindcasts by the JONSWAP, 
Mitsuyasu, and Sverdrup-Munk-Bretschneider methods are generally close to each 
other and greater than Liu's hindcast by about 50 percent. During the Lake 
Michigan episode, Liu's results were closer to the recorded results than the 
others; thus, the other formulas yielded overestimations. During the Lake 
Ontario episode, JONSWAP, Mitsuyasu, and Sverdrup-Munk-Bretschneider's results 
were closer to the recorded results than Liu's during the growth part of the 
storm; hence Liu's results appear to be underestimations. 

At first glance, the results rendered by the two episodes seem to be 
inconsistent.  The inconsistency, however, can be clarified by further exami- 
nation of the two respective wind fields.  During the Lake Michigan episode, 
the 10-m wind speeds started at 2 m s_l and gradually increased to 10 m s~l 
and higher; thus, the wave spectra were mostly under development.  During the 
Lake Ontario episode, on the other hand, the wind speeds at the 4-m level had 
reached over 10 m s_i at a very early stage of the storm.  The wave spectra 
under this wind field tended to be fully developed.  From these facts, it 
appears that Liu's formula is applicable for the less than fully developed 
waves, whereas JONSWAP, Mitsuyasu, and Sverdrup-Munk-Bretschneider formulas 
are applicable for the fully developed waves.  This is consistent with the 
characteristics of the data from which the corresponding formulas were derived. 

The above discussions apply only to the growth part of the storms.  All 
the formulas underestimated the significant wave height when the wind field 
decayed, especially when the decay involved changes in wind direction as well 
as reductions in fetch distances. As the formulas were neither derived from, 
nor intended for, decaying processes, the results are by no means unexpected. 

b. Average Wave Period, TmQ 2-  The difference between high and low esti- 
mates as hindcast by the formulas'for a given time is about 2 s. The recorded 
data generally lie within this range.  Therefore, the error in hindcasting 
average wave periods by any formula is about 2 s or less. None of the empirical 
results can be considered substantially close to the recorded results through- 
out either of the two episodes. 

c. Peak-Energy Frequency, up.  The difference between high and low (Dp 
hindcast for a given time is about 0.5 rad s~l.  With the exception of the 
low wind portion of the Lake Michigan episode and the decaying portion of the 
Lake Ontario episode, the recorded up lies within the range of the empirical 
hindcasts. An accurate hindcast of Up will lead to accurate hindcasting of 
wave spectra if the hindcast of significant wave height is also accurate.  None 
of the formulas seems to be able to provide an accurate oi .  During both epi- 
sodes, Liu's hindcasts were relatively close to the recorded results through 
a major protion of the storm.  JONSWAP and Mitsuyasu's hindcasts came closer 
to the recorded results at the peak of the storm. 

These results, while generally fulfilling most of the objectives of this 
paper, are by and large both disappointing and encouraging.  These results are 
disappointing because they demonstrate that simple fetch-limited spectral for- 
mulas have not provided substantial applicability to the prediction of Great 
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Lakes waves. Undoubtedly, parameters neglected by the formulas, such as dura- 
tion and atmospheric stability, play important roles not known at the present 
time and need to be further explored. On the other hand, these results are en- 
couraging because they provide information on the limitations and error ranges 
that can be expected in the application of these formulas to predicting Great 
Lakes waves. Until further developments and additional studies are made, the 
results presented in this paper will continue to be useful. 
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CHAPTER 9 

WAVES OFF TAICHUNQ COAST OF TAIWAN 

by 

Charles C.C. Chang1,  M.H. Wang2  and J.T.Juang^ 

SYNOPSIS 

Many coastal engineers have made studies on the 
characteristics of waves, but most of them concentrated 
on waves of the open ocean.  Due to the environmental 
difference, the result drawn for open ocean waves may 
not be applied to straits or the continental shelf. 
Based on the observed data, the authors intend to 
obtain some characteristics or tendency of wave condi- 
tion in the Taiwan strait.  Correlationship among wave 
parameters and meteorological factors is also examined. 
Comparisons to the result for open ocean waves are made 
to supply information for planning, design and cons- 
truction of coastal structures on the coast of the 
strait.  These studies are also useful for wave predi- 
ction in the strait area. 

GEOGRAPHICAL AND METEOROLOGICAL CONDITIONS 

The Taichung coast, on the central-west part of 
the island of Taiwan, faces the Taiwan strait as shown 
in Fig. 1.  The climate in this area may be classified 
as winter monsoon, summer and the transitional seasons. 
The speeds of NNE-NE winds prevailing during the 
monsoon season beginning in October to the next March 
are generally higher than those of S-SW winds in summer 
season from May to August.  Due to frequent change of 

1. Deputy Chief Engineer, Taichung Harbor  Bureau, 
Taiwan, Rep. of China. 

2. Former Assistant Engineer, Taichung Harbor Bureau. 
Taiwan, Rep. of China. 

3. Assistant Engineer, Hydraulics Laboratory, Taichung 
Harbor Bureau, Taiwan, Rep. of China. 
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wind directions, the months of April and September are 
regarded as the transitional season.  However, during 
the period of July to September, this island is frequent- 
ly hit by typhoons.  Paths of seven typhoons from 1971 
to 1975 were plotted in Fig. 2. 

DATA COLLECTION 

An ultrasonic wave gauge was set at a water depth 
of 19 meters below low water level in the Taichung 
harbor construction area off the coast.  The gauge was 
installed in July 1971 to record waves of 20 minute 
intervals for two hours.  Among the wave series, 150 
waves were chosen to represent to wave record of this 
time interval.  Parameters of the average wave, the 
one-third highest wave or the significant wave, the 
one-tenth highest wave and the maximum wave were calcu- 
lated.  The reference wind speed was compiled from the 
anemometer records established on this coast.  Location 
of the wave gauge and the anemometer are shown in Fig. 
3. 

ANALYSIS 

The relative occurrence frequency of the signifi- 
cant wave height and that of the significant wave 
period were calculated by month, by season and finally 
by k  years, the duration of all records.  In order to 
investigate the central value and the scatter of 
probability distribution, both mean and variance of 
wave characteristics were computed.  Since the waves 
change with the meteorological factors, thus, the differ- 
ence of wave height statistics for each month and each 
season is examined.  The same procedure is followed for 
studying the probability distribution of the significant 
wave period.  Moreover, the correlation coefficient 
between the significant wave height and its reference 
wind speed for each month was calculated.  The coeffi- 
cient is useful to wave prediction.  Because wave 
steepness plays an important role on the development of 
coast, the deepwater wave steepness HQ/LQ has been 
studied. 

For comparisons of the wave condition of this 
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strait area with the open ocean.  Two sources of open 
ocean wave data are selected.  One was obtained by 
Hogben and Lumb (1966) in the ocean area off the north 
and east coasts of Taiwan and also analyzed by 
Bretschneider (1973).  The other was collected by Jade 
Dattatri (1973) off the Mangalore harbor located on the 
west coast of India as shown in Fig. 4. 

Because typhoon waves control the design condition 
of coastal structures, seven typhoon wave sequences as 
shown in Fig. 2 have been studied.  Correlation coeffi- 
cient between typhoon wave height and wind speed was 
calculated and discussed.  The relationship between the 
significant wave height H,^ and period T$ is also 
examined with the equation suggested by Bretschneider ( 
1973). 

Tfc = 3.86/ Ity (1) 

The above equation is derived from wave date of 
open ocean.  The unit of Ht^ is meter and T^ is second. 

In order to check whether the theoretical Reyleighfe 
law will apply to strait waves, ratios among wave 
heights of the significant wave, the one-tenth highest 
wave, the average wave and the maximum wave are studied. 
The results are compared with the equations presented 
by Longue*»Higgins (1952) 

H^    = 1.6 Have (2) 

Hl/10 = 1*27 H% (3) 

Hlnax     -   1.583  Hfc (4) 

RESULTS AND DISCUSSIONS 

1. Periodicity of Wave Condition 

The distributions of the significant wave height 
for each season are shown in Fig. 5 and Fig. 6.  The 
accumulated probability of wave height is also shown 
in Fig. 7.  All deviate slightly from the Rayleigh's 
curves. 

The significant wave period for each season was 
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shown in Fig. 8.  The accumulated probability is also 
shown in Fig. 9.  The distribution of T^ for each 
season nearly follows the normal law.- It seems that 
the variation of meteorological condition in each 
season doesn't change the type of wave period distri- 
bution as illustrated in these diagrams. 

Mean values of monthly significant wave heights 
and periods with their 90$ confidence interval are 
shown in Fig. 10 and 11 respectively.  The periodicity 
of monthly occurrence of H$ and T# is also shown in 
Fig. 12.Oceanic condition in summer is quite calm. 
From May to August, monthly mean of wave height is less 
than 0.8 meter and wave period less than 5-5 second. 
Concerning the transitional season, both mean values 
of monthly wave height and period in September are 
larger than those in April.  As to the monsoon season, 
-mean values of wave heights in October has the largest 
confidence interval while that in March has the 
smallest.  Comparison of the variance coefficients of 
wave heights and periods for each month is made in Fig. 
13.  It is clear that the variation coefficient of H^ 
is always larger than that of wave period.  Since the 
typhoon hits this island occasionally, the variation 
coefficient of wave height in summer is  quite high. 
However, the yearly recurrence of the significant wave 
period is quite obvious.  Typhoons also affect the 
monthly mean value of wave height, but it has little 
effect on that of wave period.  Meanwhile, the monthly 
correlation coefficients between wave height and wind 
speed are also calculated as shown in Table 1 which 
shows no distinct difference for winter and summer 
seasons. 

2.  Monthly Variation of Wave Steepness 

The monthly mean of deepwater wave steepness with 
$0%  confidence interval is shown in Fig. tk.     During 
the winter monsoon season from October to March, the 
wave steepness is rather high, beach erosion might 
occur.  However, due to large tidal range, only a few 
sand bars appear in this coast. 

3. Typhoon Waves and Winds 

Wind direction generally changes from NNE through 
N, NNW, W, WSW and SSW to S during a typhoon assault. 
The wind is rather steady and duration is long during 
the former stage.  The NNE and N winds are dominant at 
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this stage.  The longest duration of N wind ever 
recorded is 24 hours and that of NNE wind is 20 hours. 
Relationships between the significant wave height and 
the reference wind speed for NNE and N are plotted in 
Fig. 15 and Fig. 16 respectively.  The short vertical 
line, drawn in Figures, indicates the standard deviation 
of wave heights from their mean.  The wave height 
increases linearly with wind speed when the peak of 
typhoon wave sequence is over, unsteady wind is usually 
observed except from SSW direction.  At a later stage, 
the wind direction changes rapidly from time to time, 
as a result the duration becomes very short, no definite 
relationship between wave height and wind speed can be 
formed except the SSW direction. 

Using 90# confidence interval, the ratios of the 
significant wave height H^ to the reference wind speed 
URef.for NNE, N and SSW wind are obtained as follows. 

*fo    = 0.110 - 0.130    for NNE wind 
uRef. 

« 0.133 - 0.1^7    for N wind 

= 0.112 - 0.128    for SSW wind   (5) 

where H^ is in meter and UR„f is in meter per second. 

The relationship of the wave height and SSW wind 
speed is shown in Fig. 17«  The null hypothesis may be 
accepted in 1%  significance level as follows. 

1% . 0.130 URef. (6) 

The correlation coefficient between wind speed and 
wave height for each typhoon is listed in Table 2. 
Typhoon Nina whose center passed by the harbor has the 
largest correlation coefficient, while Typhoon Gloria 
passed the Bashi strait, southward of the island, has 
the least.  It may be assumed that a stronger corre- 
lationship between winds and waves would result if the 
typhoon path is closer to the location of the wave 
recorder. 

4. Typhoon Wave Height Distribution 

The ratios among H#, Have, HJ/JQ and Hmax of 
typhoon waves have been studied in order to ascertain 
the conformity to the Rayleigh distribution of wave 
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height.  In accordance with Fig. 18, 19 and 20, the 
relationship may be expressed as follows: 

%   = 1.41 Have (7) 

Hl/10!= 1.20 H^ (8) 

"max 3.04 H% for Hmax < 5.8m 

= 1.16 H% for Hmax $ k.5m 
(9) 

The first relationship in Eq. (9) is regarded as the 
upper limit and the second one, the lower limit. 
These equations (7, 8 and 9) indicate that the strait 
wave height distributions may not follow exactly 
Rayleigh's law.  The small wave in the strait has higher 
probability of occurrence than that in the ocean.  The 
mean value of Hmax to H^ ratio for each typhoon wave 
sequence and its standard deviation are shown in Table 
3. 

5* Typhoon Wave Height and Period 

The correlation curve between typhoon wave height 
and period of 90% confidence interval is shown in Fig. 
21.  The scatter diagram of wave height and period is 
shown in Fig. 22.  The most probable relationship may 
be represented by Eq. (10) 

T# a  4'56 J   H% (10) 

It indicate that for the same wave height, the wave 
period in the strait is longer than that in the ocean. 
Such a phenomenon is worth further study. 

6. Recurrence Period of Wave Height 

Based on the wave height distribution compiled from 
4-year records, the recurrence period of the specified 
significant wave height has been calculated.  Comparison 
of the recurrence period of wave height in the strait 
with that in the ocean (Bretschneider, 1973) has also 
been made.  Bretschneider's result was drawn from ship 
observation of waves on the north and east coasts of 
Taiwan (Hogben and Lumb, 1966) as shown in Table 4 and 
Fig. 23.  The wave height in the strait is approximately 
one half of that in the ocean.  However, the curves 
shown in Fig. 23 may be modified by further observation 
and analysis, this study may still be used as the 



TAICHUNG COAST WAVES 135 

criteria  for waves in the strait sheltered area. 

7. Comparison of Monsoon Wave Distribution 

The wave height and period distribution of the 
Taichung coast is compared with that of the Mangalore 
harbor on the west coast   of India.  It is noted 
from Fig. Zk  and Fig. 25 that the monsoon wind on the 
west coast of India generates waves heavier than those 
generated on the Taichung Coas1;Neveftiieless, the wind speed 
recorded at the Mangalore harbor was lower than that 
at the Taichung harbor. 

CONCLUSIONS 

The meteorological factors have little effect on 
the monthly distribution of wave period, which has a 
clear recurrence month by month.  The significant wave 
period may be estimated from the significant wave 
height by Eq. (10).  The wind acts as a dominant factor 
to the wave height.  Therefore, the wave height dis- 
tribution of winter monsoon differs from that of summer 
season.  It is found that th© wave height on this coast 
is approximately one half of that on the north and east 
coasts of Taiwan based on a comparison with Bretsch- 
neider's (1973) results.  This phenomenon is also 
verified by comparing the waves off west coast of India. 
Though the wind speeds in the India coast area are 
lower,heavier seas are also observed.  However, waves 
in the straits would have rather a longer period for 
a given magnitude of wave height.  The distribution of 
strait wave height may not follow the Rayleigh's law. 
So that the strait wave will be overestimated by means 
of the result drawn by Longuet-Higgins (1952).  The 
recurrence interval of various significant wave height 
shown in Table 4 and Fig. 23 may be used as the wave 
criteria for the structure design on the coast of the 
strait.  Of course, the result is needed to be modified 
by further study. 
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Table   I.    Monthly     Correlation    Coefficient    between 
Wave     Height    and    Wind     Speed 

\Month 
year\^ Jan. Feb. March April May. June 

1973 — — 0.61 0.7 0 — — 

1974 0.6 0 0.8 3 0.84 0.6 8 — 0.56 

1975 0.7 8 0.84 0.88 0.8 7 0.59 0.8 0 

"\Month 
year\^ July Aug. Sep. Oct. Nov. Dec. 

1973 — 0.6 6 0.9 1   0.8 3 

1974 0.77 0.5 2 0.74 0.84 0.63 0.7 5 

1975 0.96 0.76 0.39 0.9 5 —   
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Toble    2.   Correlation   Coefficient   between typhoon 

Wind   and   Wave     Height. 

Typhoon 
Name Ora. Betty Bess Agnes Nina Nadine 

 _— 

Gloria 

Correlation 
Coefficient 0.46 0.3 2 0.68 0.48 0.85 0.36 0.34 

Table    3.  Ratio    of    Hmax    to     H(/3     for    Typhoon    Waves. 

Typhoon 
Nome Ora. Betty Bess Agnes Nina Nadine Gloria 

Mean 1.562 1.497 1.507 1517 1.654 1.630 1.707 

Stondord 
Deviation 

0.131 0.177 0.155 0.208 0.223 0.283 0.240 

Table    4.    Significant    Wave    Height   in   Meter   for 

Various    Return     interval     ( yr.) 

Return 
Interval 1 5 1 0 25 50 100 Remark 

Taichung   Coast 
West Coast of Taiwan 5.0 6.0 6.4 7.1 7.4 7.8 

Strait 

Wave 

North a East 
Coast of Taiwan 

9.8 11.9 12.8 14.2 15.0 16.0 Open Ocean 
Wave 



CHAPTER 10 

EXTREME WAVE PARAMETERS BASED ON CONTINENTAL 
SHELF STORM WAVE RECORDS 

by 

R. E. Haring*, A. R. Osborne* and L. P. Spencer* 

SUMMARY 

Measured storm wave records from several Continental Shelf areas 
were used to test the adequacy of estimating formulae for individual 
wave parameters. In all, 376 hours of storm wave records were analyzed, 
and their properties nondimensionalized by fundamental spectral parame- 
ters. Results are presented for surface deviation statistics, indi- 
vidual wave height statistics and individual wave period statistics. 
The results can be used by ocean engineers to eliminate unintended bias 
from wave parameters selected for the design of offshore facilities. 
The most significant result is that measured rare wave heights in the 
storm wave records are on the order of 10 percent less than predicted by 
the Rayleigh distribution at the 1 in 1000 probability level. 

INTRODUCTION 

Severe storms on the Continental Shelf produce a complex series of 
waves in time and space. The condition of the ocean's surface which 
exists over a short time interval is assumed to be a stationary process 
called a sea state.  The spectral definition, a distribution of the 
amplitude energy density in the frequency domain, contains the necessary 
information to define the sea state.  Fundamental properties derived 
from the spectral definition are the total energy content (or variance 
of the sea surface) and the dominant frequency (or frequency of maximum 
energy density).  The shape of the spectral density function is also 
important because it characterizes the wave amplitude record. Modern 
wave prediction methods estimate the energy content of the sea surface 
as a function of both frequency and direction [1]. Instrumental mea- 
surements of the stationary, time-varying sea surface can be analyzed 
mathematically to produce the spectral density as a function of fre- 
quency. Such instrumental measurements are often used to verify or 
calibrate numerical wave prediction models. Figure 1 illustrates the 
typical sea state spectrum and the derived properties which will be used 
in this paper. 

Conventional engineering design practice for fixed offshore struc- 
tures requires the specification of an individual wave in terms of 
trough-to-crest height and zero-crossing period [2]. This design wave 
should be a realistic estimate of the extreme, rare wave in a severe 
storm sea state whose return period is appropriate for the design 
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problem at hand and whose properties are consistent with real sea sur- 
face behavior.  Selection of design wave parameters is often based on 
the assumption that the distribution of wave heights in a storm sea 
state is described by the theoretical Rayleigh distribution.  Practical 
formulae for the selection of wave parameters have been proposed based 
on this assumption. These formulae can be expressed in terms of the 
fundamental derived properties from the amplitude energy density spec- 
trum.  However, an idealized sea surface is assumed; that is, the dis- 
tribution of surface deviations about the mean is Gaussian and the 
energy is narrow-banded in the frequency domain.  Neither of these 
assumptions is satisfied for storm wave records on the Continental 
Shelf.  Jahns and Wheeler [4] have shown that substantial deviations 
from the Gaussian assumption occur in water depths up to 100 ft. 
Furthermore, reported storm wave spectra and spectral hindcasts made by 
modern wave prediction methods may not be sufficiently narrow-banded to 
justify that assumption. A study was undertaken using measured storm 
wave records from several Continental Shelf areas to test the adequacy 
of estimating formulae for individual wave parameters.  The results 
reported in this paper will allow the designer to avoid any unintended 
bias in selecting design wave parameters. The results also provide a 
basis for the development of empirical compensation factors for prac- 
tical use. 

DATA SOURCES AND ANALYSES 

The offshore petroleum industry has undertaken several measurement 
programs in areas of present and future interest.  Valuable wave records 
have been obtained in the Gulf of Mexico through the Ocean Data Gather- 
ing Program [5], in the North Sea through a measurement program spon- 
sored by the United Kingdom Offshore Operators Association and through 
the Gulf of Alaska Wave and Wind Measurement Program [6].  Exxon has 
also obtained storm wave data in conjunction with offshore operations. 
Analysis of these data is restricted to digitized storm wave records. 
The arisen sea states provide the opportunity to examine greater devi- 
ations from the idealized sea surface than would be expected under 
ambient wave conditions.  Compensation factors developed from the mea- 
sured storm data should be applicable to design problems because the 
underlying physical phenomena are similar to those that occur under 
design level conditions. 

Table 1 summarizes the data sources utilized in this study. Widely 
different geographic areas, water depths, and measurement systems are 
combined in the results presented in this paper.  Altogether, approxi- 
mately 376 hours of storm wave records were analyzed. 
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TABLE 1 Summary of Data Sources Utilized 

Gulf of 
Mexico 

Various 

Offshore 
Australia 

Northern 
North Sea 

60°20*N, 0°E 

Gulf of 
Alaska 

Locations SS^'S, 142°33'E Various 

Dates Various May, 1968 Nov, 1973- 
Jan, 1974 

Nov, 1974- 
Feb, 1975 

No. of Stormy 
Intervals 

7 1 8 6 

Water Depth 34-340 ft 327 ft 522 ft 366-600 ft 

Minimum Hs 8 ft 15 ft 15 ft 15 ft 

Measurement 
System 

Wavestaff 
(fixed 

Heave-Compensated 
Wavestaff 

Waverider 
Buoy 

Waverider 
Buoy 

Many investigators have presented characteristic spectra based on 
wave measurements.  The principal ones applied to continental shelf 
storms are due to Fierson and Moskowitz [7], Robinson, Brannon and 
Kattawar [8] and Hasselmann et al [9, 10, 11]. These spectra are com- 
pared in a nondimensionalized form in Fig. 2. The dimensionless groups 
used here place the dominant spectral frequency at unity and require 
that the area under the spectrum be unity. Thus, the spectral density 
shapes in the frequency domain can be compared directly. The storm wave 
data analyzed in this study exhibit a broad range of spectral shapes 
which include all three of the model shapes illustrated in Fig. 2. This 
is not unexpected because of the variety of meteorological conditions 
represented by the data. The storm waves in the Gulf of Mexico are 
produced by tropical storms with their attendant high winds and rapidly 
changing wind fields. North Sea and Gulf of Alaska storms are produced 
by large extratropical disturbances which have lower wind speeds but 
greater fetch lengths and durations. In some cases there is swell 
propagating into the wind fetch area which alters the character of the 
storm spectra. 

Statistical analyses of the storm wave records were conducted in a 
hierarchy outlined below: 

Data Blocks - Continuous water surface deviation records were 
digitized, and approximately 20-minute segments were analyzed as a 
block. A 20-minute wave record is considered long enough to obtain 
statistically meaningful results, but short enough to warrant the 
assumption of a stationary, ergodic process.  The data were screened 
to insure that no noise spikes, DC drifts or original analog signal 
lapses would be inadvertently incorporated into the statistical 
analysis. An amplitude energy density spectrum was computed for 
each block of storm wave data. This defined the dominant spectral 
frequency and the spectral moments for the block. The spectral 
calculations were conducted by the methods of Blackman and Tukey 
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[12] with the number of lag products used for the autocorrelation 
function calculation equal to approximately 100/At. Statistics on 
individual wave crest elevations, heights and zero-crossing periods 
were accumulated from the wave record. Other special parameters 
which will be discussed later were also computed for each block of 
data. Quantities derived from the wave record analysis were 
nondimensionalized by fundamental spectral parameters. Wave crest 
and height parameters were nondimensionalized by a  = Sm~ and wave 
period parameters were nondimensionalized by T,. 

Stormy Interval - The stormy intervals analyzed had reasonably 
constant spectral shape characteristics over the interval of sig- 
nificant wave heights used (cf. Table 1). Statistics for the 
nondimensional parameters were compiled based on the values accu- 
mulated for each block of data within each stormy interval. 

Composite Statistics - The results from each stormy interval were 
combined by area, spectral characteristic (such as bandwidth para- 
meter), water depth or other combinations of data. These are the 
results that are presented in this paper. In all, approximately 
148,000 zero-crossing waves were processed digitally and their 
statistics accumulated. The results presented below are broadly 
divided into three categories: surface deviation statistics, 
individual wave height statistics, and individual wave period 
statistics. 

SURFACE DEVIATION STATISTICS 

The non-Gaussian behavior of surface deviations are water depth 
dependent. Jahns and Wheeler [4] demonstrated that fact with shallow 
water storm wave records obtained in the Gulf of Mexico. For the data 
available there is no important non-Gaussian behavior discernible in 
water depths greater than about 350 ft. However, imperfections in the 
wave measurement systems utilized could easily mask the small deviations 
that are expected in these water depths. The non-Gaussian behavior of 
the sea surface manifests itself as a surplus of rare wave crests and a 
deficit of rare wave troughs relative to those predicted by the theo- 
retical developments of Cartwright and Longuet-Higgins [3]. For the 
case of zero-crossing waves only, the rare crests (large n*/<J) are 
predicted to follow the Rayleigh distribution. 

Jahns and Wheeler [4] suggested a correction to the Rayleigh dis- 
tribution in the following form. 

P [ wave crest nc 1 n* |a] = 1 - exp j- f (^j      1 - Bx f- U% - f-\   j (1) 

This correlation is shown in Fig. 3 along with the composite shallow 
water data presented by Jahns and Wheeler [4] and Gulf of Mexico data 
from hurricane Camille in 340-ft water depth [13]. The form of this 
correlation suggests that the probability of rarely occurring crest 
heights relative to the storm wave record a will increase gradually with 
increasing crest height-to-water depth ratio (n*/d) and reach maximum 
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near 0.3. The parabolic form of the correlation reflects the fact that 
crest heights of breaking waves will be about 0.55-0.60 of the water 
depth. Thus, the water depth effect cannot continue indefinitely with 
increasing n*/d. 

Another aspect of surface deviation analysis relates to commonly 
used methods for estimating the fundamental wave record property a from 
an instrumentally-recorded analog wave record.  It is often not con- 
venient to digitize and process a large volume of analog wave surface 
deviation recordings from wave measuring instruments.  Two methods are 
evaluated as part of this study. The mean-rectified deviation is easy 
to record electronically [14]. This recording procedure was simulated 
using the digitized storm wave data available. Tucker [15] proposes a 
method that utilizes the highest crest and lowest trough (or second 
highest crest and second lowest trough) in an analog wave record.  These 
parameters can often be determined quickly by inspection of a paper 
chart record of 100 or so waves.  This procedure was also simulated 
digitally. 

The equations that apply are found in the paper by Tucker [15]. 
His equations can be rearranged to provide the following estimates of 
the RMS surface deviation a of the wave record, ar, a^, and CT2» based on 
the mean-rectified deviation and Tucker's definition of Hi and H2, 
respectively. 

a = H ATI" (2) 
r   r 

o±  = H1/[2^6 (1 + 0.289 6-1 - 0.247 6-2)] (3) 

a2 = H2/[2/26 (1 - 0.211 6_1 - 0.103 6~2) ] (4) 

For each block of wave data, the three estimates of a were calculated 
and used to normalize the true a  of the wave record. The mean and 
coefficient of variation of the accumulated ratios were determined. 
These results are presented in Table 2. 

Table 2. Estimates of RMS Surface Deviation 

a/ar       o/o1 a/a2 

Range for 4 Areas (Table 1) 

Mean 0.997-1.018 0.996-1.028 0.997-1.026 

Composite Data 

Coefficient of     1.0-1.4%    8.5-10.1%   5.6-6.6% 
Variation 

Mean 1.001      1.011       1.013 

Coefficient of      1.3%       8.7%        6.1% 
Variation 
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It is evident from the results that all three methods on the average 
give an essentially unbiased estimate of the true RMS surface deviation. 
However, the method based on mean-rectified wave height produces a much 
smaller coefficient of variation.  The relatively large coefficients of 
variation obtained for the H^ and H2 methods could cause significant 
error in the estimate of a (and hence of the spectral estimate of 
significant wave height Hs = 4 a) by infrequent sampling of analog wave 
records. These errors would compensate over a long time period such as 
is the case when processing ambient wave statistics. Isolated, severe 
storm wave records could have true values of Hs substantially different 
than those assigned by infrequent sampling of the wave record by the HI 
or H2 method. 

INDIVIDUAL WAVE HEIGHT STATISTICS 

Proper assessment of individual wave height statistics requires 
that a consistent definition be adopted for wave height determination. 
As indicated in Fig. 4, wave height can be defined as the difference be- 
tween the trough and crest elevation between two successive zero cross- 
ings in either the upward direction or in the downward direction. One 
can also assign a wave height based on the average trough depths about a 
given crest. Of course, the idealized waves assumed in design practice 
are symmetric about the crest unlike most large rare waves in a storm 
sea state. The rare wave heights for all possible wave height defi- 
nitions were normalized to a  and compared with the commonly accepted 
Eayleigh distribution.  These results are presented in Fig. 5.  This 
analysis is concentrated on the highest l/10th waves which are in excess 
of the nominal significant wave height Hs = 4 a  for the sea state. The 
probability of exceeding rare waves on the order of twice the signifi- 
cant wave height was consistently much less for the instrumental storm 
wave records analyzed than predicted by the Eayleigh distribution. This 
finding contradicts many publications which assume wave heights are 
approximately Rayleigh distributed. However, those assumptions are not 
based on detailed examination of the extreme right-hand tail of data. 

A commonly accepted practice for estimating the maximum wave height 
in a storm sea state is to derive the wave which would be exceeded on 
the average once in Nz zero-crossing waves.  This is given by the 
following well-known expression: 

Vx = Usjl to Nz (5) 

which can be derived from Equation 3 for large Nz. Table 3 shows the 
height actually exceeded based on all the normalized storm wave records 
(Figure 5) relative to the height that is predicted to be exceeded by 
the Rayleigh distribution (Equation 5) for the probability level of 1 in 
1000 waves. 
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TABLE 3 Compensation of Rayleigh Height Statistics 

H Actual 
H Rayleigh 

for P[H*|a] = 0.999 

DoWncrossing   Upcrossing  Average 

Range for 4 Areas (Table 1)        0.87-0.92    0.89-0.94  0.86-0.92 
Composite Data 0.892        0.920    0.867 

The results are consistent for all areas from which data are avail- 
able and show on the average the true rare wave height is about 10 
percent less than predicted at the 1 in 1000 probability level.  The 
form of the composite statistics shown in Fig. 5 suggests a linear 
compensation to the Rayleigh distribution as follows. 

P[wave height H <_ H*|a] = 1 - exp {-i<Ff[x + H$ 
Thus, the exceedance probability for increasingly rare nondimen- 

sional wave heights H*/a will increasingly depart from the Rayleigh 
distribution. The extreme wave heights could be renormalized to the true 
significant wave height (H1/3) as measured by the highest one-third 
waves in the wave records. Of course, the data would then agree with 
the Rayleigh distribution at a height equal to the significant wave 
height. However, there would still be a downward compensation of the 
true wave height distribution relative to Rayleigh statistics required 
for increasingly rarer waves as a consequence of Equation 6. Further- 
more, the true significant wave height H1/3 is not necessarily equal to 
the fundamental property of the wave record, H = 4 a. Only a = I'rn^ is 
predicted by spectral wave models, and is related to the energy content 
of the sea surface. Therefore, the most useful scaling parameter for 
individual wave height statistics would be based on the wave record RMS 
surface deviation a as shown in Fig. 5. 

INDIVIDUAL WAVE PERIOD STATISTICS 

The design engineer must also estimate the zero-crossing period 
associated with a design wave height. The kinetics of water particle 
motion in space and time calculated for design waves can vary signifi- 
cantly with wave period. It is also necessary to estimate the zero- 
crossing period of all waves so that the number of waves per hour for 
the duration of a nominal storm sea state can be estimated. If the 
storm wave spectra were extremely narrow-banded (e = 0), then all wave 
periods should be essentially equal to the dominant spectral period. 
Therefore, it is intuitive that the deviations from this ideal situation 
should be dependent on the bandwidth parameter e.  The definition of e 
which we use is based on the ratio of the number of zero-crossing waves 
to the total number of double-amplitude waves in the block of wave data 
Nz/tV 

^ 

(6) 

<w2 (7> 
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This is a more stable estimate of e because it does not depend on the 
higher spectral moments, which depend strongly on the higher frequency 
energy and which are subject to some uncertainty due to wave recording 
and digitization procedures.  This subject has been treated in detail by 
Goda [16]. 

Figure 6 illustrates the average zero-crossing period normalized to 
the dominant spectral period over each stormy interval versus the aver- 
age bandwidth parameter e for that interval.  The results, while empiri- 
cal, provide a useful correlation to relate the average number of zero- 
crossing waves in a storm wave record to the bandwidth.  Figure 6 shows 
that even for relatively narrow-banded storm spectra the zero-crossing 
periods will average about 0.8 of the dominant spectral period.  The 
standard deviation of the ratio T^/Tj between individual blocks of wave 
data within a stormy interval is 0.071. 

A similar correlation is shown in Fig. 7 for rare wave zero-crossing 
periods. Here the rare wave period definitions are the average of the 
downcrossing periods of the highest one-third waves, of the highest one- 
tenth waves, and of the maximum wave in the particular block of wave 
data. The same trend is exhibited for all of the large well formed 
waves in a storm sea state.  This confirms results reported by Goda 
[16].  Consequently, we can conclude that the average period of the 
significant waves and larger exhibit an essentially constant ratio to 
the dominant spectral period of the sea state in which they occur.  The 
ratio is less than unity and is bandwidth dependent.  This result implies 
that the extreme wave heights in a sea state are associated with steeper 
waves of essentially the same zero-crossing periods on the average as 
the less rare waves in that sea state.  Comparison of Fig. 6 with Fig. 7 
shows that the average period of the large waves is always greater than 
the average zero-crossing period of all the waves in the record. As 
indicated by the dashed lines in Fig. 7, these correlations are not 
exact.  The standard deviation of the wave periods normalized to the 
dominant spectral period between individual blocks of data increases as 
the wave rarity increases. 

The empirical results presented in Figs. 6 and 7 also can be pre- 
sented in terms of wave periods derived from properties of each storm 
sea state spectrum.  Formulae have been suggested [1,3,16] for esti- 
mating average wave record properties as follows: 

(8) 

(9) 

(10) 

These formulae should account for finite spectral width (e / 0) by 
incorporating the higher spectral moments.  These spectral estimates 

T = • 2IT a 

= 2ir 

'o/ml 

T 
0 

/mo/m2 

s s •f 2. 
- m2/mom4 
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were normalized by their corresponding true values for each block of 
data and compiled over each stormy interval analyzed.  These results are 
presented in Figs. 8 and 9 versus the bandwidth parameter.  The spectral 
estimates consistently underpredict the true values of wave period as 
derived from the wave records, particularly for the wider-banded wave 
spectra.  Note that the standard deviation of the normalized ratios is 
substantially less than for the results shown in Figs. 6 and 7.  There 
is no consistent correlation between the spectral estimate es with that 
derived from the wave counts.  On the average the spectral estimate of 
bandwidth parameter eg is about 5 to 15 percent greater than the value 
defined by Equation 7 for the storm wave records analyzed. 

CONCLUSIONS 

1. The properties of storm waves that are rare in their sea state show 
uniform, correlatable behavior when nondimensionalized by the 
fundamental spectral properties derived from the wave records. 
This result covers a wide range of geographic locations, water 
depths, and storm characteristics. 

2. Surface deviation statistics are non-Gaussian and exhibit a surplus 
of rare crests relative to the Rayleigh distribution out to at 
least 340-foot water depth as determined by hurricane Camille wave 
records from the Gulf of Mexico. 

3. Simplified methods to estimate the true RMS surface deviation a of 
a storm wave record are unbiased on the average, but some methods 
can lead to substantial error when applied to a small sample of 
wave record. 

4. The statistics of extreme wave height, as measured by elevation 
difference between trough and crest, deviate substantially from the 
Rayleigh distribution at the 1 in 1000 wave probability level. The 
true observed wave heights are on the order of 10 percent less than 
predicted. 

5. The zero-crossing wave periods for the entire record and for the 
rare waves in a sea state can be nondimensionalized by the dominant 
spectral period and correlated with bandwidth parameter e.  The 
wave periods relative to the dominant spectral period decrease as 
bandwidth increases. 

6. The approximate formulae for individual wave periods and bandwidth 
parameter based on higher spectral moments do not agree well with 
results obtained directly from the wave records. 
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NOMENCLATURE 

B, ,'B„   = arbitrary constants (Equation 1) 

C., C„   = arbitrary constants (Equation 6) 

d       = water depth 

f       = frequency, Hertz 

h       = dimensionless wave height, H/a 

* 
H       = arbitrary wave height 

H       = estimate of maximum wave height (Equation 5) 
max 

H1 ,      = average height of highest 1/Nth waves 

H       = mean-rectified wave height 
r 

H       = 4a = 4A- = spectral estimate of significant wave height 
so 

HL       = Wave height based on highest crest and lowest trough in 
wave record 

H„      = wave height based on second highest crest and second lowest 
trough in wave record 

m,       = kth moment of amplitude energy density spectrum (Figure 1) 

N       = number of zero-crossing waves in wave record 
z 

N       = number of double-amplitude waves in wave record (number of 
crests) 

P[]      = probability that statement in brackets is true 

T,      = 1/f, = dominant spectral period 

T. ,     = average zero-crossing period of highest 1/Nth waves 

T       = period of highest wave in wave record 
max 
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T = spectral estimate of average wave period (Equation 9) 

T = average zero-crossing period in wave record 

T = spectral estimate of significant wave period (Equation 8) 

Y = dimensionless crest height, n /a 

At = time interval between digitized wave record points 

e = bandwidth parameter (Equation 7) 

e = spectral estimate of e (Equation 10) 

n = crest height of zero-crossing wave 

n* = arbitrary crest height above mean water level 

to = circular frequency 

a = RMS surface deviation of wave record 

a    .. „   = estimates of a (Equations 2, 3, 4) r ,±, z 

9        = Jin N 
z 
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Figure 1. Typical sea state spectrum 
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Figure 2. Model spectral shapes 
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Figure 3. Rare wave crest statistics 
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Figure 4. Wave height definitions 
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Figure 5.  Rare wave height statistics 
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Figure 6. Average zero-crossing period 
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0 0.3 0.4 0.5 0.6     0.7 0.8 0.9 

€ = yi-(IMz/IMw)2 

Figure 7. Rare wave periods 
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0    0.3 0.4   0.5      0.6 0.7 

STD DEV= 
0.026 

«=yi-<Nz/Nw)2 

Figure 8. Spectral estimates of wave period 

STD DEV- 
0.032 

0.8 0.7 
Nz/Nw 

0    0.3 0.4   0.5      OS_07 0.8 
Vl-(NZ/Nw)2 

Figure 9. Spectral estimates of wave period 
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CHAPTER 11 

CONSECUTIVE HIGH WAVES IN COASTAL WATERS 

by Winfried Siefert 

Abstract 

The problem of statistics of numbers of consecutive high 

waves has not yet been treated in detail. Some numerical 

results (Goda, 1970) and evaluations of prototype data in 

water depths of 100 m (Rye, 1975) and 40 m (Wilson and 

Baird, 1973) respectively were published. Data from measu- 

rements in nearshore coastal waters, with unbroken, brea- 

king and broken waves, obtained in the Elbe estuary, are 

treated in this paper. 

Introduction 

For the design of coastal structures as well as for the 

understanding of coastal processes a lot of prototype wave 

data is necessary. During the last decade research has 

been intensified all over the world. Usually the wave cli- 

mate at a certain position is characterized by representa- 

tive heights and periods (H, L;,, T, TJJ1 /*) and energy 

spectra. By correlation with wind data, functions of wave 

height, period, and spectra occurence and exceedance can 

be given. In addition to that distribution functions of 

wave heights and periods for any wave stage can be derived, 

as has been done by evaluation of about 15.000 wave records 

in the Elbe estuary at the German North Sea coast (Siefert, 

1974) (Fig. 1). 

Concerning stability problems of structures extended to 

wave attack there is another criterion: the number of wa- 

ves in a run that exceed a predetermined value. There are 

—     ,  
'Dr.-Ing., Strom- und Hafenbau Hamburg, Coastal Eng. Res. 
Group "Neuwerk", 2190 Cuxhaven, West Germany 
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not yet transfer functions between distributions of heights 

and periods or energy spectra and the numbers of consecutive 

high waves. So this problem has to be analyzed separately 

as an additional information. 

The static wave force on a structure is usually charac- 

terized by the design water level plus highest wave height. 

The dynamic force - evaluated by one or the other good or 

bad formula - is usually derived from the significant wave 

height or H. /.,-. or something similar. The realistic force, 

caused by a run of waves of a certain height and generating 

vibrations and perhaps resonance, is not yet subject to wa- 

ve design. 

Analysis 

Numerical treatments of the problem of statistics of conse- 

cutive high waves were done by Goda (1970), for wide spectra, 

with additional derivations for narrow band spectra by 

Ewing (1973); evaluations of prototype data in water depths 

of 100 m by Rye (1975) and 40 m by Wilson and Baird (1973). 

These results are shown together with some results from the 
Elbe estuary in linear scale on Fig. 2. 

The presented values for waves in a run higher than H. i-, 
show large agreement, though there seem to be some specific 

differences. 

Most of the "runs" with waves >PL /, occur in runs of only 

one wave, i.e. preceded and followed by smaller waves (70 

to 85%).   About 10 to 20^ of the runs consist of 2 waves, 
up to 7%  of 3 waves, up to 2.5% of h  waves. More than 5 waves 

> PL ,-,  in a run are not yet identified. 

For further analysis this graph will be presented in semi- 

logarithmic scale. Before that it seems to be useful to do 

some remarks on the evaluation and the definition of a 

group or "run". Table 1 gives the height numbers of consecu- 

tive waves in a record with the notification of waves >H. /^ 

and numbers of wave groups. In general, one "event" is 
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 GODA (THEORY) 
+  RYE  (DEPTH = 100 M) 

WILSON and BAIRD (DEPTH=36M) 

•   TIDAL FLATS (DEPTH--2T07M) 
o  BEACH (*1M) 
©   OUTER ELBE (DEPTH -- 7 T012M) 

5 6j 
LENGTH OF RUN (j WAVES) 

Fig.  2 
Probability of Wave Group Formation, 

Waves Greater than Hw, 
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Table 1 

Example for Evaluation of Wave Groups 

Wave Heights Waves greater Wave 

in cm than JL /, Group 
No. 

23 

22 X 1 

12 

40 

66 X 

66 X 2 

84 X 

30 

30 
47 

50 

50 

I     18 
19 
14 

68 X 

65 X 3 

45 
50 

36 

Mean values of the complete 

record:  H   = 40 cm 

H 61 cm 
1/3 

f   =3.3 sec 

understood as a "group" of consecutive waves above a chosen 

limit, a "group" consisting of one or more waves in a row. 

On the left side of Fig. 3 we see the before mentioned 

results. Theory seems to give too small probabilities for 

the occurance of 3 and more waves >H> i-,  in a run. The result 
from the outer Elbe and in greater depths are more or less 

identical. 
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The comparison on the right side of Pig. 3 shows that in 

very shallow water the probability of long runs is dimi- 

nished and nearly the same as Goda's theory. 

Some hints of changes of wave group behaviour with mean 

wave height can be given on Fig. 4. In three different 

topographic areas with different water depths it turns 

out that the probability of longer runs with H>Hw, 

raises with mean wave height. As possible mean wave 

height raises with water depth, the tendency is the same 

as on Fig. 3: increase of probability of long runs with 

high waves with increasing water depth. 

The analysis of wave groups >1.S H shows on the left side 

of Fig. 5 the same tendency as was seen with groups>IL /,: 

In shallow water the probability of long runs of high wa- 

ves becomes smaller. 

On the right side we see that the probability of long runs 

diminishes with increasing predetermined height. But this 

result has to be considered in detail, as is shown on 

Fig. 6. 

These graphs show the probability of wave group formation 

versus the relation of predetermined and mean wave height. 

A certain number of records was evaluated as follows: All 

waves higher than H are 100%. Now each run contains a 

certain amount of these 100%. 

The dots indicate the percentage of waves with H> H* that 

occured in the longest run of a record. 

In connection with this the increase of wave periods with 

wave heights has to be taken intd account, i.e. &n    Table 2 
from the right to the left: 
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P(j) 

OUTER ELBE 
AND  TIDAL FLAT 

OUTER ELBE 

WAVES GREATER 

THAN 
H.   (-V15H) 

'3 

5j 

Fig.   5 
Probability of Wave Group Formation 

Waves Greater than 1.8 H 



180 COASTAL ENGINEERING-1976 

Hi* 

a! 

§ P: 

V) ci "* >- *~- 
O o P P u K I- I- 
g <t> 8> "l 

S3 -D >i IK 

.6 
S 

I N Sses 

8i •oii IK> 

S 3 oo 
Uj 
PQ 

MJ a 3 s s 
ssse 
* s * Si 
Ol      H       "       II 

T 

•S-aT 

A, 

••••\  
}..!  
  

..  .4:Mi::. 

!•>.•• 

s a) 
o > 

•I- •H 
+> •P 

CO 3 ^ O 

U (1) 
o OT 
fe C 

o 
ftU 
3 
o 
fi 01 

v.0   e> « 
•!   J 

•     4> 
M   > SI 
•H     ffi -P 
6-,    is •H 

<H 
O 'rs 

*-. 
!>i O 

4-J O 
•H <U 

•H 
-Q *J 
CD O 

,Q cr, 
OH 
S-l 
ft. <H 

o 

d 
3 

erf 
4-> 
0) 
<i> 
tai « 
o 

,-1 



CONSECUTIVE HIGH WAVES 181 

Table 2 

Connections Between Wave Periods Of 

Different Wave Height Groups 

SOUTHERN NORTH SEA 

T„    = 1.25 T HV3 
TH    = 1.33 T H1/10 

TH    = 1.46 f 
max 

SURF ZONE 

,    = 1.19 T 
V3 

VlO 
T„    = 1.30 T 

max 

TIDAL FLATS 

T„    = 1.15 T 
Hl/3 

T„    = 1.22 T 
H1/10 

T„    = 1.28 T 
max 

Moreover, the formation of wave groups influences oscilla- 

tions of wave set-up, and this way of wave analysis will 

also give some hints about the reliability of laboratory- 

test results with monochromatic waves. 

'-Tot treated in this paper is the mean number of small waves 

between runs of high waves. Some informations on this pro- 

blem are given by Ewing (1973). 

Summary 

The result of Figs. 3 to 6 is: 

1. The greater H* - the lower limit of the heights in the 

run - is, the lower is the number of waves above H ; 

2. The greater H is,  the greater is the probability that 

a lot of the waves >H occur in one run: Waves greater 

than 1.6 H appear in a run of 2 or 3 as often as in a 

"run" of 1 wave. Groups of 2 and 3 waves of a height 

greater than 1.7 or 1.8 H have been recorded. 

3. The greater the relation of design wave height and 

mean wave height is, the more important becomes the 

dynamic force by consecutive design wave heights. 
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CHAPTER 12 

PARAMETRIC REPRESENTATION OF A  WIND-WAVE FIELD 

by Henrik RYEX and Roald SVEE, Dr. techn.xx 

The River and Harbour Laboratory (VHL) at 
the Norwegian Institute of Technology, 
7034 - Trondheim - NTH, Norway 

SUMMARY 

The applicability of various spectral shape parameters is discussed.  The 
wave .height distribution from 60 actual wave recordings is computed and com- 
pared to the Rayleigh distribution.  The behaviour of various wave period 
parameters is discussed. Based on results from field data as well as numeri- 
cal computations, it is concluded that some of the spectral wave parameters 
frequently used today may not be suitable for characterizing the wave field. 

INTRODUCTION 

Offshore activity in the North Sea has increased the need for wave data for 
the design of offshore structures.  To overcome the increasing amount of 
wave data collected in the field, a parametric representation of the data is 
highly preferable. 

This paper considers the usefulness of certain currently used wave parameters 
and distributions such as wave spectra, spectral width parameters, wave period 
parameters, and wave height distribution.  It should be noted that the Inter- 
national PIANC Commission in their recent wave study /l/ recommended and 
stressed the need for such studies wherever possible. 

The litterature on this topic is relatively extensive and the results do not 
appear to be consistent.  Some of the discrepancies from the past may be ex- 
plained from the fact that reliable wave data from the field may be difficult 
to collect, especially during severe weather conditions, and that the wave 
recording equipment applied may not have been reliable. A recent test of the 
shipborne Tucker wave recorder /2/ concludes that "the pressure signal con- 
tains a relatively high level of noise of any kind, in particular in cases of 

Senior scientist 
xx 

Head, section of harbour and coastal engineering 
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high wave conditions" /3/. 

However, the accelerometer buoy produced by Datawell, Netherlands (the 
"Waverider" buoy), appears to be reliable /•+/. 

THE WAVE ENERGY SPECTRUM 

It is generally believed today that the wave energy spectrum is able to 
express all the linear statistical properties of a wind-wave surface. How- 
ever, the shape of the wave energy spectrum appears to be controversial. 
Based on the wave data available in 1964, Pierson and Moskowitz /5/ proposed 
a spectrum of the type 

SPM(f) 
'2ir "f 5exp ) "1 (1) 

where S  (f) is the spectral density, f is the frequency (inverse of the 
wave period), f is the peak frequency (the frequency at which the spectral 
density reaches its maximum value) and a is Phillips' constant.  This spec- 
trum is widely used today for engineering applications /6, 7, 8, 9/. 

More recently, K. Hasselmann et.al. /10/ arrived at another spectral formula- 
tion for fetch-limited, wave-growth conditions during the first Joint North 
Sea Wave Project (JONSWAP).  This spectrum was shown to be much more sharply 
peaked than the corresponding Pierson Moskowitz type of spectrum.  K. Hasselmann 
et. al. were able to fit the spectral shape of their observations to the 
following analytical expression: 

S(f) = ag2(2ir) -f 
"5    r 5,f *- bexp[— (j-) '] 

where 
a = { 

-(f-y 
yexp 

20'L 
P  J 

a for f < f 

(2) 

a, for f > f 
b p 

where S(f) is the spectral density of the spectrum (denoted the JONSWAP spec- 
trum), oi is the Phillips' /ll/ constant (which was shown to vary consider- 
ably with the fetch and the wind speed), g is the acceleration of gravity, 
Y is the ratio of the maximal spectral energy to the maximum of the correspon- 
ding Pierson-Moskowitz spectrum (1) with the same values of a and f ; a    and 
a define the left and right side widths, respectively, of the spectral peak. 
Fig. 1 illustrates the physical interpretation of the parameters a, f , y, 
a and a  .  It is noted that for y = 1, the JONSWAP spectrum reduces to a 
Pierson-Moskowitz type spectrum. 
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Fig. 1.  Illustration of the definition of the five parameters 
a, f , Y. o and a,   in the JONSWAP spectrum (2). 

' p , ' , a     b 
Fronr/10/. 

The shape factor Y was found to have values up to 7 with an average value 
of 3.3.  Therefore the wave energy spectrum appears to be much more peaked 
during wave growth conditions than in the PM-spectrum.  Fig. 2 illustrates 
the JONSWAP spectrum with a Y factor equal to 7 and the corresponding 
Pierson-Moskowitz spectrum.  For a brief review of the JONSWAP results 
see /12/. 

The JONSWAP results were obtained during short-fetched, light wind condi- 
tions.  However, recently obtained storm wave energy spectra indicate that 
the spectral shape compares reasonably well to the JONSWAP spectrum during 
more severe wave conditions also /13, 14, 15, 16/. 

The spectral shape of the wave energy field is important to consider for a 
number of engineering applications.  When transfer functions for linear sys- 
tems are applied, a too low spectral peak in the wave-spectral input may 
underestimate the forces on an oscillating structure tuned to the peak fre- 
quency.  D. Hoffmann /9/ stresses the importance of varying the spectral shape 
when wave loads on ship structures are considered.  Wave group formation (i.e. 
that large waves tend to succeed each other in one single run) tends to be 
more pronounced for a narrow (or sharply peaked) spectrum /17, 18, 19, 20/. 
P. Bruun /21/ stresses the importance of wave-group occurrencies in the wave 
field for the breakdown of breakwaters exposed to extreme sea states.  Also, 
for the slow-drift oscillations of moored structures (i.e. oscillations with 
periods much larger than the periods present in the wave spectrum) the shape 
of the wave spectrum appears to be an important factor /16, 22/.  These oscil- 
lations tend to respond to the wave height envelope period /23, 24, 25/ rather 
than to the individual wave period. 
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Fig. 2.  Illustration of the sharply peakedness of the JONSWAP 
spectrum, a = arbitrary.  The frequency scale is nor- 
malized to the peak frequency f .  Two values of y  are 

y = 7 (full line) and y -  1 (broken line). shown 
a    =0.07 and a = 0.09 which correspond to the average 
values found during the JONSWAP experiment /10/. 
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SPECTRAL SHAPE PARAMETERS 

The large variations in the spectral shape found for field data /8, 9, 10, 26/ 
indicate the need of spectral shape parameters.  One parameter which has been 
applied extensively is the spectral width parameter £ defined by 

~ 2 ni2 

e2 = l  (3) 

where the moment m of the wave-energy spectrum is defined by 
CO 

m = /S(f)fn df (t) 
n  o 

The spectral width parameter was introduced by Cartwright and Longuet-Higgins 
/27/ in order to describe whether the wave energy was concentrated within a 
narrow frequency band (e-K)) or not (&+1). 

Another parameter V, applied by Longuet-Higgins /17/ to describe the narrow- 
ness of the spectrum, is defined 

ni2mo 
V2 = 1 (5) 

m>2 

A similar parameter Vj, also suggested by Longuet-Higgins /29/, is defined 
mi2 

Vj2 = 1 — (6) 
m2m0 

A parameter Q to describe the peakedness of a wave spectrum, was introduced 
by Goda /18/ and is defined by 

oo 

Qp = — / f[S(f)]2 df (7) 
m0 

All these parameters are supposed to characterize the distribution of the 
wave energy on the frequency scale.  However, it appears that some of these 
parameters depend on the choice of the high-frequency cut-off when the moments 
(4) are computed.  Figs. 3-6 show the dependency of these parameters on the 
choice of the high-frequency cut-off frequency.  The JONSWAP spectrum (2) was 
applied for S(f), and the integrations were carried out numerically. 

It turns out that the parameter Qp is the only one which is not dependent on 
the high-frequency cut-off choice.  In addition, the parameter seems to dis- 
tinguish very well between a very sharply peaked JONSWAP spectrum (Y=7) and 
a Pierson-Moskowitz type spectrum (Y=l).  It is therefore recommended that 
this parameter be applied rather than the parameters e, V or Vj. 

From Fig. 6, it may even be considered to establish a relationship between 
Y and Q .  This relationship is shown graphically in Fig. 7 for a specific 
choice of a    and a, . 

a     b 

The reason why e varies with the choice of the high-frequency cut-off in the 
numerical integrations, is that the wave energy spectra are found to have a 
high-frequency tail proportional to f 5.  When the fourth moment of such a 
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Fig.   3. 

1 2 3      4    5 10 

HIGH-FREQUENCY   CUT-OFF  CHOICE 

fP 

The spectral width parameter e as a function of the high- 
frequency cut-off choice, e is computed from (3). 
a= arbitrary. The frequency scale is normalized to the 

peak frequency f . Two values of y  are shown, 
a = 0.07.  a. 8 0.09. 
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Fig.   <+. 

1 2 3      A     5 10 

HIGH-FREQUENCY   CUT-OFF CHOICE 
fP 

The parameter V as a function of the high-frequency cut-off 
choice. V is computed from (5). a = arbitrary.  The fre- 
quency scale is normalized to the peak frequency f .  Two 
values of Y are shown, a 0.07. a, = 0.09. 

b 
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HIGH-FREQUENCY   CUT-OFF   CHOICE 

Fig. 5.  The parameter V! as a function of the high-frequency cut- 
off choice. Vi is computed from (6). a = arbitrary.  The 
frequency scale is normalized to the peak frequency f 
Two values of Y are shown, a =0.07. a, = 0.09. 

b 
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2 3      4    5 10 

HIGH-FREQUENCY   CUT-OFF   CHOICE 

'D 

Fig. 6. The peakedness parameter Qp as a function of the high- 
frequency cut-off choice.  Q is computed from (7).   ' 
a = arbitrary. The frequency scale is normalized to the 
peak frequency f .  Three values of y  are shown. 

0.07. 0, = 0.09. 
D 
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12 3 4 5 

SPECTRAL PEAKEDNESS=Qp 

Fig. 7. The relationship between the spectral peakedness parameter 
Q and the spectral shape parameter y  in the JONSWAP spec- 
°    The other parameters in the JONSWAP spectrum are: trum. 

arbitrary, f = arbitrary, 0.07, ab = 0.09. 

spectrum is computed, the result will be proportional to the natural logaritm 
of the high-frequency cut-off.  In fig. 3, e is shown to vary between 0.4 
and 0.8 for a Pierson-Moskowitz type spectrum, dependent on the cut-off fre- 
quency.  In addition, e appears to distinguish poorly between a very sharply 
peaked (Y=7) wave energy spectrum and a Pierson-Moskowitz type spectrum (y=l). 
These facts may explain some of the conflicting results reported in the 

litterature /It, 30, 31/. 

It is possible to obtain a rough estimate of e directly from a wave record 

/18/ by applying the formula 

s* = 1 - (-) (8) 

where Nj is the number of maxima and No is the number of zero-up-crossings 
in the wave record.  However, the number Ni will depend on the resolution 
of the wave recorder; a recorder with a large resolution will record more 
maxima than a recorder with a small resolution and thus enlarge the value 
of e. This effect will be similar to the effect of choosing a larger high- 
frequency cut-off when e is computed from the moments of the spectrum. 
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THE HAVE HEIGHT DISTRIBUTION 

When the spectrum is narrow, it can be shown that the wave height distribu- 
tion is approximately a Rayleigh distribution /32/.  This distribution has 
been compared to the actual distribution of the wave heights recorded, and 
the agreement appears to be good /18, 28, 30, 32, 33/. 

In order to compare wave height distribution from actual wave recordings to 
the Rayleigh distribution, 60 recordings of wind-generated waves were ex- 
amined.  The data were collected with a "Waverider" accelerometer buoy located 
outside Utsira, Norway.  The location is shown in Fig. 8.  The water depth 
was about 100 m.  The duration of each recording was between 8 and 20 minutes. 

SCOTLAND 

ENGLAND GERMANY 

HOLLAND 

Fig. Location of the "Waverider" wave recorder.  From /16/. 

The data applied for the analysis were collected from three storms, occurring 
in October, November and December 1970.  All of the recordings were selected 
so that some waves larger than 4 m were present in each recording. 

Wave heights lower than 0.5 m were excluded because these waves were expected 
to be affected by the resolution of the recording insturment.  By excluding 
these waves, the results were expected to improve /33/. 
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Fig. 9 shows that the wave heights follow the Rayleigh distribution compara- 
tively well.  In order to include all of the 60 recordings on the same dia- 
gram, the average wave height H was used as unity for each of the recordings. 

NUMBER OF WAVES 
RAYLEIGH - DISTRIBUTION 

WAVE  HEIGHT 
DISTRIBUTION 

FU1 
4457  WAVES 

I       COMPUTED 
\    DISTRIBUTION 

\     THEORETICAL 
\   DISTRIBUTION 

20 2.5 3.0 
-g- = WAVE   HEIGHT 

Fig. 9.  The distribution of the wave heights from 60 wave recordings. 
The wave heights are determined from the zero-up-cross method. 
The heights are normalized to the average wave height of each 
recording. 

THE WAVE PERIOD PARAMETERS 

The distribution of the wave periods appears to be more controversial than 
the distribution of the wave heights. Bretschneider /ZH/, using semi-empirical 
relationships, proposed a Rayleigh distribution of the zero-up-crossing wave 
period squared (T ) which has been applied with variable success /18, 33/. 
Recently, however, Longuet-Higgins 728/ has arrived at a theoretical wave 
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NORMALIZED FREQUENCY 

Fig. 10.  Illustration of the average periods T   and T .. for a 
mOl    m02 

very sharply peaked JONSHAP spectrum.  a = arbitrary. The 
frequency scale is normalized to the peak frequency f . 
Y = 7. a =0.07. a = 0.09.  T is determined according 
to (11). T   is determined fromP(9).  T   is determined 
j.   /.„s  mOl m02 
from (10). 

_ 
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NORMALIZED   FREQUENCY 

Fig. 11.  Illustration of the average periods T 
Pierson-Moskowitz type spectrum, a 
quency scale is normalized to the peak frequency f^. Y 

n. and T   for a mOl..    m02„,  „ 
arbitrary.  The fre- 

raOl 

0.07. a = 0.09.  T„ is determined accordingPto (11). 
is determined from (9).  T m02 is determined from (10). 
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period distribution which seems to compare well with observations. 

A number of wave period parameters have been proposed for practical applica- 
tions. Based on the moments of the spectrum, an average wave period T . 
may be defined /9, 28/. 

mo 
T nl = — (9) 
mOl  mi 

Sometimes the average periode T   is also defined /9, 30, 35, 36/. 
m0 T_ 

T .  = (—)2 (10) 
m02   m2 

In /9/, T   is denoted "the average apparent period". 

The peak period T (inverse of the peak frequency f ) is obtained by deriva- 
ting the wave spectrum equation: 

^ [S(f)] = 0 (11) 

This period corresponds to the frequency of maximum energy density in the 
wave spectrum /9, 10/. 

The period parameters T   and T   were computed by numerically integrating 
the JONSWAP spectrum.  Figs. 10 and 11 show the results from the computation. 
For a very sharply peaked JONSWAP spectrum (y=7), T  /T was found to be 
~ 0.885 while T  /T was found to be ~ 0.850.  Forma Pilrson-Moskowitz type 
spectrum (Y=l),m!r ?T ~ 0.785 while T^/T ~ 0.735. 

The results were also found to depend on the high-frequency cut-off choice as 
shown in Fig. 12.  The numbers above are given for a high frequency cut-off 
choice approximately equal to 4 f . 

For the JONSWAP spectrum, the main part of the energy will be concentrated 
within a narrow frequency band about the peak frequency.  The largest waves 
(the most important for engineering purposes) will have their periods very 
close to the peak period because these waves are expected to contribute most 
to the wave spectrum.  However, the computations in this paper show that for- 
a relatively narrow, singel-peaked wave energy spectrum with a peak period of, 
say, 10 seconds, the "average period" (T .., or T .„) is expected to fall with- 

mOl    m02 
in the range 7.1 - 8.9 seconds, dependent of the high-frequency cut-off choice 
and the peakedness of the spectrum.  This computation therefore suggests that 
the average wave periods computed by means of the moments of the spectra will 
tend to underestimate the period of the largest waves by about 10 - 25%.  This 
conclusion is consistent with Goda /30/ which states that T   "requires a 
correction of +20% on the average when applied for sea waves". 

Another wave_period parameter frequently applied is the average "zero-up-cross" 
wave period T . This parameter is defined as the ratio between the number of 
zero-up-crossing of the wave trace and the total duration of the wave record. 
This parameter depends on the resolution of the recorder. A larger number of 
zero-up-crossing will be recorded if the resolution is improved. By means of 
numerical simuation, it has also been shown by Goda /18/ that T varies with 
the spectral shape. 
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HIGH-FREQUENCY   CUT-OFF CHOICE 
2 3      , 

HIGH-FREQUENCY   CUT-OFF CHOICE 

Fig. 12. 

f = arbitrary, 

The "average" wave periods T .. and T   as a function of 
the spectral shape parametermy and the High-frequency cut- 
off choice.  T   is normalized to the peak period T and 
the high-frequency cut-off choice is normalized to tne peak 
frequency f .  The following parameters in the JONSWAP spec- 
trum were applied: a = arbitrary, 
a    =  0.07, a,   -  0.09. 
a      '  b 

biased on field data, a low correlation has been found /37, 38, 39/ between 
T and the period^ of the maximum energy density.  It is therefore concluded 
that the period T does not appear to be a convenient parameter to characterize 
the periods of the sea waves. 

However, recent findings indicate that the periods of the highest waves in a 
wave record might be applicable.  Thompson /37/ suggests that the average 
period in trains of large waves in the wave record  might be a useful period 
parameter to apply, and he shows that this period will be very close to the 
spectral peak period T . Goda /30/ concludes that the significant wave period 
is statistically stable.  This parameter appears to be only about 5% smaller 
than the spectral peak period. 

The number 5% is in good agreement with the relation between the peak period 
T and the significant wave period given by Bretschneider /4-0/. 

^ T, (12) 

1.06 T„ 
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Also, Earle 741/considered_the relationship between the period of the max. 
wave height T. 
about +20%; 
to T„. but T. 

HMAX 

S' HMAX 

He also finds that T needs a correlation of 
g.  For THMAy> he finds it approximately equal 

is^less statistically    stable than T . 

_T and T 
T = 0.8 ZT„ 

A small check on these results was applied on wave data from the North Sea. 
A quarter of the 60 recordings previously mentioned were selected for spectral 
analysis. Wave recordings from a growing wind-wave field were digitized and' 
the spectrum computed by means of an FFT algoritm.  The peak period T was 
determined from the spectrum and the period of the maximum wave heigh? was 
found directly from the wave record.  Fig. 13 shows the results. Also shown, 
is the significant wave height determined from I/OIQ.    Fig. 13 indicates that 
the period of the maximum wave tends to slightly underestimate the period of 
the spectral peak.  The finding is consistent with the results from Goda's 
investigation /30/, where the period of the maximum wave was found, on the 
average, to be only about 5% lower than the period of the spectral peak. 

SIGNIFICANT WAVE 
HEIGHT . «vs; 

8             9     10    II     12    13    14 
NO, OF RECORDING  » 

15 

14- 

13- 

S,2. 
o 
o  11 
a: 
it 10- 

PEAK FREQUENCY 

PERIOD OF THE 
MAX   WAVE 

12     3     4      5 7     8            9    10    11    12    13    14    15 
NO. OF RECORDING » 

Fig. 13. Comparison of the spectral peak period T and the period of 
the maximum wave height for 15 actual wave recordings from 
Utsira. The recordings are selected from a growing wind- 
wave field. 
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It is concluded that the peak period T and the significant wave period T 
characterize the periods of the largest waves in the recording better than 
the various average wave periods T , T   or T   do.  It is therefore re- 
commended that T or T are applied rather than the various "average" periods. 

P    ^ 

CONCLUSIONS 

The results derived in this paper may be summarized as follows: 

1. The spectral width parameter is shown to vary considerably with the high- 
frequency cut-off choice.  The spectral peakedness parameter Q_, intro- 
duced by Goda /18/, appears to be a more convenient parameter with which 
to characterize the spectral distribution. 

2. The wave height distribution from a wind-wave field compares very well to 
a Rayleigh distribution. 

3. The period of the spectral peak or the significant wave period will corre- 
spond relatively close to each other and will characterize the period of 
the largest waves present in the recording better than the "average" wave 
periods do. 
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APPENDIX - NOTATION 

f = frequency or the inverse of the wave period 

f = frequency of the spectral peak 

g = acceleration of gravity 

H = average wave height 

m = n' th moment of the spectrum 

N = number of zero-up-crossings in a wave record 

N = number of maxima in a wave record 

Q = spectral peakedness parameter 

S = spectral energy density distribution 

"average" wave periods 

T  "\ mOl 

T 
m02 
T = period corresponding to the spectral peak frequency f 

T = significant wave period 

T = zero-up-crossing wave period 

T = average zero-up-crossing wave period 

ct = Phillips' constant in the wave energy spectrum 

Y = spectral shape factor in the JONSWAP spectrum 

= spectral width parameters 
e 
v 

a 
O   I = parameters to describe the broadness of the spectral 
a j    peak in the JONSWAP spectrum 



CHAPTER 13 

HURRICANE WIND AND WAVE FORECASTING TECHNIQUES 

BY  CHARLES L, BRETSCHNEIDER1 AND ELAINE E. TANIAYE2 

ABSTRACT 

Measurements needed to calibrate both significant wave and wave spectrum 
methods. These concern extreme waves hence related more to design than opera- 
tions . 

Ratio of one-dimensional wave spectrum S(f) as function of wave frequency 
(f) to that as function of frequency (f0) of maximum energy density with slope, 
m + 1 is: 

m+1 

S(f) 

s(fG) • ft) 
-(m+1) 

m+1 / l_\ 

• \fo) 

Ratio of period of maximum density (fQ  ) towind speed (U) in knots with 
significant wave height (Hg) in feet as a parameter is: 

40 H_ 
1/2- 0.6 

and ratio of wind speeds at radial distances r and R in nautical miles from cen- 
ter of stationary hurricane is: 

1 11 £ 
2 Up R 

U
RJ 

R  (1-R'r) 
— e 

|"I fR r~| 

L2 UR RJ 

Significant wave heights [HRv and Hrv] in hurricane moving at forward speed [Vp] 
for significant wave heights [ HR and Hr] for stationary~hurricane are: 

2 

H- Rv 
T    lVF

co9el 
and Hv Hr 1 + 

0 is angle between wind and hurricane forward speed; HR = K1 v'RAP and Hr/HR and K
1 

are functions of fR/UR wheref= coriolis parameter = 2x Earth's angular velocity 
x Sine (average latitude); AP = central pressure reduction from normal in inches 
of mercury; and subscript "s" denotes surface wind speeds. 

This technique predicts at one station (N29W89) during Hurricane Camille 
(HAug69) maximum wave of 42.4 ft compared to 43 „ 1 ft measured and an envelope- 
of-spectra similar to one from measurements in North Sea (JONSWOP, 15 Sept 68). 

Hurricanes in Hawaiian waters have recurrence interval of about 1 in 50 
years. One in 1959 [DOT] caused considerable damage especially on island of Kauai* 

This paper supported in part by the Univ. of Hawaii Sea Grant College 
Program of the National Oceanic and Atmospheric Administration (NOAA), Office of 
Sea Grant, Department of Commerce of the U.S.A. Government under its "Wave Sta- 
tistics for Extreme Wave Conditions". 

Professor and Oiairman and     Graduate Student; 
both in Department of Ocean Engineering; University of Hawaii. 
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FOMRD 

The various methods of wave forecasting are surrmarized briefly 
including wave spectra and its application to hurricane waves. 
The latest relationships are presented. Knowledge of the art of 
forecasting extreme wave conditions is important since tropical 
cyclones occur in roost of the tropical areas of the world, in- 
cluding the Gulf of Mexico and Atlantic Coast of the U.S.A. 

WAVE FORECASTING PHILOSOPHIES 

Of the various methods of wave forecasting, there are primarily 
only two concepts: the Significant Wave (Bretschneider, 1970, 72a, 
72b) and the Wave Spectrum (Pierson and Moskowitz, 1964; Cordone, 
Pierson, Ward, 1975). 

1. The Significant Wave Concept is a very simple method which 
forecasts the principle parameters, i.e. the significant wave 
height, Hs and the significant wave period, Ts, or else the modal 
period of the frequency spectrum 

f _1 = '7574 T 
o       '  s 

The normal unit form of the theoretical spectrum can be used to 
estimate the wave spectrum; and the normal form of the directional 
spectrum, frequency dependent, can be used to estimate the com- 
plete directional spectrum. 

2. The Wave Spectrum concept is on reverse to the significant 
wave method, i.e., the wave spectrum method predicts the direc- 
tional spectrum, from which the one-dimensional spectrum and the 
significant wave are determined. 

3. In both methods the Rayleigh distribution is used to deter- 
mine the most probable maximum wave height. 

4. Both methods are based upon use of measured wave data for 
calibration. If the same or similar wave data are used for cali- 
bration, then both methods should give essentially the same results 
in regard to directional spectrum, the one-dimensional spectrum, 
the significant wave height and period, and the period (f0""^) of 
maximum energy density. 

5. The significant wave method is easier to use and certainly 
less costly, whereas the wave spectrum method requires a highly 
sophisticated and expensive computer program. 

6. Both methods are needed to compliment each other, and also 
serve as calibration techniques for each other. 

7. The methods concern only the extreme wave conditions asso- 
ciated with design criteria, and not associated necessarily with 
the day by day or operational wind and wave criteria. 
Presently, there are about seven methods used in wave forecast- 

ing and some methods are not better necessarily than others. Wave 
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forecasting, or wave hindcasting as the case may be, is an art as 
well as a science. The accuracy of any method depends upon prac- 
tice, experience, verification, and correlation. Both the Signi- 
ficant Wave Method and the Wave Spectrum methods are taught at the 
University of Hawaii, and it is up to the student to make a choice. 
These methods are presented in Bretschneider,1967, 68, 72, 73 and 
Pierson, Moskowitz, 1964, and Silvester, 1974. 

OCEAN WAVE SPECTRUM 

ONE-DIMENSIONAL WAVE SPECTRUM,—There is very little that can be 
added to the state-of-the-art on ocean wave spectrum analytical 
expressions. Opinions have been generated on what is the best form 
of the wave spectrum. Only minor details exist between the various 
semi-empirical methods; none are of any significance to ocean en- 
gineering. The problem is to select the design wave spectrum for 
a particular situation, area of operation, and the recurrence 
interval. The only thing lacking is data for obtaining statisti- 
cal extremes in some places. 
The generally accepted form of the unit wave spectrum is as 

follows: 

S(f) = Af-(ra+1)e-Bf^ (1) 

where S(f) = energy density, and f = wave frequency in hertz (see- ). 
The form of equation (1) is similar to that of the Weibull distri- 
bution function (Weibull, 1951) as used in Bretschneider (1959). 

There are three parameters involved in equation (1), namely: the 
coefficients A and B, and the slope (m+1) of the high frequency 
end of the spectrum. They can be obtained, either by theory, wave 
forecasting relationships, or by use of measured wave spectrum data. 
Based on past experience, enough information is available to 

postulate the form of equation (1). For example the value of max- 
imum energy S(f0) and the wave frequency f0 at which it occurs can 
be determined by performing the following simple operation on 
equation (1): 

d[S(f)] 
df = 0 (2) 

whence 

„ _ m+1 „ in. 
D       —    I m  o 

A = S(f ) e 

m+1 
m 

thus 

o 

S(f)      m  _ ,        ...  _ 
S(T) = e   T\ e    ^ °> .     O) 
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Note that when (m+1) 

S(f)  _ 

5, equation (3) becomes: 

4 

S(f ) v o' 
e5/4(f/fo)-

5 e-5/4 <f/fo) (4) 

Equation (4), whose solution is shown in Pig. 1, is a special form 
of the wave spectrum given in BretSchneider (1959) as is the 
Pierson-Moskowitz (1964) spectrum. Sometimes engineers prefer the 
so-called period (T) spectrum, which can be obtained as follows: 

S(T) dT = 

where T = 

and dT = 

This is a simple operation and leads to: 

im-1 

S(f) df 

-1 

_2 
f  df 

S(T) 
S(To) 

m-1 
m 

m-1 
m (5) 

-1 where S(T ) is maximum with dimension ft"  at wave period T0, 
and (m-1) is the slope for very low periods of the period^spectrum. 

Note that the dimension of S(T) is 9? t_1 and S(f) is Crt. When 
(m-1) = 3, equation (5) becomes: 

3 
S(T) 
S(T ) v oy 

,3/4 3/4 (T/T )" 
e '   '  o' (6) 

Equation (6) is a special form of the period spectrum given in 
Bretschneider (1959); see Fig. 2. 

All of the above equations are special forms of the Weibull Dis- 
tribution function (Weibull, 1951). 
Equations (4) and (6) [figures 1 and 2] are related as follows: 

and 

or 

-1 

T 
o 

-1 

/4/3 T 

/5/4 T 

/3/4 T 

/5/3T 

h 7   -1 J4/5  f 
qHV 

(7) 

where Ts is a definite definition of the significant wave period, 
not necessarily as the characteristic period used in the past. 
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From actual data on frequency spectrum, the corresponding period 
spectrum can be obtained by use of two operations: 

S(T)    =    S(f)-f2        (for the ordinate) 

-2 
T  = f-f      (for the abscissa) 

(8) 

S (f)      = 
p 

AU/*  S   (f) nr   ' 

f A-l/2 f 

p m 

The area under the spectrum in either case remains the same. 
The design wave spectrum can be obtained by Froude scaling of 

measured wave spectrum, but with caution. For example: 

(9) 

where A is the linear scale parameter, and p stands for predicted 
and m stands for measured. This assumes that l2 and t are the 
same from one section of gF/U2 to the next section, which is not 
necessarily always true; g = 32.16 ft/sec2, F = fetch (feet), and 
U = wind speed (ft/sec). 

DIRECTIONAL SPECTRUM. —The earliest directional spreading func- 
tion was the one published by Cote, et al., (1960) as obtained from 
the Stereo Wave Observation Project (SWOP). Since then, other 
forms of the directional spectrum have evolved including those by 
Ou, et al., (1974), Silvester (1974) and Longuet-Higgins, et al., 
(1963). The choice of the directional spectrum depends upon the 
engineering solution required. Certainly, more experimental data 
on the directional spectrum is required especially for engineering 
problems such as the reaction to wave excitation of ships and of 
flexible fixed and floating of f shore structures. For all practical 
engineering purposes, it does not seem to make very much difference 
which of the proposed directional spectrum methods are used. (See 
Silvester, 1974, Fig. 3.34.) 

THE ENVELOPE OF SPECTRA.—The "overshoot" of the high frequency 
energy during early wave generation has been observed in measure- 
ments made in both laboratory and field. The classical field ob- 
servations were made during JONSWOP, that is the Joint North Sea 
Wave Project (Barnett, 1972 and Fig. 3), while the classical lab- 
oratory observations were made by Mitsuyasu (1968 and Fig. 4). 
These as well as measurements made on Lake Michigan (Liu, 1971) 
and on North Atlantic (Miles, 1972) are notable. 

The Envelope of Spectra is of the same form as Equation (3) and 
for demonstration purposes the same as Equation (4), except now 
the value of maximum energy and the corresponding wave frequency 
are respectively S(f0*) and fQ*. 

The Envelope Spectrum, as discussed by Bretschneider (1975) in 
fact should be termed "the Envelope of Spectra"; it takes the high 
frequencies into account and thus includes these "overshoots" 
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All the spectra under the Envelope of Spectra is preferable to the 
fully-developed sea spectrum for design purposes because the Enve- 
lope of Spectra yields more energy at the high frequencies. 
Both the Envelope of Spectra and the fully-developed sea spectrum 

should be cut off at the particular low frequency defined by the 
fetch length and wind duration, which limit the length of the wave 
which can be generated. 

As an example, the Envelope of Spectra is superimposed in Fig. 3 
on the JONSWOP spectra obtained from measurements at 11 stations 
situated in the North Sea offshore the Island of Sylt, Germany . 
The spectra at all stations would be similar if the fetch length 
at all stations were replaced with the tinie growth which actually 
occurred at the station farthest offshore (#11). Thus, the design 
spectrum should be based on all spectra under the Envelope of 
Spectra and not on the spectrum at final time of maximum peak. 
This same effect is apparent in the North Atlantic spectra (Miles, 
1972, Figs. 5 and 6). Perhaps a better selection of m would give 
a better fit, but this demonstration, given of the Envelope of 
Spectra, seems adequate. 
The area under the Envelope of Spectra is considerably more than 

the area under the fully-developed spectrum (1/4 Hs)2. This is very 
important for engineering design purposes. In fact, it is for 
this reason that small boats are swamped and sunk in small lakes, 
such as those2miles in diameter under 40-knot winds, rather than 
in the open ocean in the roaring forties. A number of challengers 
have rowed across the Atlantic and the Pacific Ocean, surviving 
seas 40-foot high, 12-second period. Many so-called pioneers have 
drowned trying to get ashore during a gale on a small inland lake 
with waves 2- to 3-foot high, and 1- to 3-second periods. The 
Envelope of Spectra supports these conclusions. 

DEEP WATER WAVE FORECASTING 

EQUATIONS FOR PREDICTION OF DEEP WATER WAVES. —The latest Signi- 
ficant Wave forecasting relationships for constant wind speed and 
direction are as follows (Bretschneider, 1973): 

gHs 
-75— = A tanh (10) 

qT 
^ S 
2TTU 

nun 

A~ tanh 
gF 

F • -, - , mm 1 , 
2 /    -r- dx 
o    C 

o 

(11) 

(12) 
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where: 
A.    =    0.283 

B1    =    0.0125 

m     =    0.42 

A2    =    1.2 

B2    =    0.077 

m      =    0.25 

Hs = significant wave height,  feet 
Ts = significant wave period,  sec 
F = fetch length,  feet 
U = Us (10-min average surface wind speed), ft/sec at 10-meter 

water level 
t = wind duration, sec 
CQ = wave crest speed, ft/sec 

The form of these equations was given originally by Wilson (1954); 
only the coefficients have been changed. Graphical solutions of 
them are given in Bretschneider (1970) and Shore Protection Manual 
(1973) . 
The expression gF/rj2 in equations (10) and (11) can be eliminated, 

and using the above coefficients and expressing U in knots and g as 
32.2 ft/sec^ the following is obtained: 

= 0.4 tanh 1.07 
40 H 

arctanh 
0.6 

(13) 

REVISIONS OF SIGNIFICANT WAVE PERIOD.—Equation (13) seems to 
give significant wave periods for high wind speeds about 10% too 
high. Based on wave spectra measured in the North Atlantic, for 
example, Fig. 5, from Miles (1972), equation (13) has been changed 
to read: 

-1 

= 0.4 tanh •< In 

40 H 
1 + 

40 H 

1/2 \ 0.6 

(14) 

where f0 = sec. = period of maximum energy density, U = knots 
and Hp = feet and the significant wave period Ts, from equation (7) 
is Ts = /4/5 f0~l. Hence, equation (13) is needed no longer. The 
solution to equation (14) is given in Table I. 

Incidentally, the Envelope of Spectra given by equation (4) was 
applied to the wave spectra measured in the North Atlantic (Miles, 
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1942) and the results plotted in Figs. 5 and 6. It is interesting 
to note that the Envelope of Spectra is almost in exact agreement 
with the +90% confidence limit of the mean International Ship 
Structures Committee (ISSC) spectrum (Fig. 6). 

FORECASTING HURRICANE WIND FIELDS 

INTRODUCTION.—A method is presented for determining hurricane 
wind fields and resulting deep water wave field, as proposed by 
Bretschneider. A detailed development of the hurricane model is 
given in Bretschneider, 1972 a and b. The wind field itself is based 
in part on work by the National Weather Service; see Meyers (1954) 
and Graham and Nunn (1959). 

Graphs, formulae and procedures are presented by Bretschneider 
(1972-b) which make it possible to calculate the entire deep water 
wave field from model hurricane wind fields. They have been applied 
successfully to historical hurricanes along the U.S. East and Gulf 
of Mexico coasts and to U.S. National Weather Service standard pro- 
ject and probable maximum hurricanes for deep water conditions. 

BASIC RELATIONSHIPS FOR STATIONARY HURRICANE WIND FIELD.--The ba- 
lance of the pressure gradient, Coriolis, and centrifugal forces 
of the equation of motion leads to the non-dimensional stationary 
hurricane wind field, which is given as: 

U r 

DR   -^i*/<"§i»CM*M^2    • 
where Ur and UR are the wind speeds at radial distance r and R 
(radius of maximum winds) from the hurricane center, f = 2w sin<)> 
(coriolis parameter)u = 7.29 x 10-5 rad/sec (angular velocity of 
earth) , and cf> is the latitude. 

P = Po + (PN - PQ) e"R/r (15b) 

where P = atmospheric pressure at radial distance r, PQ = central 
pressure, P^ = normal pressure = 29.92 inches of mercury, and R = 
radius to maximum wind. 
Figure 7 gives the non-dimensional solution for equation (15a) 

for values of r/R >_ 1.0 vs fR/UR. Note that r/R did not necessarily 
occur where Ur/U^ is a maximum. Graham and Nunn (1959) recognized 
this shortcoming and made modifications based in part on experience 
and data. The significant change is their recommendation of a 
single relationship as shown in Figure 7 for r/R < 1.0. The example 
which follows utilizes The Graham and Nunn model for r/R ^1.0 and 
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the National Weather Service model given by equation (15a) for 
r/R _>. 1.0 (Pig. 7) . 
The maximum sustained wind speed will occur at R, radius of maxi- 

mum wind, and refers to a value, averaged over a time of 10-20 
minutes, and reduced to the 10-meter elevation above mean sea level. 
The geostrophic wind speed UR is given by: 

tl  = K/AP - 0.5 fR (16) 
K 

where UR is in knots, AP = % - P0 is the central pressure reduc- 
tion from normal in inches of mercury, and the constant K varies 
with latitude from 67 at 20-25°, to about 63 at 45° latitude (see 
Table II). 

The 10-minute average wind speed, Uj^cg, at the 10-meter reference 
level is given by: 

URS  =  k*°R (17) 

where k*= .865 for all U.S. East Coast and Gulf Coast Zones A and 
C, and k* = .886 for Gulf Coast Zone B [see Graham and Nunn (1959) 
for zone designations]. 

CORRECTION DUE TO FORWARD MOTION OF HURRICANE.—The stationary 
model hurricane wind field is coupled directly to the corresponding 
model hurricane wind field. Thus, any change in the wind field will 
result in a directly related change in the wave field. For a moving 
hurricane, the change in the wind speed component is: 

AU  = ~ v cos 8 (18) 
2,        £ 

thus 
URS*   = URS + AU ,(19) 

where 6 is the angle of wind deflected from the direction of the 
incurvature angle of the wind speed and VF is average forward speed 
of the hurricane. 
Hurricanes moving faster than the critical forward speed are not 

considered herein. This condition needs further study. 

EXAMPLE CALCULATIONS FOR 1969 HURRICANE CAMILLE.—The following 
are some simple sample calculations for Camille according to para- 
meters obtained from Cordone, Pierson & Ward (1975). 

R = radius of maximum wind = 10 nautical miles 
AP = atmospheric pressure reduction at hurricane center from nor- 

mal = 105 milli-bar = 3.1" mercury 
VF = average forward speed of hurricane = 10 knots (this increased 

as Camille moved inland) 
(j> = approximate average latitude for maximum wave generation =29° 
f = .525 sin <[> = coriolis parameter = .255 radians/hour 
B = 25° incurvature angle for stationary hurricane 
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Determinations of maximum sustained wind speed at R 

K = 66 (from Table II) 
UR = K/AP - 0.5 fR = 114.9 knots 

URS = .886 UR = .886(114.9) = 102 knots 

This is for the stationary hurricane and URS is the 10-minute av- 
erage wind speed at the 10-meter anemometer level above mean sea 
level. 

WIND FIELD FOR CAMILLE MOVING AT 10 KNOTS.—1. The change in 
wind components, AU, due to the moving hurricane for radii at 20° 
incremental angles is: 

AU = 5 cos 6 

2. Thus, the 10-minute average wind speed at 10-meter level 
(Uj^*) for a moving hurricane is: 

°BS 
= U_„ + AU = .886 U„ + AU = 102 + 5 cos 8 

3. Various values for the isotachs were chosen (Urs =20, 40, 
50, 60, 70, 80, 90, 100 knots) , and the parameter Urs/URs* calcu- 
lated for each U^g* . 

4. From Fig. 7 the corresponding values of r/R were determined 
for the calculated parameter fR/UR = 0.022. 

5. The wind field was then constructed for the values of Urs 
and their corresponding radius (Fig. 8). 

FORECASTING HURRICANE DEEP WATER WAVES 

STATIONARY MODEL HURRICANE WAVE FIELD.—Relationships have been 
developed in Bretschneider (1972) for obtaining the model hurri- 
cane wave field: 

"R =  K' /RAP (20) 

where R and AP have been defined and K', a function of fR/UR, can 
be obtained from Table III. 
The general relationships for the entire stationary hurricane 

wave field, where Hr/HR = function of fR/UR, is shown in Fig. 9. 

FORWARD MOTION OF A HURRICANE.— 

^ 1 + 
, v„ cose 
X £ 

u, (21) 
Rs J 

= H 1 + 
-, V cose 
X  F 

(21A) 
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where HR is obtained by use of equation (20) , Hr is obtained by use 
of Figure 9, Hgy and Hj-y are a result of the forward speed, Vp, 
and the direction of wind in relation to direction of forward 
speed as given by the angle o. The limitation of equation (21) is 
that Vp <_ vc, where Vc is the critical forward speed. 

CAMILLE DEEP WATER WAVES 

FOR SIGNIFICANT WAVES.—Calculate fR/% = .255 (10)/114.9 = 0.0222. 
From Table III, K' = 6.64, R = radius at maximum wind. 

FOR THE STATIONARY HURRICANE. —HR = k' JREP  = 6.64/31 = 37.0 feet. 
Calculate 

40 
KR _      40 (37.0)  =  0M2 

u^r (io2r 

From Table I [or equation (14)] , f^/V = 0.121. Therefore, fQ
_1 = 

period of maximum energy = 12.34 sec. And, Ts = significant 
period = i^T/5 fQ-l = 11.67 sec. 

HURRICANE MOVING AT FORWARD SPEED, Va < Vc WHERE Vc = CRITICAL 
FORWARD SPEED.—The modified significant wave height for actual 
forward speed is: 

H = H„ a   R 

1/2 VI2 

1 + 
URS 

37.0 |1 + ^] = 40.7 feet 

The wave period f0~l may be found by first calculating: 

40 H 40(4P41 = 0_142 
(Ugg + 1/2 VF)

2     (107)2 

From Table I (or equation 14), f0-1/11= 0.121 Therefore, f0
_1 = 

.121 x (107) = 12.95 sec. And, Ts = ^/5 fp"
1 = 12.25 sec. 

Similarly the critical forward speed, Vc m knots can be calcu- 
lated from VF = V5 = 1.515 Tc . 
Table IV summarizes the results of the above calculations. 

SIGNIFICANT WAVES AT r/R=1.8 TO 2.0.—Refer to figures 7 and 9. 
The maximum value of the significant wave does not occur at'R = 
radius of maximum wind, but at 1.8 to 2.0 R, where H2R = 1.04 % = 
37 x 1.04 = 38.5 feet and U2Rs = 0.9 URS = 0.9 (102) = 91.8 knots. 
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40H    =    40J3841 =Q182 

(91.8)" u2    -  -2 

f"1 

~—   = 0.139 

f _1 = 0.139 (91.8) = 12.76 sec 

T  = 12.76 ^75   = 12.07 sec 

For a hurricane moving at 10 knots: 

U2RS = 91.8+5    =96.8 knots 

H2RS 
= 

2 
38.5 fl + QJ^O]  = 42.8 feet 

f-l 
o 
U 

= 0.139 

f -1 

° (2R) 
= 0.139 (96.8) = 13.46 sec 

T  = 13.46 /4/5   = 12.73 sec 

A summary of the above calculations for r = 2R is given in Table V. 

CAMILLE DEEP WATER WAVES AT "2R" 

The path of Hurricane Camille and the location of the six wind 
and wave measuring stations are shown in Fig. 10 taken from Cordone, 
et al. (1975) as part of the Ocean Data Gathering Program (ODGP) 
of the Shell Development Co. 

The height of the maximum significant wave corrected for a. moving 
hurricane was determined for each AU corresponding to radii at 20° 
incremental angles according to: 

[        ,  V_ cose 
HRv = HR    1+2-li=- 

! no 
= 36.97   Il+^2|i]2 
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Values of Hy/Hj^ were determined for the parameter fR/UR = 0.022 
and set values of r/R using Fig. 9. 

The values of Hr corresponding to the given radius r were then 
calculated for each HRV and the results plotted in Pig. 11. 
The wave field was then constructed for chosen values of Hr (in 

this example, Hr = 10, 15, 20, 30, 35, 40 feet) using Fig. 11. 
The results of the above wave predictions are shown in Figure 8, 

superimposed on the wind field. A comparison is made in Figure 12 
between these predictions and measurements made at six stations 
off the Louisiana coast as part of the QDGP. 

In order to make the comparison between the predicted and the 
measured significant wave heights at the ODGP stations, the pre- 
dicted wind and wave field was placed along the storm track with 
forward direction 10° W of N and centered at time 1800 CDT. The 
predicted significant wave heights are for an instantaneous wave 
field. The comparison made here is not absolute since the wave 
heights will change as a function of time with the moving hurricane. 
The maximum measured significant wave height was 43.13 feet compared 
to 42.4 feet predicted in the field generally and not necessarily 
at one of the stations. 
A comparison between the measured spectrum (Cordone, et al., 1975) 

and two predicted spectrum (Cordone, etal., 1975 and Bretschneider, 
1970) at ODGP Station 1 at 1600 hours COT, August 11, 1969, is pre- 
sented in Fig. 13. Both predictions are well within the measured 
i-90% confidence limit (Fig. 10 of Cordone, et al., 1970). Fig. 13 
includes the Envelope of Spectra (equation 4) based on the measured 
values (at the maxima where f 0~1 = 14.3 seconds, S(f0) = 4,030 ft^ sec 
= 374.4 m^sec) in contrast to the predicted spectra which are based 
upon predicted values of the wave height. This Envelope of Spectra 
is very similar to that from the JONSWOP measurements (Fig. 3). 
For example, if Camille were a design hurricane, the design spec- 
trum would be all the spectra under the Envelope of Spectra as 
shown in Fig. 13 rather than the actual measured spectrum, in order 
to account for the "overshoot" of early wave generation in time, 
fetch, and wind speed. Some other value of m might be more appro- 
priate in equations (3) and (4) and thus might fit better the 
measured spectra. 

The purpose was not to determine the proper value of m for the 
Envelope of Spectra, but was to illustrate the importance of the 
"overshoot". There is need for more research in this area. 

HAWAIIAN DEEP WATER WAVES 

The tracks of the major hurricanes near Hawaii for the period 
1950-1974 are shown in Figure 14. They include DOT (1959), NINA 
(1957) and HIKI (1950). 
Note that most hurricanes approach the Islands from either the 

east or south. Although most have done little or no damage, a few 
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have been devastating such as Hurricane DOT (1959) which did over 
5.5 million dollars worth of damage to crops and buildings on the 
island of Kauai with gusts over 100 mph recorded at Kilauea Point 
Lighthouse and $150,000 in damage on the Islands of Oahu and Hawaii. 
In 1972 Hurricane DIANA generated waves estimated to be 30 feet high 
along the SE (Puna) coast of the Island of Hawaii. 
Using the technique described in "Wind Field for Camille" a gra- 

phical presentation was prepared (Pig. 15) which when applied to 
Figure 14 provides predictions of the wind and wave field that may 
be expected to occur in the open ocean during a hurricane off the 
Hawaiian Islands. Its recurrence interval is estimated to be once 
in fifty years. 
As a hurricane approaches the land, the winds are reduced by 1% 

per mile within 10 miles of the coast and correspondingly the waves 
are decreased in height, except very close to shore where the waves 
begin to break. However, the effect of the Islands is fairly negli- 
gible since their extent is small compared to that of the hurri- 
cane. Therefore, it is reasonable to expect significant waves of 
up to 30 feet and greater in height with 60 knot (69 mph) winds. 
In addition, instantaneous gusts of 84 knots (97 mph) may occur, 
and individual maximum waves could exceed 50 feet in height. Winds 
in the usually windy Pali (cliff) on the Island of Oahu can be 
expected to exceed 87 knots (100 mph). 

DISCUSSION AND SUMMARY 

There is an abundance of information available for calculating in 
deep water (1) the standard project and probable maximum hurricane 
wind and wave fields as verified adequately by use of the Ocean 
Data Gathering Project measurements (2) the maximum sustained wind 
speed, Up , and maximum significant wave height, HJJ , at radius of 
maximum wind, R, as applied successfully to historical hurricanes 
along the U.S. East and Gulf of Mexico coasts and to the standard 
project and probable maximum hurricanes of the U.S. National Weather 
Service (Bretschneider, 1972-b). The method is limited to a hur- 
ricane moving at speed equal to or less than its critical forward 
speed. Those faster need further study. 
Winds and waves due to a hurricane moving over the Continental 

Shelf and the Coastline are modified by bottom friction percolation, 
refraction, shoaling, breaking, and water depth change caused by 
storm surge and/or tide. These must be taken into account. 
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NOTE CONCERNING FIG, 4: "D" is wlnd damper opening in percent and 
"F" is the fetch in meters. Thus, the index 15-8 denotes a fetch 
of 8 meters subject to a wind generated when damper is 15% open. 
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AH 

Rv 

y 
K 

K' 

k* 

AP 

AU 

LIST OF SYMBOLS 

Change In significant wave 
height due to a change in wind 
speed and fetch length, moving 
hurricane 

Significant wave height at r, 
stationary hurricane 

Significant wave height at R, 
stationary hurricane 

Significant wave height at R 
due to change in wind speed, 
moving hurricane 

Component of H along x-axis 

Component of H along y-axis 

Coefficient used in expression 
for UR 

Coefficient used in expression 
for HR 

Coefficient used in expression 
f0r BRS 
Central  pressure  reduction 
from normal, inches mercury 

Radial distance from center 
of hurricane 

Radius of maximum wind 

A subscript to denote surface 
wind speed 

Change in wind speed due to 
moving hurricane 

Geostrophic wind speed at 
distance r from hurricane 
center, stationary  hurricane 

10-minute average surface wind 
speed at 10 meters above water 
surface 

Geostrophic wind speed at 
distance r from hurricane 
center,  stationary hurricane 

Surface wind speed at distance 
r from hurricane center, 
stationary hurricane 

RS 

U * 
RS 

I 

t 

T 

Ts 

Tc 

f "• 
o 

f 

f 
o 

f * 

Surface wind speed at distance 
R from hurricane center, 
stationary hurricane 

Surface wind speed at distance 
R from hurricane center due 
to change in wind speed, 
moving hurricane 

Forward speed of hurricane 

Incurvature angle of wind 
vector 

Angle of the radius measured 
counterclockwise from the 
x-axis 

Latitude 

Angular velocity of earth 

Atmospheric pressure at radial 
distance r 

Central pressure 

Normal pressure = 29.92 inches 
Hg 

Length 

Time 

Wave period in general 

Significant wave period 

Critical period 

Period of maximum energy den- 
sity 

Wave frequency; also Coriolis 
parameter 

Frequency of maximum energy 
density 

Frequency of maximum energy 
density for the Envelope Spec- 
trum 
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TABLE I 

f _1               40 H 
0 

-—-      VS      —5- 
U                     IT 

V1 = sec                   U = knots                  H = feet 

40 H 

U2 
f0"Vu 40 H 

u2 V1" 
0.0 0.0 0.510^ 0.24383 
0.010 0.02521 0.520 0.24638 
0.020 0.03814 0.530 0.24892 
0.030 0.04856 0.540 0.25143 
0.040 0.05760 0.550 0.25393 
0.050 0.06572 0.560 0.25641 
0.060 0.07317 0.570 0.25888 
0.070 0.08010 0.580 0.26133 
0.080 0.08661 0.590 0.26377 
0.090 0.09276 0.600 0.26619 
0.100 0.09860 0.610 0.26861 
0.110 0.10419 0.620 0.27101 
0.120 0.10955 0.630 0.27340 
0.130 0.11470 0.640 0.27579 
0.140 0.11966 0.650 0.27817 
0.150 0.12446 0.660 0.28054 
0.160 0.12911 0.670 0.28291 
0.170 0.13362 0.680 0.28528 
0.180 0.13800 0.690 0.28764 
0.190 0.14226 0.700 0.29000 
0.200 0.14642 0.710 0.29237 
0.210 0.15047 0.720 0.29473 
0.220 0.15442 0.730 0.29710 
0.230 0.15828 0.740 0.29948 
0.240 0.16206 0.750 0.30186 
0.250 0.16576 0.760 0.30426 
0.260 0.16938 0.770 0.30666 
0.270 0.17293 0.780 0.30908 
0.280 0.17642 0.790 0.31151 
0.290 0.17984 0.800 0/31397 
0.300 0.18320 0.810 0.31644 
0.310 0.18650 0.820 0.31895 
0.320 0.18975 0.830 0.32148 
0.330 0.19295 0.840 0.32405 
0.340 0.19610 0.850 0.32665 
0.350 0.19920 0.860 0.32931 
0.360 0.20225 0.870 0.33202 
0.370 0.20526 0.880 0.33479 
'0.380 0.20823 0.890 0.33763 
0.390 0.21116 0.900 0.34056 
0.400 0.21405 0.910 0.34359 
0.410 0.21691 0.920 0.34675 
0.420 0.21973 0.930 0.35005 
0.430 0.22252 0.940 0.35356 
0.440 0.22528 0.950 0.35731 
0.450 0.22801 0.960 0.36140 
0.460 0.23071 0.970 0.36599 
0.470 0.23338 0.980 0.37139 
0.480 0.23603 0.990 0.37844 
0.490 0.23865 0.999 0.39082 
0.500 0.24125 1.000 0. 
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TABLE III 

K'        vs        fR/UR 

[Reproduced from Bretschneider(1972-a)] 

fR/U R K' fR/U R 

0 

.005 

.010 

.015 

.020 

.025 

.030 

.035 

.040 

.045 

.050 

.055 

.060 

.065 

.070 

.075 

.080 

.085 

.090 

.095 

.100 

.110 

.120 

.130 

.140 

.150 

7.50 

7.25 

7.05 

6.85 

6.70 

6.55 

6.40 

6.25 

6.10 

5.95 

5.80 

5.70 

5.60 

5.49 

5.42 

5.34 

5.27 

5.20 

5.13 

5.06 

5.00 

4.88 

4.76 

4.66 

4.57 

4.50 

0.15 

0.16 

0.17 

0.18 

0.19 

0.20 

0.21 

0.22 

0.23 

0.24 

0.25 

0.26 

0.27 

0.28 

0.29 

0.30 

0.31 

0.32 

0.33 

0.34 

0.35 

0.36 

0.37 

0.38 

0.39 

0.40 

4.50 

4.42 

4.34 

4.28 

4.18 

4.10 

4.03 

3.97 

3.91 

3.85 

3.80 

3.75 

3.70 

3.65 

3.60 

3.55 

3.50 

3.45 

3.40 

3.35 

3.30 

3.26 

3.23 

3.20 

3.17 

3.15 
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TABLE II 

K and f vs <j> 
(Reproduced from Bretschneider, 1972a) 

<)> Deg.  Lat. 
K             -1 f(hours) 

20 
67 
0.18 

22.5 
67 

0.20 

25.0 
67 
0.22 

27.5 
66 
0.24 

30.0 
66 
0.26 

4> Deg.  Lat. 
K             -1 f(hours) 

32.5 
66 
0.28 

35.0 
66 
0.30 

37.5 
65 
0.32 

40.0 
64 
0.34 

42.5 
63 
0.36 

TABLE IV 

SUMMARY OF HINDCAST OF SIGNIFICANT WAVES AT R FOR CAMILLE 

Stationary 
Hurricane 

Actual 
Forward Speed 

Critical 
Forward Speed 

VF (knots) 0 10 20.6 

Hs (feet) 37.0 40.7 44.8 

f^sec) 12.34 12195 13.58 

Ts (sec) 11.67 12.25 12.84 

URs (knots) 102 107 112.3 

TABLE V 

SUMMARY OF HINDCAST OF SIGNIFICANT WAVES AT r = 2R FOR CAMILLE 

Stationary 
Hurricane 

Actual 
Forward Speed 

Critical 
Forward Speed 

Vp (knots) 0 10 21.7 

Hs (feet) 38.5 42.8 48.14 

V1   (sec) 12.76 13.46 14.26 

Ts (sec) 12.07 12.73 13.49 

URs (knots) 91.8 96.8 102.7 

Note:    For Tables IV and V, Up   is the 10-minute average at 10 meter 
elevation. 

JRs 
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Fig. 1  Non-Dimensional Wave Frequency Spectrum 

Fig. 2  Non-Dimensional Wave Period Spectrum 

Fig. 3 Spectra of Waves Generated in North Sea by Winds offshore 
Island of Sylt, Germany on 15 Sept. 1968 during Joint North 
Sea Wave Observation Project (Barnett, 1972) with the 
Envelope of Spectra added 

Fig. 4 Spectra of Waves Generated in Kyushu University Laboratory 
by Wind (Mitsuyasu, 1968) with Envelope of Spectra added. 
See "note concerning Fig. 4" preceding "References" . 

Fig. 5 Spectra of Waves Measured in 1954-67 in North Atlantic 
Ocean (station India at about N59 W20) with significant 
height [Hg] of 25-35 ft compared to spectrum of Intern. 
Ship Structures Conm [ISSC] for IL of 29.42 ft and 9.14 sec. 
period (Miles, 1972). The Envelope of Spectra is added. 

Fig. 6 Spectrum of Waves with Significant Height of 35-45 ft and 
its standard deviation as measured in 1954-67 in North 
Atlantic Ocean at about N59 W20 and as predicted by ISSC 
(Miles, 1972). The Envelope of Spectra is added. 

Fig. 7 Ratio of Wind Speed, Ur, at Radial Distance, r, to Speed, 
UR, at Radial Distance, R, of Maximum Wind versus r/R with 
the Coriolis (f) Function, fR/Upt, as a Parameter. For 
r/R .> 1 use equation (15) and for r/R 4 1 use Graham and 
Nunn (1972). 

Wind and Wave Field Predicted for Hurricane Camille (1969) 

Ratio of Significant Wave Height, Hj., at Radial Distance, 
r, from center of a stationary hurricane to that, HJJ, at 
Radial Distance, R, of Maximum Wind Speed with Coriolis (f) 
Function, fR/UR, as a Parameter 

Path of Hurricane Camille (1969) thru Six Measuring Sta- 
tions of Shell' s Ocean Data Gathering Program in the Gulf 
of Mexico 

Predicted Height of the Significant Wave Generated by 
Hurricane Camille (1969) at Various Distances from its 
Center. Angles are measured clockwise from true North to 
the particular station. 

Fig. 12 Predicted and Measured Height of the Significant Wave Gen- 
erated in the Gulf of Mexico at Six Different Measuring 
Stations of Shell' s Ocean Data Gathering Program by Hurri- 
cane Camille, 1969. Values estimated from Fig. 11. 

Fig. 13 Spectrum of Waves Generated by Hurricane Camille at ODGP- 
Station 1 (N29-05W88-44) on 17 August 1969 at 1600 h CDT 
and those hindcast by the Significant Wave and Wave Spec- 
trum methods with the Envelope of Spectra added. 

Fig. 14 Tracks of Hurricanes and Tropical Storms in the Vicinity 
of the Hawaiian Islands for the period 1950-1974 [from 
National Weather Service of NCAA] 

Fig. 15 Hurricane Wind and Wave Field Model for use with Fig. 14 
hence it should be to same scale as Fig. 14. Place on 
Fig. 14 to obtain wind-wave field in area selected. 

Fig. 8 

Fig. 9 

Fig. 10 

Fig. 11 
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0.7 

0.6- 

0.5- 

0.4, 

0.3- 

0.2. 

0.1- 

5 e-5/4(f/f0)" 

f sec 
3 Spectra of Waves Generated in North Sea by Winds offshore Island of 

Sylt, Germany on 15 Sept. 1968 during Joint North Sea Wave Observation 
Project (Barnett, 1972) with the Envelope of Spectra added 
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INDEX 
7   -I 

*(f) 
cm2 sec 

3   - 

(0-F) gF/U* c/U* 

15 - 8 324 0.47 

15 - 13 646 0.63 

15 - 18 1010 0.77 

25 - 8 117 0.38 

25 - 13 215 0.46 

25 - 18 340 0.54 

85 - 8 64 0.34 

85 - 13 107 0.40 

85 - 18    146 0.43 

ENVELOPE OF SPECTRA 

f(c/s) 
Fig. 4 Spectra of Waves Generated in Kyushu University Laboratory by Wind 

(Mitsuyasu, 1968) with Envelope of Spectra added. See "note concern- 
ing Fig. 4" preceding "References". 
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4800r 

4000- 

_ 3000- 

c 
0) 

Q 2000 

1000- 

Measured Spectrum 
Hindcast, present paper 
Hindcast; Cordone & 
Pierson (1975; Fig. 10) 

ENVELOPE   OF   SPECTRA 

Frequency, f (Hz,sec" ) 
Fig. 13 Spectrum of Waves Generated by Hurricane Camille at ODGP-Station 1 (N29-05 

W88-44) on 17 August 1969 at 1600 h CDT and those hindcast by the Significant 
Wave and Wave Spectrum methods with the Envelope of Spectra added. 
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Fig. 7 Ratio of Wind Speed, Ur, at Radial Distance, r, to Speed, %, at Radial Dis- 
tance, R, of Maximum Wind versus r/R with the Coriolis (f) Function, fR/Ujj, 
as a Parameter. For r/R ^ 1 use equation (15) and for r/R 4 1 use Graham and 
Nunn (1972). 



HURRICANE W/W FORECASTING 231 

O 100 
NAUTICAL MILES 

Fig. 8 Wind and Wave Field Predicted for Hurricane Camille (1969) 
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H„ 

1.1 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

fR 
0.02 UR 

0.04 

0.06 

0.1 

0.16 
0.2 
0.3 
0.5 

10 
r/R 

Fig. 9 Ratio of Significant Wave Height, Hr, at Radial Distance, r, from center of a 
stationary hurricane to that, %, at Radial Distance, R, of Maximum Wind Speed 
with Coriolis (f) Function, fR/Up, as a Parameter 
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HURRICANE   STAGE 

 TROPICAL   STORM  STAGE 

    DEPRESSION  STAGE 

0 100 
1 I    I    I ZC 

NAUTICAL MILES 

Fig. 14 Tracks of Hurricanes and Tropical Storms in the Vicinity of the Hawaiian 
Islands for the period 1950-1974 [from National Weather Service of 
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FORWARD   MOTION 

ves (ft) 
Winds (let) 

0 100 
Nautical   Miles 

Fig. 15 Hurricane Wind and Wave Field Model for use with Fig. 14 hence it should 
be to same scale as Fig. 14. Place on Fig. 14 to obtain wind-wave field 
in area selected. 



CHAPTER 14 

OCEAN WAVE STATISTICS FROM FNWC SPECTRAL ANALYSES 

Warren C. Thompson, Professor of Oceanography 
F. Michael Reynolds, Lieutenant, U. S. Navy 

Department of Oceanography, Naval Postgraduate School 
Monterey, California 93940 

ABSTRACT 

Climatological wave data that may be shoaled and refracted 
from a deep-water wave station can be compiled in two forms from 
spectral ocean wave analyses produced by the Fleet Numerical 
Weather Central at Monterey, California:  (1)  significant wave 
statistics, which are similar to statistical tables currently in 
use, and (2) spectral element statistics, which give the frequen- 
cy of occurrence of energy densities contained in a matrix of 15 
frequency bands and 12 direction bands.  Experimental formats of 
both types of statistical compilations are presented, their pro- 
perties are examined, and the coastal engineering applications 
of these statistics are discussed. 

BACKGROUND 

For certain purposes coastal engineers require frequency-of- 
occurrence statistics on ocean waves compiled for a selected deep- 
water wave station located offshore from the coastal sector of 
interest.  These wave climatology tables characteristically give 
the statistical frequency with which height-period-direction 
(H-T-i|i) data elements occur per average month or average year. 
They are of particular value in beach erosion studies because of 
the fact that the H-T-ifi elements can be shoaled and refracted from 
deep water to any location in intermediate or shallow depths up to 
the breaker point.  The gradient of the statistical wave field in 
deep water is generally sufficiently small along the coast that 
wave statistics prepared for a given deep-water wave station may 
be carried into shoal water depths for many miles in either direc- 
tion from the station. 

Frequency-of-occurrence statistics are derived from synoptic 
weather maps by the wave-hindcast method.  Heretofore, the analy- 
sis of weather maps for wave generation parameters (wind velocity, 
fetch, and wind duration) has been performed manually.  Because 
of the large amount of labor involved, climatological data of this 
type are not available for most coasts of the open oceans.  Sta- 
tistical tables have been compiled by the hindcast method for the 
Atlantic, Gulf, and Pacific coasts of the United States, however, 
and these have had wide use (tables currently in use were prepared 
by Saville, 1954; Newmann and James, 1955; Bretschneider and Gaul, 
1956; Marine Advisers, 1961, and National Marine Consultants, 1960, 
1961).  The effort involved in making manual hindcasts has also 
limited these compilations to three years of weather maps.  The 
yearly variability of the statistical wave field at a given open 
ocean wave station in middle and higher latitudes is known to be 

238 
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appreciable; accordingly, a three-year data base for long-term 
average statistics must be considered minimal. 

In December 1974 the Fleet Numerical Weather Central (FNWC) 
of the United States Navy at Monterey, California put into routine 
operation a spectral ocean wave computer model that produces "real- 
time" computations, termed analyses, of the deep-water wave field 
in spectral form 12-hourly for a grid-point field covering the 
major oceans of the Northern Hemisphere (waves are not computed 
for the Southern Hemisphere).  The wave field is computed in 3- 
hour time steps from the surface wind field, which in turn is 
derived from the observed sea-level pressure field.  The grid-point 
spacing is approximately 150 nautical miles.  Details concerning 
the FNWC Spectral Ocean Wave Model, including comparisons between 
FNWC wave computations and open-ocean observations, are given by 
Lazanoff and Stevenson (1975). 

In addition to issuing daily wave analyses and forecasts, FNWC 
has begun running historical weather maps through their spectral 
wave program and is in the process of storing the 6-hourly wave 
field for the Northern Hemisphere oceans on magneti c-tapes.  Pres- 
ent plans call for the production of 20 years of 6-hourly analyses 
for the period 1955-1974.  When the project is completed, which 
will require many months, the archived wave data will provide the 
potential to extend the present wave statistics coverage geograph- 
ically to most coasts and islands of the open North Pacific, North 
Atlantic, and North Indian Oceans, and to increase the time base 
nearly an order of magnitude as well. 

Wave statistics for coastal engineering use have not previous- 
ly been produced from FNWC spectral wave computations.  In this 
paper,formats for presenting frequency-of-occurrence statistics 
are illustrated and applications of the statistics are discussed. 
Additional information is given by Reynolds (1976). 

DEVELOPMENT OF THE TABLES 

The approach taken by the authors to develop wave-occurrence 
statistics from FNWC spectral analyses was to mock up suitable for- 
mats manually from a short series of FNWC computer printouts for 
a given wave station.  This permitted experimentation with the for- 
mat design, including the selection of suitable scales. The wave 
station chosen is a FNWC grid point located at latitude 50.9°N and 
longitude 145.6°W near Ocean Weather Station Papa in the open Gulf 
of Alaska (a deep-water site along an open ocean coast could have 
been chosen).  A summer month and a winter month, August 1974 and 
February 1975, were selected for extremes in seasonal wave activ- 
ity and with the expectation of a dominance of swell during one 
month and sea in the other. The statistical tables for February 
only are presented here.  The equivalent tables for August can be 
found in Reynolds (1976).  It may be noted that the August wave 
statistics reveal much lower wave activity, shorter wave periods, 
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and a higher incidence of swell versus sea than occurred in Feb- 
ruary.  Because of missing synoptic analyses, the data for Febru- 
ary that are shown in the tables were drawn from 45 12-hourly 
computer printouts totalling 22% days of time. 

SYNOPTIC SOURCE DATA 

Familiarity with the FNWC wave analysis printout is required 
for a full understanding of the design and characteristics of the 
tables presented herein. A sample printout for the selected wave 
station for 00Z on 31 August 1974 is shown in Table 1. 

The 15 wave-frequency values shown across the top of the print- 
out (Item 1) each represent the central frequency of a given FNWC 
frequency band.  The central frequencies are seen to cover a period 
range from 6.1 seconds (0.164 Hz) to 25.7 seconds (0.039 Hz).  The 
limits and width of each frequency band are given in Table 2.  The 
12 wave-direction values shown in the right-hand column in degrees 
(Item 2) and in the left-hand column in coded form (Item 3) each 
represent the central direction of a 30° directional band.  The 
geographical directions are seen to be irregular.  They vary from 
grid point to grid point because of the global map projection used 
by FNWC (Lazanoff and Stevenson, 1975). 

The block of 180 numbers forming the body of the table (Item 4) 
constitutes the frequency-direction (f-t|)) spectrum of the wave 
field.  Each number represents the wave energy density, expressed 
as variance (ft2), contained in the frequency and direction bands 
indicated.  The sums of the col umns (I tern 5) represent the wave 
energy contained in the 15 frequency bands irrespective of wave 
direction and constitute the familiar f-spectrum.  The sums of 
the rows (Item 6) give the wave energy contained in the 12 direc- 
tion bands irrespective of wave frequency, and collectively repre- 
sent the less familiar ^-spectrum. 

The sums of the component variance values contained in the 
f-iji spectrum, the f-spectrum, and the ip-spectrum (Items 4, 5, and 
6) are identical, and for the waves being considered are seen to 
total 3.145 ft2 (Item 7).  It is of interest to note that two 
well-defined wave trains from different sources are revealed in 
the printout.  The larger set is a swell train with a dominant 
period of about 15.0 seconds (0.067 Hz band) and a dominant direc- 
tion from the West (259° band); the other set is sea of about 9.7 
second period (0.103 Hz) from the South (199°). 

At this point, some comment is needed regarding the wave fre- 
quency bands (Item 1) represented in the printout.  The 15 bands 
have been carefully selected by FNWC to minimize computing time 
and yet cover the full frequency range for ordinary gravity waves 
with suitable bandwidths.  It may be noted in Table 2 that the 
bands below a frequency of 0.080 Hz are of constant width (0.0055 
Hz), but that at higher frequencies the bandwidth has been widened 
by multiples of 2, 3, 4, and 18.  A consequence of this design is 



FNWC SPECTRAL ANALYSIS 241 

that in order to properly compare the magnitude of two energy 
density values, the values must be adjusted to a common frequency 
bandwidth.  Choosing the common or standard bandwidth to be Af = 
0.0055 Hz, this can be done by multiplying the energy density 
values in the printout by the appropriate energy density factors 
listed in Column 4 of the table.  By way of example, the second- 
ary peak of the f-spectrum (Item 5 of Table 1) appears to lie at 
a frequency of about 0.133 Hz, whereas this maximum actually lies 
at about 0.103 Hz {the  primary peak of the f-spectrum lies at 
about 0.067 Hz).  The energy content of these two frequency bands 
are seen from the printout to have values of 0.41 ft2 per Af = 
0.0165 Hz (from Table 2) and 0.33 ft2 per Af = 0.0110 Hz, or 
about 0.14 ft2 and 0.16 ft2 respectively, when adjusted to the 
common bandwidth of Af = 0.0055 Hz,  The component variance values 
of the f-\|) spectrum (Item 4) must be similarly adjusted for direct 
comparison of their energy contents. 

It should be further noted that if the variance values compos- 
ing the f-spectrum shown in the printout (Item 5) were plotted on 
a linear frequency scale, the resulting graph would be exaggerated 
at the high-frequency end of the spectrum because of the choice of 
variable frequency bandwidths.  Nevertheless, the sum of these 
variance values, 3.145 ft2, correctly represents the total energy 
content computed for the waves present.  For a correct graphical 
representation of the frequency spectrum (to the accuracy permitted 
by the widths of the frequency bands), the variance values must 
first be adjusted to a common frequency bandwidth through use of 
the energy density factors.  No such difficulty arises with the 
ifj-spectrum because of the use of equal directional bandwidths. 

The FNWC decision to represent the frequency spectrum by unequal 
bandwidths affects the way in which statistical tables may be 
formatted and the statistics compiled, and requires care by the 
user in order to assure correct interpretation of the data.  This 
is commented upon further in the discussion of the individual 
tables. 

Returning to the spectral printout in Table 1, the waves com- 
puted to be present at the station at the designated time are seen 
to be described in considerable detail by 180 AV-Af-Aijj elements, 
each being a component, AV, of the total variance of the wave 
field (V) contained in a specific frequency band, Af, and direc- 
tion band, AI|J.  These wave data are referred to herein as 
spectral element data.  The wave information in the printout may 
also be summarized by designating the significant height, flw3, 
the period of maximum energy density, T y, and the 
direction of maximum energy density, ^J^Z.     For the! wave field 
shown in„the printout, H,n = 6.8 feet  (H,,, = 4V^ where V = 
3.145 ft^), T   lies in 'the frequency  Ui  band centered at 
15.0 seconds   (or 0.67 Hz), and \ji   lies in the direction band 
centered at 259 degrees.  Thus, the  wave field can be described 
in a gross way by a single fi, /o-T_, -<|Jm,  data unit.  Wave data 
in this form will be       :/ referred to as 
si gnifi cant wave data. 
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It is evident that wave statistics derived from a time series 
of FNWC spectral analyses may be compiled as (1) significant wave 
statistics, consisting of one fl, 7o-T Y-<l'm, data unit per FNWC 
analysis, and as (2) spectral w ax max element statistics, 
composed of 180 AV-Af-Aijj data units per FNWC analysis (or fewer 
than 180 units when variance values of 0.00 ft^ are excluded 
from the statistical tabulation).  Example formats of each are 
given in the following sections. 

In the statistical tables and the discussion herein, wave fre- 
quency and wave period are used interchangeably, in a reciprocal 
sense, according to convention; frequency is used when reference 
is made to the FNWC spectral model and period when operational 
wave products are of interest. 

SIGNIFICANT WAVE TABLE 

The significant wave statistics compiled for the selected 
station for February 1975 from FNWC spectral wave analyses are 
presented in Table 4.  Because of the sparcity of the data in 
the individual direction bands, the entries for all 12 directions 
have been combined into a single table for illustration purposes 
in this paper; tables intended for practical use would display 
each direction component separately.  The values in the table re- 
present the number of 12-hourly synoptic analyses occurring 
during the 22^ day data period.  The height scale, coded for 
brevity (code given in Table 3), is linear with an increment of 
2 feet.  Regarding the period scale, wave occurrences were com- 
piled from the printouts by the FNWC frequency bands shown in 
Table 2, but for purposes of convention each column of Table 4 
is labelled for the period equivalent to the central frequency 
of each FNWC frequency band.  The equivalent period bandwidths 
are seen from Table 2 to be variable and to lie mostly in the 
range of 1 to 2 seconds. 

The design of Table 4, except for the use of frequency as 
a base instead of period, is essentially identical to existing 
frequency-of-occurrence tables, but with one important excep- 
tion.  In compiling wave statistics derived from the manual 
analysis of weather maps, wherein wave trains generated in in- 
dividual wind areas are computed and propagated separately, it 
has been the general practice to record each set of waves as 
an independent occurrence whenever two or more trains are pres- 
ent simultaneously at the wave station.  This results in tables 
containing more hours of wave occurrence in a month than actual- 
ly occurs, particularly when separate tables for sea and swell 
are compiled.  This presents the user with the problem of how to 
adjust the data to 100% occurrence.  In addition, higher wave 
heights must occur in nature than these tables generally indi- 
cate because multiple wave trains are a common occurrence at open 
ocean wave stations. In the FNWC Spectral Ocean Wave Model, the 
growth of sea and the propagation of swell are complexly inter- 
related and individual wave trains are not differentiated in the 
f-ijj spectrum.  Accordingly, the statistics compiled from the 
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FNWC spectral analyses reflect wave heights associated with the 
statistical occurrence of multiple wave trains, and the super- 
occurrence problem does not exist. 

In using significant wave tables compiled from FNWC spectral 
analyses, it may be desirable for some purposes to distinguish 
swell from sea and to estimate the relative age of the swell, 
i.e., whether it has travelled over a short, moderate, or long 
decay distance.  Because swell steepness diminishes with increas- 
ing travel distance from the generating area, some measure of 
the steepness of the wave field, y , can be used for this purpose. 
In this study, y  is defined in terms of H, ,, and T   by analogy 
to monochromatic waves as shown in Table 5.' The     relationship 
selected between wave age and y is given in the lower part of 
the table.  Thus, young swell has a statistical steepness in the 
range of about 1/40 and 1/100, has travelled 0 to 250 nautical 
miles from the location where it was generated, and has been re- 
duced in significant height by a factor of 1.0 to 0.5.  It may 
be observed that because significant wave tables are a matrix of 
values of FL/3 and T  , they are also tables of y and accord- 
ingly of wave age.    This permits wave-age boundaries to be 
superimposed, as in Table 4. 

It may be recalled that the term "wave age" was introduced 
by Sverdrup and Munk (1947) to describe the growth stages of sea 
during wave generation.  They defined it as the ratio of wave 
speed to surface wind speed, C/U, and related it to wave steep- 
ness.  In extending use of the term to swell, which has consider- 
able practical merit, wave age is defined differently than for 
sea but remains related to the steepness of the wave field. 

The zone labelled "sea" in Table 4 contains all synoptic oc- 
currences where sea is the dominant component of the wave field 
present, regardless of the wind speed generating the sea or of 
its stage of growth.  The zone is seen to have a cutoff such 
that wave heights greater than a certain value do not occur for 
a given period.  Young seas, because they are of maximum steep- 
ness, should lie along this data envelope, whereas fully arisen 
seas should fall near the inner margin adjacent to the zone 
labelled "young swell".  A well-defined data cutoff should be 
expected whenever a significant number of synoptic entries repre- 
sent seas, but may not be evident in statistics where swell is 
domi nant. 

SPECTRAL ELEMENT TABLES 

Spectral element statistics compiled for the selected station 
for February 1975 from FNWC synoptic wave analyses are shown in 
Table 6.  The entries in the table were read directly from the 
180 component variance values contained in each of the 45 12- 
hourly printouts available for the month (eg., Item 4 of Table 1). 
The entries for all 12 direction bands have been combined into a 
single table for purposes of comparison with Table 4. 
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Table 6 is identical to Table 4 with respect to the period 
scale and the manner of representing frequency of occurrence 
(i.e., by the number of 12-hourly analyses); however, the signi- 
ficant-height scale is replaced by a variance scale chosen to 
give a reasonable spread to the data. The variance scale is 
coded (Table 3) to simplify the table, pit should be noted that 
the units of variance in Table 6 are ft /FNWC frequency band- 
wi dth. 

Tables 6 and 4 were derived from the same FNWC printouts and 
the total energy content represented by their entries is identi- 
cal.  Nevertheless, there are no values common to both distribu- 
tions, and consequently, there are no means by which the data in 
the two tables can be equated numerically.  Neither can one 
table be derived from the other.  These circumstances arise from 
the fact that although the energy in the waves at a given place 
and time can be separated analytically into spectral components 
and can subsequently be reconstituted to yield a significant wave 
height representing that sea surface, the same spectral components 
when distributed in a statistical table with components from 
other synoptic analyses can no longer be identified and re- 
assembled to produce the significant height. 

A comparison of these two tables offers some interesting con- 
trasts, however, and gives some feeling for the coarseness of 
significant wave data as a descriptor of ocean wave climatology. 
The spectral element table contains some fifty times more 
data than the significant height table; specifically, 2126 
variance entries (> 0 ft2) versus 45 height entries. The variance 
entries are distributed in a wider range of period bands, from 
6.1 to 25.7 seconds versus 9.7 to 18.0 seconds, and extend into 
what are ordinarily considered very long periods.  Further, the 
entry of maximum energy is centered in the 20.0 second band for 
the spectral element statistics versus the 16.4 second band for 
the significant wave statistics.  It should additionally be noted 
that the wave activity in February 1975 was appreciable; this is 
indicated in Table 4 by the small number of occurrences of waves 
under 10 feet (Code 05 and under), but is not apparent in Table 6 
where most of the entries are in the lowest energy categories. 

A peculiarity of Table 6 is that a given energy category or 
code number does not represent the same energy density for all 
frequency bands. This is due to the variable widths of the FNWC 
frequency bands.  For example, Code 03 represents an energy level 
of 0.50-0.74?ft

2/0.0055 Hz bandwidth in the 12.0 second band but 
0.50-0.74 ftVO.0110 Hz bandwidth in the adjacent 10.9 second 
band, giving the 10.9 second band about half the energy density 
of the 12.0 second band. Accordingly, energy density values 
cannot readily be compared across the table.  This circumstance 
woul d compl icatethe use of this type of table and would likely 
result in incorrect interpretation of the statistics. 

This difficulty may be avoided by reducing the component 
variance values to the standard frequency bandwidth, if = 0.0055 
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Hz, through multiplication by the energy density factors given 
in Table 2.  This operation may be applied either to the 180 
variance values in each FNWC printout, or with a slight reduction 
in statistical accuracy to the statistics compiled directly from 
these values.  Table 7 was derived from Table 6 by the latter 2 

method.  The variance scale of Table 7 thus has the units of ft / 
0.0055 Hz standard bandwidth for all periods in the table. 

Table 7 has the desirable quality that a given energy code 
number represents the same energy level for all frequency bands. 
On the other hand, the table contains less total energy than 
Table 6.  This is due to the fact that in adjusting the energy 
of the FNWC frequency bands to the standard bandwidth in the 
periods from 6.1 to 10.9 seconds, segments of the frequency spec- 
trum lying outside the 0.0055 Hz bandwidth centered about each 
period are in effect excluded. 

A feature of the spectral element tables of particular in- 
terest that is best seen in Table 7 is the well-defined energy 
cutoff extending diagonally across the table.  The cutoff repre- 
sents the energy-saturated frequencies of sea spectra associated 
with the strongest winds occurring during the month.  The cause 
and nature of the cutoff can be more readily visualized from 
consideration of Table 8 which shows the spectral entries such 
as might be extracted from a single FNWC printout for a fully 
arisen sea of 50 knots (in the absence of swell). The entries 
in this table show the energy density per 0.0055 Hz and 30° band- 
widths (as in Table 7) for the condition in which the mean wind 
direction coincides with the center of the direction band (this 
condition gives the maximum variance values possible for the 
50-knot sea).  The reader may recognize this distribution as a 
frequency spectrum graph in tabular form that has been rotated 
180° about both the energy density and frequency axes.  If one 
now imagines a graph of nested frequency spectra for fully arisen 
seas generated over a range of wind speeds, the spectra are seen 
in the higher frequencies to occupy a relatively narrow band on 
the graph, with the outermost spectrum being associated with 
the strongest wind and representing the energy cutoff in the 
equivalent statistical tables.  If non-fully developed spectra 
for the same wind speeds are added to the imagined graph, the 
unsaturated portions of each will lie inside this band, as will 
also the saturated low-frequency tails of fully arisen spectra 
associated with weaker winds. 

It is evident from these considerations that the entries in 
Table 7 lying inside the cutoff zone may represent (1) saturated 
frequency components associated with fully arisen seas produced 
by weaker winds, (2) unsaturated components of seas produced by 
strong or weak winds, or (3) swell.  There is no way to associate 
these entries with sea or swell however, whether or not this 
might be desired for practical purposes. All that can be said 
in this vein is that the entries lying in a band along the data 
envelope clearly represent dominantly sea.  It should be 
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mentioned here that the energy cutoff in Table 7 is not fully 
analogous to the height cutoff in Table 4; occurrence entries 
representing sea may be found anywhere inside the data 
envelope of Table 7 but lie only in the zone labelled "sea" 
in Table 4. 

The wave statistics for February are presented in still an- 
other form in Figure 1. This figure was constructed by cumulat- 
ing the occurrences in Table 7 from high to low energy density 
within each period band (cumulative table not shown), and 
plotting the cumulated values against the period. The curves in 
the graph are isopleths of energy density coded according to 
Table 3.  Figure 1 combines the advantage of Table 6 in that the 
total energy represented is correct, and Table 7 in which the 
energy densities are referenced to the standard 0.0055 Hz band- 
width.  This graphical presentation gives the user a distinctly 
better visual impression of the statistical distribution than 
do the two tables; however tables directly provide the numerical 
values a user needs. 

Figure 1 is of particular interest not so much as a format 
in which spectral element statistics may be presented but because 
of the possibility which it suggests for describing climatologi- 
cal wave data by a mathematical function, at least for some ocean 
regions and seasons.  The energy-occurrence curves in the figure 
are seen to resemble nested wave frequency spectra for fully 
arisen seas associated with a range of wind speeds, with the 
dashed curve being the counterpart of the T   curve for the 
spectra.  The fact that the pattern of this   small-sample dis- 
tribution is so well defined suggests that the long-term average 
pattern for February is similar at this station.  It may be 
expected, on the basis of continuity, that similar wave climatology 
patterns occur in adjacent months and over adjacent regions of 
the North Pacific Ocean; accordingly, it seems possible that all 
of these distributions might be described by a function having 
variable coefficients that provide for seasonal and geographical 
gradients.  From a practical standpoint, the availability of 
wave climatology models for ocean regions would greatly improve 
data packaging, allow greater versatility in data manipulation, 
and improve the prediction of infrequently occurring wave condi- 
tions. 

Consideration of the spectral characteristics of sea and swell 
further suggests that in ocean regions and seasons where swell is 
dominant, the wave climatology may not be amenable to mathematical 
description.  A graph similar to Figure 1 prepared for August (not 
shown) when the swell-to-sea ratio is substantially higher at the 
selected station is inconclusive on this point because of the low 
frequency of wave occurrence in that month.  It should be recalled 
that Figure 1 is a data composite of all 12 direction bands.  If 
long-term average statistics for February were displayed for each 
direction band, it is reasonable to expect that a pattern similar 
to that in the figure would appear for all or some of the component 
di rections. 
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USES OF THE STATISTICS 

Significant wave statistics tables derived from FNWC spectral 
analyses are similar in construction to climatology tables current- 
ly in use, except for tabulation of the wave data by variable 
period increments.  This design feature may appear untidy but 
should not restrict the uses of the statistics. 

The coastal engineering applications which would be made of 
these tables appear to be identical to those of existing wave cli- 
matology tables.  Reasons for favoring use of the FNWC-derived 
significant wave statistics, however, are that they are free of 
the familiar super-occurrence problem in which tables contain more 
total hours of wave occurrence than actually occurs, and that they 
take into account simultaneous occurrence of wave trains arriving 
at a wave station and therefore contain higher wave heights. 

With regard to spectral element statistics, there are con- 
siderable uncertainties concerning their uses and apparently no 
experience available to provide guidance. The following comments 
are therefore limited to the more obvious things that can and 
cannot be done with these statistics. 

The AV-Af-Aiji values composing spectral element tables compiled 
for a deep-water wave station can be shoaled and refracted in the 
same manner as the spectrum of a given set of waves (described by 
Pierson, Neumann, and James, 1955); thus, the spectral element cli- 
matology can be determined for a selected shoal-water site (except 
near the surf zone since the breaker height cannot be identified 
in the spectral statistics).  These statistics cannot be converted 
into wave height statistics, however, and so cannot be used to 
compute design wave heights, wave forces, breaker-height statistics, 
or 1ittoral-drift rates by current methodology; these quantities 
must still be calculated using the more gross significant wave 
stati sties. 

The principal uses for wave statistics in spectral element 
form, both in coastal waters and the open ocean, appear to lie in 
the realm of resonant reaction of structures to waves.  Practical 
applications can readily be visualized involving piling platforms, 
spar platforms, tethered breakwaters, floating causeways, surface 
vessels, and surface-effects craft.  The nature of the transform 
from spectral wave information to structures response and how the 
transform can be applied quantitatively appear to be little under- 
stood, however. 

Although specific uses for spectral element climatology are 
not now developed, the marked differences which these statistics 
display from the significant wave statistics derived from the 
same synoptic source data, along with the possibility of modelling 
these spectral distributions mathematically, compels further 
attention to these data. 
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Table 3:  CODE FOR EXPRESSING SIGNIFICANT WAVE HEIGHT AND 
SPECTRAL ENERGY DENSITY IN THE CLIMATOLOGY TABLES 

Significant wave table 

Code ni/3 (ft) 

01 0.0 - 1.9 

02 2.0 - 3.9 
03 4.0 - 5.9 

04 6.0 - 7.9 

05 8.0 - 9.9 

06 10.0 - 11.9 

07 12.0 - 13.9 
08 14.0 - 15.9 
09 16.0 - 17.9 
10 18.0 - 19.9 

11 20.0 - 21 .9 

12 22.0 - 23.9 
13 24.0 - 25.9 
14 26.0 - 27.9 
15 28.0 - 29.9 
16 30.0 - 31 .9 

17 32.0 - 33.9 
18 34.0 - 35.9 
19 36.0 - 37.9 
20 38.0 - 39.9 
21 40.0 - 41.9 
22 42.0 - 43.9 

Spectral element tables 

Code AV (ft; l) 
01 0.01 - 0.24 
02 0.25 - 0.49 
03 0.50 - 0.74 
04 0.75 - 0.99 
05 1.00 - 1 .24 

06 1 .25 - 1.49 
07 1.50 - 1.74 

08 1.75 - 1 .99 

09 2.00 - 2.49 
10 2.50 - 2.99 
11 3.00 - 3.49 
12 3.50 - 3.99 
13 4.00 - 4.49 
14 4.50 - 4.99 
15 5.00 - 5.49 
16 5.50 - 5.99 

17 6.00 - 6.49 
18 6.50 - 6.99 
19 7.00 - 7.49 
20 7.50 - 7.99 

21 8.00 - 8.49 
22 8.50 - 8.99 
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TABLE 4: SIGNIFICANT WAVE STATISTICS 
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Table 5:  DEFINITIONS OF WAVE STEEPNESS AND WAVE AGE 
(Applicable to deep water only) 

WAVE STEEPNESS, y 

Monochromatic waves 

Y     -   H   _  ._ H .     _    H 
m       L      _fl_ T2  "   r   1?  72 L  =  wave  length 

2TT 

H = wave height 

L = wave length 

T = wave period 

Spectrum waves 

Bln       Fln/o      Rn/o = significant 
Yc = -TT^.  =  •_. „      '   wave height 

max 
-2- T2    5 1 2 T2 
2ir max   '   max     Tm3v = period of max 

WAVE AGE (in terms of y. 
energy density 

Significant 
height 

reduction* 
(HD/HF) 

Decay 
di stance* 

Wave age Ys (naut mi) 

Sea 
1/40 1 .00 0 

Young swell 
1/100 0.50 250 

Moderate swe 11 
1/250 0.25 1600 

Old swell 

He = sea height in the generating area 

Hn = swell height at decay distance D 

Approximate values for swell generated in an average 
extratropical cyclonic storm from the SMB wave fore- 
casting graphs (Bretschneider, 1958). 



254 COASTAL ENGINEERING-1976 

ALL I 

6.1 

DIREC 

6.5 

rrior* 

7.5 

JS 

8.6 
CElv 
9.7 

ITRA 
10.9 

L PE 
12.0 

RIOD 
12.9 

(SE 
13.8 

DONC 
15.0 

)S) 
16.4 

F 

18.0 

:EBR 

20.0 

UARY 

22.5 

1975 

25.7 

01 142 135 122 123 123 153 143 158 129 108 76 60 37 11 13 
02 141 115 137 40 41 33 39 37 29 27 17 12 2 1 

03 1 65 49 33 30 17 17 16 9 9 8 1 1 

04 65 51 18 19 16 7 7 6 3 1 1 

S   05 2 29 19 20 13 13 9 6 1 1 

8   06 20 9 8 7 4 4 

S   07 x 18 4 8 4 2 1 

Q   08 16 3 6 3 2 

|   09 1 3 3 4 1 1 3 

3   10 
CO 5 2 

2 11 6 3 

£   12 5 1 1 

i„ 1 2 1 

Si 14 

5   1* 1 1 

5    16 1 

fr  17 

S    18 
w   19 1 

20 

21 1 

22 

TABLE 6: SPECTRAL ELEMENT STATISTICS 
ENERGY DENSITY (CODED) PER FNWC FREQUENCY BANDWIDTH 

AND 30 DIRECTION BANDWIDTH 
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*IOD 
12.9 

(SE( 
13.8 
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15.0 

>S) 
16.4 

F 

18.0 

EBRl 

20.0 

JARY 

22.5 

1975 

25.7 

01 283 250 260 228 164 186 143 158 129 108 76 60 37 11 13 

02 67 100 51 39 37 29 27 17 12 2 1 

03 29 39 30 17 17 16 9 9 8 1 1 

04 34 19 16 7 7 6 3 1 1 

05 20 13 13 9 6 1 1 

06 9 8 7 4 4 

07 4 8 4 2 1 

08 3 6 3 2 

09 3 3 4 1 1 3 

10 5 2 

11 6 3 

12 5 1 

13 1 2 1 

14 

15 1 1 

16 1 

17 

18 

19 1 

20 

21 1 

22 

TABLE 7: SPECTRAL ELEMENT STATISTICS 
ENERGY DENSITY (CODED) PER 0.0055 Hz STANDARD FREQUENCY BANDWIDTH 

AND 30° DIRECTION BANDWIDTH 
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ALL DIRECTIONS FEBRUARY 1975 
CENTRAL PERIOD   (SECONDS) 

6.1    6.5    7.5   8.6   9.7   10.9 12.0 12.9 13.8 15.0 16.4 18.0 20.0 22.5 25.7 

01 1 1 

02 1 

03 1 

04 1 

05 

06 

07 1 1 

08 

09 1 

10 

11 1 

12 1 

13 

14 1 

15 1 

16 

17 1 

18 

19 1 1 

20 

21 

22 

TABLE 8: SPECTRAL ENTRIES FOR A 50-KNOT FULLY ARISEN SEA 
FOR A GIVEN LOCATION AND SYNOPTIC TIME 

0.0055 Hz AND 30° BANDWIDTHS 
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FIGURE 1: CUMULATIVE SPECTRAL ELEMENT STATISTICS 
CURVES ARE ENERGY DENSITY (CODED) PER 0.0055 Hz BANDWIDTH 

AND 30 DIRECTION BANDWIDTH 



CHAPTER 15 

Application of Fetch Area Method in 
Monsoon Wave Hindcasting 

1 2 Nai-Kuang Liang , Shih-Tsan Tang 
and Ben-Juen Lee 

The Fetch Area Method ( FAM ) derived from Elementary Wave Model is used to 
analyze the winter monsoon wave of Taichung Harbour.  The empirical wind-wave 
energy transfer coefficient f determined by FAM for this area is 7.25 x 10~ 
A relationship between g T , /2TTU and g t'/u is also found, where U is the average 
wind speed and t* the duration. A comparision of the wave hindcasting of FAM has 
shown that the latter is better than the former, and the former is valid only as 
the wind velocity increases, once the wind decreases the SMB Method is no more valid. 

INTRODUCTION 

The Fetch Area Method based on Elementary Wave Model ( Liang 1973a, 1973b ) 
is applicable to the wave forecasting or-hindcasting, in which the influence of 
the whole wind field is considered. 

The limited water field and the continental shelf of Taiwan Straits make us 
believe that the wave generated in this area should be different from that of the 
open sea like Pacific Ocean ( Fig. 1 ). There are some coastal stations in Taiwan 
where both wind and wave data are available. Among them, we are most satisfied 
with the completeness and perfectness of the data in the vicinity of Taichung Harbour. 
The hindcast work of this paper has been made on the basis of the data on the point 
observation of Taichung Harbour and the weather maps analyzed by Central Weather 
Bureau.  In this paper we analyzed the wave and wind data according to the Elementary 
Wave Model to determine the empirical coefficient Sj and the relationship of T , , 
the average wind speed of influencing area U and the duration t' adapted for Taichung 
Harbour, Using this coefficient and the relationship, one can hindcast or forecast 
the monsoon waves of this area. 

T~.    Associate professor, Institute of Oceanography, National Taiwan University, 
Taipei, Taiwan, Rep. of China. 

2. Former research assistant, Institute of Oceanography, National Taiwan 
University, Taipei, Taiwan, Rep. of China. 

3. Meteorologist, Central Weather Bureau, Taipei, Taiwan, Rep. of China. 
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BASIC THEORY 

According to the Elementary Wave Model ( Liang 1973b, 1975 ) and some modifi- 
cations, the wave energy at the observation point 0 ( Fig. 2 ) is as follows: 

E = -V   / X f (  r,9   ) U2  (  r,6   ) cos20(  r,6   )]   exp (  - ^ 
" G    r e y U2 

where G   is the  equivalent group velocity and difined as 

r  )   drdO 

,Cl(e> <to 

(l) 

(2) 

dA=rdedr 

reference direction 

observation station 

Fig.2 The coordinate system of the wind field. 
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in which 3t(o) is the wave spcetrum. f is a parameter which characterizes the energy 
transfer from wind to wave. U ( m/s ) is the wind velocity at 10m above sea level, 
cos g is the angular-spreading function which is verified by an experiment ( Liang 
1973a,b ).  exp ( -  '~ r ) is an e-exponential decay term, which is determined by 

U 
the 100% developed seas after C. L. Bretschneider, i. e., 

-E- = 600,000. (3) 
U 

600,000 TI2   600 „2 ., - ,,,. r = U =  U (km) (4; 

It is then supposed that the elementary wave energy at the end of the fetch of 
this 100% developed seas is decayed to 1/100 of the original amount, as it propagates 
to the observation point 0, 

(5) 

(6) 

From eq.(4) a x  u,"g (7) 
U 

For simplicity, we take 

^1/3 2 — - -•• • , E.. ,, = H     , Instead of G   and E and assume £  is a 

100 

dr = 4.605 

) a 
-• 

0.08 

u2 

ul/3 kT~ •  *H2 ' " 1/3 
constant,   then we have 

H1/3
2 =^-?{o  U2 (   r,9   )  cos2 (e   (  r,e   ))  exp (     "°^°8    r  )   drd6   (8) 

or, f = Hi  (9) 
2/ (IT G..,, ) J" S  U2( r,6 ) cos2 (p ( r,9 )} exp ( ^^- r > drde 

1/J  r 9 IT 

ESTIMATION OF WIND FIELD AND DETERMINATION 
OF INFLUENCING WIND FIELD 

The preliminary data for wave forecasting or hindcasting is the information of 
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wind field over sea areas. Unfortunately, there are few wind data available in 
these areas and it is believed that there are still some difficulties to determine 
the wind field over the ocean ( Bunting, 1970 ). Hence, we have made some objective 
judgement of the wind field over these sea areas. Estimates of wind field over sea 
areas are made on the basis of the isobaric pattern of synoptic weather charts and 
the wind data of nearby meteorological stations. The sea areas can be roughly divided 
into two regions, i.e., the region to the north of Pengchiayu and the region in the 
Taiwan Straits.  Since the region to the north of Pengchiayu belongs to an open sea 
where the isobaric pattern is less influenced than that in the Taiwan Straits, the 
wind field in this area is estimated from the calculated wind speed and the wind data 
of the nearby stations. 

The calculated wind speed is obtained from the geostrophic balance equation 

UK =  1  ^P (10) ug   faf An 
and some corrections with geostrophic surface-wind relationship given by 

U = aUg + b (11) 

where a = 0.54 and b = 2.5 ( Hasse and Wagner, 1970 ) 

In the region of Taiwan Straits the isobaric lines are greatly curved and the 
presure gradient is too great to be determined precisely from the weather chart. 
However the wind was observed offshore of Taichung Harbour at 2 hour interval. Hence, 
the observed wind data at this area will be used to represent the wind field over the 
Straits. 

The 6-hr weather map is always changing, we should assume that the wind is steady 
during the six hour interval.  Since the winter monsoon blows steadily from the north 
or northeast, it's appropriate to say that the wave in the generating area is quasi- 
fully-developed.  It is then assumed that the elementary wave energy propagates at 
the speed of the fully-arisen equivalent group velocity determined by the local wind, 
i.e, 0.5 U after Neumann. The authors use a series of surface synoptic charts to 
determine the influencing wind field.  For example, if we try to hindcast the wave at 
1400Z, Feb. 26, 1974, the weather chart at 1500Z should be checked at first. The 
weather charts are available at 0300Z, 0900Z, 1500Z and 2100Z. Since the weather 
system is assumed unchanged during the 6-hr interval, the wind field is stationary 
from 1200Z to 1800Z. The wind speed of Taichung Harbour at 1500Z Feb. 26, 1974 is 
IL = 17.4 m/s, the first influencing sector has a redius ( Fig.3 ) 

r. = 0.5 x 17.4 xdt 
= 0.5 x 17.4 x 2 x 3600 (m) 
= 0.6 ( lat. ) 

Then we check the former chart ( Fig.4 ) of 0900Z on which the wind speed near 
r  is U  = 11 m/s, Hence, 
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Fig.3 Surface synoptic chart for 1500Z, Feb. 26, 1974 
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Fig.4 Surface synoptic chart for 0900Z, Feb. 26, 1974 
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Fig.5    Surface  synoptic chart  for 0300Z  Feb.   26,  1974 
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Fig.6 Surface synoptic chart for 2100Z Feb. 25, 1974 
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r = 0.5 x 11 x ( .At + At ) 
= 0,5 5 11 I ( 2 -F 6 ) x 3600 (m) 
= 1.4 ( lat. ) 

r' = 0.5 x 11 x At 
= 0.5 x 11 x 2 x 3600 (m) 
= 0.4 ( lat. ) 

Since the wind data to the north of Pengchiayu is not valid for Taiwan Straits 
of which the radius is about 1.0 lat., we should take r' = 1.0 lat. 

In Fig. 5, the weather chart of 0300Z shows the wind speed near r_ is U = 
10 m/s.  Then l l 

r = 0.5 x 10 x ( At    + 2At ) 
= 0.5 x 10 x ( 2 -F 2 x 6 ) x 3600 (m) 
= 2.3 ( lat. ) 

r' = 0.5 x 10 x ( 4t1 + At  ) 
=  0.5 x 10 x ( 2 -F 6 ) x 3600 (m) 
= 1.3 ( lat. ) 

In the weather chart of 2100Z, Feb. 25, 1974 ( Fig. 6 ) the wind speed near 
r  is U, = 11 m/s, therefore 

r = 0.5 x 11 x ( At    + 3At  ) 
= 0.5 x 11 x ( 2 + 3 x 6 ) x 3600 (m) 
= 3.7 ( lat. ) 

r' = 0.5 x 11 x ( At    + 2dt ) 
= 0.5 x 11 x ( 2 -F 2 x 6 ) x 3600 (m) 
= 2.5 ( lat. ) 

EVALUATION OF f  and T., ,- - U - t' - RELATIONSHIP. 

The detail to calculate eq.  (9) is illustrated in Fig. 1,  It consists of 7 
radials from the wave station at intervals of 10 and extending these radials until 
they interesect the shoreline. 
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With the influencing wind field determined we can calculate the integral along 
each radial. All the work is finished by a computer program.  233 data during the 
time from Feb. 7, 1974 till March 15, 1974 are selected to evaluate the £ -value. 
It seems to have no correlation between § and wind speed. 

The average value.of 5 of these 233 cases is 7.24990 x 10 
ation is 2.19916 x 10 . 

its standard deve- 

Two definitions have been made: U is the area average wind speed from_| 

observation point to the sea area where the e-exponential decay term exp ( — r ) = 
U 

0.6 and the duration t' is defined as the time interval between the first and the 
last weather chart we used to evaluate the average wind speed U. A relationship of 
T1 . , U and t* is expressed as a dimensionless phase velocity gT.. ,~ / 2rrU and dimen- 
sionless duration gt'/U on log-log plot ( Fig. 7 ). A linear relationship in log-log 
plot is suggested: 

g T 1/3    _ 
2rrU 

0.00488  ( 
_d .0.4472 (12) 

10 

2K0 

10' 

^JP-' 0.00*8.     MfV"72 

-I 1 '  I • ' I     I I   I  III 

10H 10 
9t'd 

10u 

Fig.   7      Dependence of dimensionless phase velocity on dimensionless duration 
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COMPARISON OF SMB AND FAM 

49 wave data during the time from Oct. 28, 1975 to Nov. 1, 1975 are selected 
to illustrate the comparison of SMB ( U.S. Army, Corps of Engineering ) and FAM 
hindcasting. The FAM hindcasting is finished by a computer. We need only give 
the wind velecties in specified areas at 6-hr interval.  The result is shown in 
Fig. 8. and Fig. 9.  It can be seen clearly that SMB has a little better result 
as the wind velocity increases. Once the wind velocity decreases, SMB is no more 
valid. In general, FAM has a much better hindcasting. The percentage of H., 

ri/3 
"1/3 

Accuracy of hindcasting 

Percent Error   Percentage of H.. ,„ within    Percentage of T , within 
Percent error Percent error 

5 8 
10 22 
15 27 
20 35 
25 47 
30 51 
35 57 
40 63 

39 22 16 
61 33 43 
71 53 63 
88 73 84 
92 82 88 
94 90 96 
98 96 100 
.00 100 100 

CONCLUSION 

SMB is a good method to predict or hindcast waves when the wind is 
increasing. Once the wind decreases, SMB is no more valid, at least 
for limited water field such as Taiwan Straits. 

In general, FAM is much better than SMB, because the former has considered 
the influence of the whole wind field. 

FAM can be used for routine work, such as Fishery Weather Forecasting 
of the Central Weather Bureau, Taiwan, Rep. of China, if one can precisely 
predict the wind in the Taiwan Straits. 
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CHAPTER 16 

CHARACTERISTIC WAVE PERIOD 

By 

M. Manohar (1), I.E. Mobarek (2) & N.A. El Sharaky (3) 

ABSTRACT : The wave period estimates obtained from different procedures 
are not consistant unlike statistical distribution analysis of wave 
heights. Thus not one difinition of wave period is satisfactory for 
engineering analysis of coastal processes. 

There are at least 10 different measures of wave periods including the 
zero up-crossing period, the average wave period, significant height 
period and peak of the energy density spectrum period. 

For Lhe analysis of periods, 20 min. records were obtained from offshore 
pressure recorders.  Summer and winter records were analysed separately. 

In the analysis, zero up-crossing period and average period were taken 
as reference periods. There were significant differences between the 
wave periods and they were found to depend also on the spectral width 
parameter. 

Finally comparison was made between the energy flux obtained under the 
spectral diagrams and energy flux obtained using various wave periods 
and heights. 

Study shows that if the total energy flux is desired, then the most appro- 
priate values to be used are the root mean square wave height and period 
corresponding to that wave height. Use of significant wave height, along 
with zero up-crossing period gives higher values. 

INTRODUCTION : Ocean waves are extremely complex in character. The 
period, celerity, wave length and wave height are irregular. Though 
individual wave heights vary considerably, they are easier to define 
statistically and the expected wave heights can be predicted reasonably. 
Such consistancy does not, however, occur with wave periods and there- 
fore, not one definition of wave period is sufficient in wave analysis. 

(1) Hydrodynamics Engineer, UNESCO, Coastal Protection Studies, EGY/73/063, 
P.O.Box 946, Alexandria - Egypt. 

(2) Assoc. Professor, Civil Engineering Dept., Cairo University - Cairo, 
Egypt. 

(3) Head, Abuquir Research Station, Academy of Scientific Research & 
Technology, Abuquir - Egypt. 
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There are, at least, 10 measures of wave periods, at present, in use 
namely  (i) average period of all waves called period of wave crests, 
(ii) zero up-crossing period, (iii) average period of one-third the 
highest waves, (iv) average period of one-tenth the highest waves, 
(v) period of root mean square wave height, (vi) average period contained 
in a single wave group, (vii) period of the highest wave, (viii) period 
most prominent in the record, (ix) period corresponding to the peak of 
the energy density spectrum and (x) period of the maximum energy density. 

THEORY : At a given point on the ocean surface, the water surface 
elevation y is a function of time and can be assumed as the sum of 
an infinite number of sinusoidal waves, each with a frequency 

= U-. 
i  T.   and phase angle 0. where io. = angular frequency of the i th 

component of the wave spectrum.  Thus 

y (t) = f a£ cos (^t + 0£) (1) 
i 

where y (t) is a stationary random function. The probability density 
of y (t) is a Gaussian distribution 

2 

•\1 2 HK /„\ 
P (y) —   e     o (2) 

'/2 m 
o 

where fmT    =  square root of the zero moment or area of the energy density 
spectrum and 

H    =2 /2 nv (3) 
rms o 

where H   = root mean square wave height, 
rms 

Not going into mathematical details of the Raleigh Distribution, it can 
be stated that consideration of the energy of the component waves leads 
to the energy density spectrum. The energy of each component 

1       2 ei = I P g ai 

where e. varies with angular frequency u> depending upon wave characteristics. 
The energy density of the spectrum E (u) is the energy contained in the 
frequency limits u, and (u + d u). Thus  : 



T     = ?it /'"n 
z m2 

/ST 
T     = ?TT; /_i 

c J m4 
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1 U + dw 2 
E   (<a)   d  in =    -s- T a. 

(o 1 

and the total energy in the whole spectrum is 

N 

m = J     e (u) d" = E i a.2 (3) 
°  o 1 

(3 4) 
Statistical analysis  '   also shows that average zero up-crossing 
period T of the sea surface and the average crest period T can be 
determined from the wave spectrum.  Thus : 

(4) 

(5) 

The spectral width parameter e is given by : 

(6) 

where m„ and m, are spectral moments of 2nd and 4rth order respectively. 
2     4 

If the spectrum has a constant shape, then it may be characterised by a 
single wave height directly related to the wave energy described by m 
and a single wave period.  The characteristic period (T ) adopted is 
often corresponding to the frequency to of the spectral peak and can be 
obtained from the energy spectrum (with e (ID)   on the y axis and m = 
= 2 Ti 
—— on the x axis). The above period of the maximum energy density 

obtained from spectral analysis is also useful in finding the average period 
of the waves composing the dominant wave groups in a swell ('» °), 

AE&LYSIS : In the study, waves were recorded by offshore pressure operated 
recorders (OSPOS) anchored at the bottom in 6 m to 7 m  depths at three 
stations off the Nile Delta Coast. 

(3 9) 
Draper/Tucker '  method of manual analysis was made of the pressure 
charts, each record of which was of 20 min. duration recorded at intervals 
of 4 hours.  Analysis was made separately for summer and winter seasons 
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since the former usually experienced swells from wind waves more or 
less continuously and the latter generated storms separated by lull 
periods. 

To obtain a more objective analysis and since it represents an inte- 
gration of waves present in the 20 min. record, the period of zero 
up-crossing was taken as the characteristic period and other periods 
were compared to that period. However, since zero up-crossing method 
depends on a practical method for determining the zero line, the wave 
crest period was also used as reference period in some cases. 

There were significant differences between the various wave periods. 
Further the differences depended on the type of waves namely swells or 
storm waves or whether the waves occurred with one or more peaked spectra. 
Comparing the zero up crossing period with significant period, the former 
was found to be normally more than the latter, the ratio for summer and 
winter waves being 1.2 and 1.13 respectively (Fig. 1).  The reason for 
this is probably because a large wave results when several of the spectral 
components are in phase at a given point and time. The period of the 
resulting wave will be influenced most by the higher frequencies present 
and therefore will be less than the zero up-crossing period T . Also 
larger values of e occur for storm waves since wide range of  frequencies 
are present. Comparison of period of maximum wave height with zero up- 
crossing period (fig.2) shows similar trend (for the same reasons) but to a 
lesser extent.  Their ratios (T    to T ) are also dependent upon on the 

spectral width parameters which vary from o.4 to o.8 with summer swells 
(e small) having smaller values than storm waves (e large). Analysis of 
the period of the peak of the energy spectrum with zero up-crossing period 
gave a relationship T = 1.12 T (fig.3) which corresponds to Bretschneider 
spectrum    for wind generated waves such as those of Pierson and 

Moskowitz*- '. the above relation was found to tie mostly true for swells and for 
fully risen storm waves. This relationship will, however, differ if a 
spectrum of different form or of more than one peak occur. Comparison 
of significant wave height periods with those of maximum wave heights 
showed periods to be more or less equal though slightly less for swells. 
Considering spectral peak period in relation to the significant wave 
period, the former was higher than the latter varying from 1.22 to 1.32 
(fig.4), the higher value representing summer waves. 

Using wave crest period as reference, the significant wave height period, 
the spectral peak period, maximum wave height period, period corresponding 
to the root mean square wave height period were then analysed (figs.5 to 
8). The spectral peak period showed the largest variation with the root 
mean square wave height period showing the least variation and the, period 
of the maximum wave height equalling the period of the wave crests for 
swells (E small). The fact that the spectral peak period showed the 
largest variation is not surprising since it represents a single peaked 
spectra of higher frequencies. 
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Studies were also made between the period of maximum energy density 
and the period corresponding to the peak of energy density spectrum. 
There seemed to be no correlation between them and therefore, no further 
study was made of the former. 

Groups of waves (not swell trains) present in wind waves during storms 
were then examined and their periods determined.  Similarly periods of 
prominent waves during storms were also analysed. Fig. 9 shows that they 
are related to T in some way or other.  The analysis of these is not 
complete since swell trains have yet to be studied. However, the present 
indications are that for wind waves, zero up crossing period is fair 
representation of wave group period. 

Unlike the earlier study of Harris   which showed very little correlation 
of different wave period definitions, this study seems to indicate the 
existance of relations between some of them and that fact has been made 
use of to evaluate the total energy flux correctly using various wave 
height and period definitions. 

Fig.10 shows the comparison between the energy flux obtained under the 
spectral diagrams and energy flux obtained using the various wave periods 
and heights.  It shows that if the correct total energy flux is desired, 
then the most appropriate values to be used are the root mean square 
wave height and the period corresponding to that wave height.  Use of 
significant wave height along with the zero up crossing period or spectral 
peak period results in considerably higher values representing higher 
energies present in the wave train.  Though they may be useful in the 
study of wave dynamics, they will certainly give higher sediment transport 
rates than the actual. Lines representing the various energy fluxes 
using different wave periods have been drawn for the purpose of 
comparison. 

CONCLUSIONS : An extensive study of the various definitions (ten) of 
wave periods was made.  It showed that for wind waves and for swells 
associated with such wind waves, certain relations exist between some 
wave period definitions.  It also showed that use of zero up-crossing 
period to represent the period of a wave recording is not to be recom- 
mended in all cases.  Comparison of the actual energy flux from wave 
spectrum with the various wave periods and wave heights showed that the 
most appropriate combinations are those involving root mean square wave 
height and period corresponding to that height and that combinations 
involving significant wave height and zero up crossing period gave 
considerably higher values. 
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CHAPTER 17 

OCEAN WAVE RECORD ANALYSIS BY TUCKER'S METHOD - AN EVALUATION 

J. Dattatri1 and I. V. Nayak2 

INTRODUCTION 

The planning and design of any Coastal Engineering 

structure requires adequate knowledge of the wave characteri- 

stics. It is desirable that this knowledge of waves is based 

on instrumentally recorded data over a number of years, so 

that reliable values could be used for the computation of the 

design wave. Analysis of instrumentally recorded data to 

yield the relevant wave characteristics like the significant 

wave height, though not complicated is too time consuming. 

A simple method of analysis has been proposed by Tucker (9, 10), 

wherein the relevant information is obtained with only a few 

measurements of the larger waves. This method is also recom- 

mended by Draper (6) in his plea for uniformity of the analysis 

and presentation of wave data. This paper deals with the 

application of the Tucker's method to analysis of waves 

recorded off the Mangalore Harbour on the West Coast of India. 

ANALYSIS 01  WAVE RECORDS - TUCKER'S METHOD 

Tucker (9, 10) has provided a simple method for 

obtaining the pertinent information of waves in any wave 

record, by only a few measurements of the larger waves, the 

theoretical basis of which is given by Cartwright and Longuet- 

Higgins (1), and by Cartwright (2). The measurements required 

Asst. Prof., Dept. of App. Mech. and Hydraulics, Karnataka 
Regional Engineering College, SURATHKAL (S.K.)-574157, India. 
2 
Prof, and Head, Dept. of App. Mech. and Hydraulics, Karnataka 
Regional Engineering College, SURATHKAL (S.K.)-574157, India. 
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for the Tucker's method of analysis are: A, the height of 
the highest crest; B, the height of the second highest crest 
measured from the mean water level line;  C,  the depth of the 
lowest trough;  and D,  the depth of the second lowest trough 
from the mean line as shown in Fig. 1.    In addition the 
number of zero-crossings S ,  that is, the number of times 
the record trace crosses the mean line in an upward direction 
in the duration considered (Fig. l) is also required.    Prom 
these measurements,  Tucker defines H    = A + C, and H„ = B + D. 

Using these measured values, the other ware height 
parameters can be estimated from EL   and H„.     DRMs>  defined as 
the root-mean-square value of the instantaneous distance of 
the water surface from the mean line, is estimated as follows: 

D RMS i nx  (2©)"* [1 + 0.289 e"
1 - 0.247 o~2 3"1  ...   (1) 

DRMS = * H2 (2&)"* t1 - °'211 e_1 - 0,1°3 e~2 I"1   ...    (2) 

in which © » log„ N ...   (3) e  z 

It should be noted that in the original papers  (9,  10),  Tucker 
had used H•,, instead of D^jjo* to indicate the root-mean-square 
value of the displacements of the water surface from the mean 
line.    This results in some confusion as EL„S is also used 
to indicate the root-mean-square value of the crest to trough 
heights of waves.    To overcome this confusion,  Tucker in the 
closure (5) of one of his paper (10) had suggested the use of 
DRMS and HRMS *° indica'te *ne r.m.s. value of wave displace- 
ments and wave heights respectively.    For a wave system con- 
taining only a narrow band of frequencies,  H_„g = ZfZ Dg•  (5). 
Introducing this, Eqs. 1 and 2 can now be modified to: 

HRMS = ^ Hl <2e)~* t1 + °'289 e"1 " °«247 S"2]""1        ...    (4) 

- *! %        (4(a)) 

in which ^ = f2  (2©)"* [l + 0.289 ©_1 - 0.247 &"2]"1...(4(b)) 

HRMS = Vi H2 (2©)"* [1 - 0.211 ©_1 - 0.103 d-2]"1 ...    (5) 
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-  K2 H2 (5(a)) 

in which Kg = |5 (26)"* [l - 0.211 6_1 - 0.103 S"2]-1..(5(b)) 

It can be seen from Eqs. 4(b) and 5(b) that K. and K2 are 

functions of & only, which inturn is a function of N from 

Eq. 3. Hence ^ and K2 can be evaluated as functions of Nz 
and this is shown in Fig. 2. 

The analysis of wave records is now reduced to a 

simple process of determining H,, H2 and N from the wave 

record and then determining K, and K„ from Pig. 2 using the 

measured value of N . From these values, H_„s can be evalu- 

ated using Eq. 4(a) or Eq. 5(a). Once HRMS has been evaluated, 

the other wave height parameters like the significant wave 

height can be determined using the relations given by longuet- 

Higgins (8). Analysis of ocean wave records in India (3) and 

abroad (7) have shown ihat the relations between the various 

wave height parameters as given by Longuet-Higgins, to be sub- 

stantially the same for the records analysed. 

Sucker (10) recommends that the zero-crossing period 

ation of record, in seconds/N ) coul 

period to be used with the above wave heights. 

T , (= duration of record, in seconds/N ) could be the relevant 

APPLICATION OP TUCKER'S METHOD 

The primary objective of the present investigations 

was to study the applicability of the Tucker's method to waves 

recorded along the Indian Coasts. Por this purpose, the wave 

records obtained by the Mangalore Harbour Project authorities 

on the West Coast of India were utilized. About 12 months' 

records were available for analysis and the results of the 

analysis regarding the wave height and wave period distribu- 

tions etc., has been reported in an earlier paper (3). Por 

the present investigations about 50 samples of the wave 

records of 15 minutes duration, picked at random were utili- 

zed for analysis by the Tucker's method. 

Por each sample, the heights A, B, C and D were 

directly read from the records. Prom these values BL a A+C 
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and H„ = B+D were evaluated. For each sample the number of 

zero-crossings, N_ was also noted. From the known value of 

N , the values of the constants K, and K2» 
HRMS was evaluated 

from Eq.s. 4(a) and 5(a), and this HD• will hereafter be 

referred to as the H^ estimated from H^ or Hg. 

For each wave record sample, the crest to trough 

heights of the individual waves were also read and the root- 

mean-square wave height, IWg, was also directly computed from 

these individual heights. 

As the wave recorder used, was of the sub-surface 

pressure type, all the wave heights read from the wave records 

were corrected to account for the attenuation of wave pressure 

with depth and the frequency response of the instrument as 

per standard procedures (3). 

PRESENTATION AND INTERPRETATION OF DATA 

Eqs. 4 and 5 can only give the estimate of the 

value of Hgjjg, since a statistical average value like H~MS 

is being evaluated based on a single reading of E, or H2« As 

stated by Tucker (9), the statistical errors in these estimates 

are less than what might be expected and are not much worse 

than that of the mean of the highest one third waves in the 

records. Tucker (9) mentions that the proportional standard 

error in the estimate of Hp• from &, could be approximately 

13 percent and from Hg about 10 percent, under certain condi- 

tions. The direct computation of any statistical average like 
HRMS' from the individual wave heights itself is subject to 

error depending on the length of the record (4). In view of 

these considerations, perfect agreement cannot be expected 

between the Hpj-g, estimated from H, or H2, and the Hj,MS 
directly computed from all the individual wave heights in the 

record. 

In Fig. 3 the H^g estimated from R^ and H2 is 

compared with the H^g directly computed. As discussed 



TUCKER'S WAVE ANALYSIS 293 

earlier, perfect agreement is absent. But, it can be seen 

that the \MR  estimated from H, or H2 is within +15 percent 

of the directly computed value. There is a strong tendency 

for the HLj-g estimated from H2, to be more than the directly 

computed value. She spectral width parameter e, for the 

samples analysed ranged from 0.2 to 0.8. The possibility 

of the variation in the spectral width parameter being a 

reason for the deviations of the data was also considered, 

but no systematic variation was noticed. A possible reason 

for the seatter could be that crest to trough heights are 

used in the computation instead of water surface heights 

from the mean line, and the theoretical relationships are 

derived using the latter. 

Assuming the IL• directly computed to be the 

correct value, analysis was made of the percentage error in 

the estimation of the wave height from the single measurement 

of H, or H2, and these results are presented in Fig. 4- It 

can be seen in Pig. 4, that in nearly 90 percent of the cases, 

the estimated H^g differed from the directly computed value 

by less than 15 percent. These studies show that the IW- 

estimated from H1 or H„ is close enough to the EL• directly 

evaluated, for practical purposes. This supports the useful- 

ness of the Tucker's method as a rapid means of obtaining the 

pertinent wave characteristics without a detailed and time 

consuming analysis of the wave records. 

Another aspect studied was the relation between 

H   (the maximum crest to trough wave height in the sample 

under investigation) and, H., and Hp. Actually Tucker recom- 

mends that for many civil engineering purposes, the relevant 

wave height could be H. and the period T . 

In Fig. 5 is plotted H„  versus H, and H[.  versus 

Hp. For the data analysed, it can be seen that H, is generally 

greater than H   and H2 = HMOY* In general^for records 

containing only a narrow band of frequencies, HM  should be 
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nearly equal to H.,.    This is because the narrow band assump- 
tion implies that the highest crest is associated with the 
deepest trough and in that case,   it follows that H„      should 
be  equal to H,.    But the present set of wave records, with 
the spectral width parameter ranging from 0.2 to 0.8,  cannot 
be regarded as belonging to the narrow band process.    For the 
wide band process,  the highest crest is not associated with 
the deepest trough and it is to be expected that IL will be 
greater than H„      and the  results in the  present analysis 
confirm it. 

CONCLUSIONS 

Tucker's simple method of obtaining  the  pertinent 
information of waves in any wave record by only a few measure- 
ments of the  larger waves is found  to be applicable to waves 
recorded on the West Coast of India.    The error involved in 
such computations in comparison with more refined calculations 
is found to be generally below 15 percent. 
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1 WAVE   CREST 

O       ZERO    CROSSING    IN    AN    UPWARD    DIRECTION 

FIG. 1 AN ILLUSTRATION OF THE SIMPLE MEASUREMENT 

OF A WAVE RECORD (ONLY SHORT LENGTH OF 

RECORD   SHOWN) 
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CHAPTER 18 

SIX-PARAMETER WAVE SPECTRA 

by 

Michel K. Ochi* and E. Nadine Hubble* 

ABSTRACT 

In an attempt to develop a systematic series of wave spectra 
covering a variety of spectral shapes observed in the ocean, this paper 
presents a newly developed series of wave spectra which involves six 
parameters. In the development of the six-parameter wave spectra, the 
spectra are decomposed into two parts. Each part is expressed by a 
mathematical formula with three parameters, and the total spectrum is 
expressed by the combination of two sets of three-parameter spectra. 
Results of analysis have shown that the six-parameter wave spectra thus 
derived appear to represent almost all stages of development of a sea 
during a storm. Then, from the statistical analysis of 800 spectra 
observed at the North Atlantic Ocean, the values of the six-parameters 
are expressed in terms of significant wave height so that a family of 
spectra for a desired sea severity can be generated. 

INTRODUCTION 

Recent progress in application of statistics to ocean and 
coastal engineering enables us to evaluate responses of ocean structures 
in a seaway at an early design stage by carrying out spectral analysis. 
In applying the linear superposition principle for prediction, however, 
wave spectra in desired seas have to be prepared in advance, and the 
magnitude of responses of ocean structure is significantly influenced 
by the shape of wave spectra for a given sea severity. 

The shape of wave spectra observed in the ocean varies consider- 
ably (even though the significant wave heights are same) depending on 
the duration and fetch of wind, stage of growth and decay of a storm, 
and existence of swell. For example, Figure 1 shows a variety of shapes 

*David W. Taylor Naval Ship Research and Development Center, 
Washington, D.C., U.S.A. 
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of wave spectra all of which have the same significant wave height of 
3.5 m (11.48 ft)    (+1%), and wind speeds are between 20 to 25 knots. 

25 

- JHA 10 (II - 23 KNOTS) 

r,/         ii- / Yf          JHC 113 (U - 20) SIGNIFICANT WAVE HEIGHT 
3.50 M (11,18 FT) 

M' 
V    1       1 
',       . NW 39 (I) - 23) 

\V i     I 

it i KS 
228 (U - 20) 

1 
NW 23 <U - 20 - 

/ 
JHC 115 W • 25) 

JHC 128 (11-25 1 'Ml 
\\A 

i l\ XAJ i 
b^*^? 

O^-k 

-O^ 
^S" —-••-;, 

=2-^ 

10 

0.2 0,1 0.6        0.8 1.0 1.2 1,1 1,6 1,8 2.0 

FREQUENCY IN RPS 

Figure 1   Variety of wave spectra for significant wave 
height of 3.5 m (11.48 ft) 

As can be seen in the figure, the spectrum JHA 40 has a very 
sharp single peak at the lower frequencies, while some spectra (JHC 
128, NW 23, NW 39) have double peaks. Furthermore, three spectra (JHC 
113, NW 228, and JHC 128) have the same modal frequency of 0.58. Thus, 
even though two parameters (significant wave height and modal frequency) 
are the same, the shape of the spectra are significantly different, 
and this may result in a significant difference in the evaluated magnitude 
of responses of ocean structures. This indicates that additional parameters 
are required for more accurate representation of wave spectra to provide 
useful information for more rational design of ocean structures. 

In an attempt to develop a systematic series of wave spectra 
covering a variety of spectral shapes, this paper presents a newly developed 
series of wave spectra which involves six parameters. 
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In the development of the six-parameter wave spectra, the 
wave spectra are decomposed into two parts—one which includes primarily 
the lower frequency components of the wave energy and the second which 
covers primarily the higher frequency components of the energy. Then, 
each wave spectrum is expressed in a mathematical formula with three 
parameters; i.e., significant wave height, modal period, and shape parameter, 
and the entire spectrum is expressed by a combination of two sets of 
three-parameter spectra. The parameters are determined numerically 
such that the difference between the theoretical six-parameter and observed 
spectra is minimal. 

The six-parameter representation of ocean waves is made on 
a total of 800 observed spectra, and the results are classified into 
10 groups depending on the severity. Then, for each group a statistical 
analysis is carried out on the parameters taking into account the correla- 
tion between them. Finally, the results are presented in a family of 
spectra including the most probable spectrum expected to occur for a 
specified sea state as well as the limiting spectral shapes which may 
occur with a confidence coefficient of 0.95. The values of the six- 
parameters for this set of mathematical spectra are expressed in terms 
of significant wave height so that a family of spectra for a desired 
sea severity can be generated. 

DERIVATION OF SIX-PARAMETER WAVE SPECTRA 

In the development of the six-parameter wave spectra, the 
spectra are decomposed into two parts as illustrated in Figure 2; one 
which includes primarily the lower frequency components of the wave 
energy and the second which covers primarily the higher frequency 
components of the energy. This concept of decomposing the wave spectrum 
into two parts was also proposed by Strekalov et. al. in 1972 in their 
analysis of measured wave spectra [1]. In the present analysis, the 
spectrum of each part is expressed by a mathematical formula with three 
parameters so that the total spectrum is expressed by the combination 
of two sets of three-parameter spectra. 

It may be of interest to note here the shape of wave spectra 
which have been most frequently observed to date. Although numerous 
shapes of wave spectra have been observed, the results of analysis made 
on available data indicate that spectral shapes similar to those shown 
in Figure 3 through 5 have been most frequently observed. In a broad 
sense, the shape of these spectra have a peak at the lower frequencies 
which decreases exponentially to a plateau at the higher frequencies. 
Thus, it is very difficult to express the entire spectral shape in a 
simple mathematical formula. The lower frequency part of the spectra 
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shown in these figures may be well expressed by some currently available 
spectral formulations; however, in the presently existing formula, the 
wave energy at the higher frequencies decreases exponentially with 
increase in frequency and hence the energy at the plateau is not 
represented. Although the wave energy at the higher frequencies is 
usually much less than that at the lower frequencies, its contribution 
to responses of marine vehicles and structures may be significant depend- 
ing on their size and vehicle speed. Thus, it is highly desirable 
to represent the shape of the entire spectrum as closely as possible, 
and this may be achieved by separating the spectra into two parts. 

First, we may derive the three-parameter representation for 
both the low and high frequency part of the spectrum as follows: 

From results of dimensional analysis of ocean waves, Phillips 
has derived the following form of the spectrum of ocean waves over a 
range of frequencies between the modal frequency and that at which 
capillary waves become significant [2]: 

S(oo) = agV5 (1) 

where, a  = equilibrium range constant 
g = gravity acceleration 

The validity of this spectral presentation for wind-generated 
waves has been shown by Kitaigorodskii [3] from an analysis of Burling's 
observed data, and many formulae currently available for spectral 
representation of ocean waves are expressed in the following form [4] 
[5] [6] ; 

A 

S(o)) = -g- e U; 
u 

Since it is commonly assumed that ocean waves comprise a Gaussian 
process with a narrow-band spectrum, it can be shown that the significant 
wave height, S, defined as the average of the highest one-third waves 
becomes, 

r  = 4/m =J5 (3) 

where, mQ = /s(w)dw = jg 

Next, let the spectrum, S(w), be divided by the area, m0, 
so that the spectrum has a unit area. That is, 
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S'(.)=^e-B/W (4) 5 

The unit area spectrum, denoted by S'(o>), can be considered 
as if it were a probability density function, since S'(w) is a positive, 
continuous, and integrable function with unit area, and thereby satisfies 
all conditions required for the probability function. S'(u), in fact, 
yields the exponential probability density function by letting to1* = 
1/x. Hence, it can be generalized in the form of a new probability density 
function with an additional parameter, A, which yields the gamma 
probability function. That is, 

S (u)) ~ rW~4X+Te (5) 
1
 ' CO 

Under the assumption that the spectrum is narrow-banded, S'(w) 
may be converted to the dimensional wave spectrum S(w) which satisfies 
the condition that the area under the spectrum is equal to (?/4)2 given 
in Equation (3). Then, we have, 

ID*,-
2
   „. 4 

S(u) - 4 f[X7TFTe (6) 
x ' to 

The constant, B, in Equation (6) can be expressed in terms 
of the modal value, wm, by setting the differentiation of S(w) with 
respect to w to be zero. That is, 

4A+l\ 4 (7) 
-r)% { 

Thus, from Equations (6) and (7), the following spectral 
formulation can be made: 

s(u) = I rr~, y sL e" N~/W       (8) z\u)     4  pjx)   4A+1 e 
w 

The spectrum given in Equation (8) has three parameters; namely, 
significant wave height, ?, modal frequency, (%,, and a parameter A. 

The parameter, A, controls the shape (sharpness) of the spectrum 
when the other two parameters are held constant, and hence it may be 
called a spectral shape parameter. For example, Figure 6 shows computer 
printout of a family of wave spectra for various A while the other two 
parameters, ? and com, are held constant at 3.0 m (9.8 ft.) and 0.6 rps, 
respectively. As can be seen in the figure, the spectral shape becomes 
sharper with increasing A. 
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Let ^ = 1 in Equation (8).    Then, we have, 

4      1 ?<A)4 

c,  ,      1.25 rl "m   '''"Ul las 
S(<o)  = -j- K   -§- e (9) 

The spectrum given in Equation (9) is the Bretschneider two- 
parameter wave spectrum expressed in terms of significant wave height 
and modal frequency. Thus, the three-parameter spectrum given in Equation 
(8) includes the Bretschneider two-parameter spectrum as a special case 
(A = 1), and this in turn also includes the Pierson-Moskowitz one-parameter 
spectrum (A =1 and %  = 0.4 /g/S). 

By combining two sets of three-parameter spectra, one representing 
the low frequency components and the other the high frequency components 
of the wave energy, the following six-parameter spectral representation 
can be derived: \ A 

S(a))~4 L*     r(x.)   Tr+Te (10) 

j      J     u J 

where, j = 1, 2 stands for the lower and higher frequency components, 
respectively. 

The six parameters, Si, ?2, <Ani, "n^, ^i, and A2, involved 
in Equation (10) are determined numerically such that the difference 
between theoretical and observed spectra is minimal. For this, 
appropriate initial values are chosen for each parameter, and then the 
computation is carried out for various combinations of the parameters 
in order to determine the final values for which the difference between 
theoretical and observed spectra is minimal. An example of the computer 
output is shown in Figure 7. The heavy line in the figure is the measured 
spectrum and the line with the circles is the six-parameter spectral 
representation. The values of the parameters for this example are 
Si = 4.14 m (13.59 ft.), S2 = 3.27 m (10.73 ft.), "mi = 0.58, com2 = 1.00, 
Xi = 2.67, and X2 = 1.37. 

Recently, a computer program has been developed by applying 
a nonlinear least square fit technique by which the six parameters can 
be evaluated directly from the information on wave spectra stored on 
tape. This eliminates the need to generate individual spectra in visual 
form from the tape to which mathematical formula is fitted. 

Examples of comparisons between observed spectra and mathematical 
six-parameter spectra are shown in Figures 8 through 11. For example, 
Figure 8 shows a comparison for the case when swell coexists with wind- 
generated waves and hence the spectrum has double peaks. Figure 9 shows 
an example of the case when the wind-generated waves are growing and 
are nearly fully-developed, and spectral shapes similar to this are 
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frequently observed as mentioned earlier. On the other hand, Figure 
10 shows an example for seas of mild severity with a relatively broad- 
band spectrum while Figure 11 shows a comparison for a very severe sea 
of significant wave height 14.5 m (47.7 ft) in which the sea is partially 
developed by strong wind, and has a very sharp peak at the lower frequencies 
in the spectrum. As can be seen in these examples, the six-parameter 
spectra derived in Equation (10) appear to represent almost all stages 
of development of a sea during a storm. 
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Figure 6   Three-parameter spectra 
for various X-values (sig. height 
3.0 m, 9.8 ft, modal frequency 
0.6 rps) 

Figure 7   Comparison of measured 
and six-paramenter spectrum 
(sig. height 5.28 m, 17.3 ft) 
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height 2.02 m. 6.62 ft) height 14.54 m, 47.65 ft) 

STATISTICAL ANALYSIS OF PARAMETERS 

It was shown in the preceeding section that the six-parameter 
spectra represent fairly well a variety of spectral shapes observed 
in the ocean. Perhaps one of the most useful applications of the spectra 
is to carry out a statistical analysis on each parameter so that a family 
of spectra for a given sea severity will be generated with a preassigned 
probability of assurance. For this purpose, a total of 800 available 
spectra observed in the North Atlantic Ocean [7] [8] [9] are classified 
into ten groups depending on severity as given in Table 1. Then, for 
each group a statistical analysis is carried out on the parameters, 
except for the last two groups IX and X where the number of samples 
is small. 

First, consider the statistical properties of significant 
wave heights Si and S2, for the low and high frequency components, 
respectively, for a given severity. Consider the i-th group in Table 1 
in which the wave spectra with significant heights ranging from (?,•) . 
to (?i)max are included in the sample. Then, the significant heights'1" 
for the low and high frequency components (Si and S2, respectively) 
cannot exceed (S-j)max- In other words, the probability density function 
of Si and S2 have to be truncated at (Si)max- The results of the analysis 
have shown that the significant heights Sj and S2 both obey the normal 
probability law, and that the concept of truncation is necessary only 
for S1} the significant height for the low frequency component. 

Figure 12 shows a comparison between the histogram obtained 
from the data and the truncated normal probability distribution curve 
of Sls for Group IV (a nominal significant height C = 4.57 m, 15 ft.). 
Figure 13 shows an example of the comparison for S2 for the same Group 
IV. Still other examples, Figures 14 and 15 show similar comparisons 
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made for more severe seas, Group VII (? = 9.15.m, 30 ft.). As can be 
seen in these figures, the significant wave heights ?, and C, obey the 
normal probability law from which the confidence band of each parameter 
can be established. However, for a given sea severity, it is not necessary 
to consider the confidence band for ^ and ?2 individually  This is 
.because the two significant wave heights ?a and ?2, and the significant 
wave height of the entire spectrum, C, are functionally related as discussed 
in the following: 

If it is assumed that the low and high frequency component 
spectra are both narrow-banded and that their sum (namely, the entire 
spectrum) is also narrow-banded, then the following simple relationship 
holds: 

?1 + c2 :n) 

If one of the component spectra (perhaps, the high frequency 
component spectrum) is not narrow-banded, then the significant wave 
heightof the entire spectrum is analytically derived as outlined in 
Appendix A. In order to compare the difference between the two approaches. 
Figure 16 is prepared. 

Table I         Group of sign ificant wave h eights used for analysis 

GROUP 

SIGNIFICANT WAVE HEIGHT 

NCMINAL RANGE 

I 4.0 ft ( 1.22 m) Less than 5.5 ft ( 1.68 m) 

II 6.5        ( 1.98    ) 5.5 ft  ( 1.68 m)       7.5 ft ( 2.29 m) 

in 10.0        C 3.05    ) 7.5        ( 2.29 )  ---- 12.5 ( 3.81    ) 

IV 15.0        ( 4.57    ) 12.5        ( 3.81 )  — - 17.5 ( 5.34    ) 

V 20.0        ( 6.10    ) 17.5        ( 5.34 )   22.5 ( 6.86    ) 

VI 25.0        ( 7.62    ) 22.5        ( 6.86 )  ---- 27.5 ( 8.38    ) 

VII 30.0        C 9-15    ) 27.5        ( 8.38 ) 32.5 ( 9-91    ) 

VIII 35.0        (10.67    ) 32.5        ( 9.91 )   37.5 (11.43    ) 

IX 40.0        (12.20    ) 37.5        (11.43 ) 42.5 (12.96    ) 

X 45.0        (13.72    ) Higher than 42 5 ft (12.96 m) 
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The solid lines in Figure 16 show the relationship between 
significant wave heights, Cj, C2, and ?, as obtained from Equation (A-10) 
in Appendix A, while the dashed lines show the relationships obtained 
from Equation (11). Included also in the figure are the results of 
the analysis of measured wave spectra whose significant wave heights are 
within ±2.5 percent of the specified height. For example, for significant 
wave height, C = 9.1 m (30 ft.), the results of the analysis of wave 
spectra with significant heights from 8.9 m (29.3 ft.) to 9.4 m (30.8 ft.) 
are plotted in the figure. As can be seen in the figure, the two lines 
obtained from Equations (A-10) and (11) do not differ appreciably, 
and that the results of analysis of the measured spectra fall on these 
lines. Hence, the simple formula given in Equation (11) may be used for 
the functional relationship between Cj and C2. Thus, for a given sea 
severity of significant wave height C, the six parameters involved in 
Equation (10) can be reduced to five parameters by taking the ratio of 
the two significant wave heights, ?i/C2- 

For convenience, let 
Cx/C2 = tan e, and the statistical property of 9 will be discussed 
hereafter. 
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I  The derivation of the probability density function of 
0=tan(C1/C2)(where, 0 < 8 < 90) is outlined in Appendix B, and 
comparisons between histogram and the probability density function 
given in Equation (B-3) are shown in Figures 17 and. 18 which pertain 
to Groups IV and VII, respectively. As can be seen in these examples, 
the derived probability density function agrees well with the histograms 
and hence the statistical analysis will be made using this probability 
function. 
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Next, the probability density function of the modal frequencies, 
<Dmi and (%i2. will be obtained. In the determination of the modal 
frequencies for a given wave spectrum, no limitation is set for the value 
of wmj, namely, 0 < u^ < <». However, the modal frequency, ">m2, has to 
be greater than <•%, and furthermore, the restriction is made such that 
<%i2 should not be less than 0.6 in order to avoid the possibility of 
an unrealistic representation of the spectral shape. For example, 
suppose a spectrum has triple peaks, two of which are in the frequency 
range below 0.6, then the computer program may take these two peaks 
(even though the energy is not appreciable) and discard the third peak 
in the higher frequency range which is associated with the wind-generated 
seas. In this case, it may be more appropriate to represent the two 
peaks in the frequency range less than 0.6 by one peak, and consider the 
energy in the higher frequency range. 

The results of analysis of the available data have indicated 
that witij and wm2 both obey the normal distribution law, although 

um2 
is truncated at 0.6. As an example, comparisons between histogram and 
the probability density function for Group IV are shown in Figures 19 
and 20. 

The value of the shape parameter, Xj, is much higher than that 
of X2, in general; however, it appears that both follow the gamma 
probability law. Comparisons between the histogram and the gamma 
probability density function for X! and X2 for Group IV are shown in 
Figure 21 and 22, respectively. Other examples of the comparisons for 
Group V (C = 6.10 m, 20 ft.) are shown in Figures 23 and 24. 
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FAMILY OF WAVE SPECTRA 

In this section, a family of wave spectra will be developed for 
a desired sea severity using the probability function applicable for each 
parameter in an attempt to represent various shapes of spectra associated 
with a storm. 
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In the development of the family of spectra, an attempt was made 
first to divide each probability density function into seven divisions as 
shown at the top of Figure 25. The figure is an example for the modal 
frequency, I%J for Group IV (nominal significant height 4.75 m, 15 ft.). 
Then six values were determined by which 50%, 80%, and 95% of the 
probability density function was covered as shown at the top of the figure. 
For each value of "mi, the value of each of the other parameters was deter- 
mined from the original data by taking their respective averages in the 
region of ±5% of umi. For example, the e-value for wmi = 0.65 (the upper 
value for 80% coverage)was determined by taking the average value of 
6 from a sample which belonged to +5% of 1%^ = 0.65 (0.62 < w^ < 0.68) 
in Group IV. Since there are five parameters, 6, <%, , wm2, \t,  and X2, 
this procedure resulted in a family consisting of a total of 25 spectra 
for a given sea severity. Judging from the results of this procedure, 
however, it appears that 25 wave spectra are too many to be considered 
since many of the shapes look alike. 

To reduce the number of spectra involved, another approach is to 
choose three values for each parameter; namely, the modal value, the upper 
and the lower values determined from a confidence band for a confidence 
coefficient of 0.95. For example, the most probable <%,1 is obtained as 
0.53 for Group IV as shown in Figure 25, and the upper and lower bound 
values are 0.71 and 0.36, respectively. Similarly, three wmj-values are 
evaluated for all other groups (except Groups IX and X) listed in Table 1, 
and the results are plotted in Figure 26 as a function of significant wave 
height, ?. Included also in this figure are the formulae representing the 
data points so that the im-^  values for a desired sea severity can be 
evaluated. 

Next, the values of the other parameters for each w^ are deter- 
mined for all groups in the same fashion as mentioned earlier, the results 
of which are plotted in Figures 27 through 30 as a function of C. It is 
noted that the parameter values shown in these figures are all associated 
with the parameter lam1.    The formulae representing the data points are 
also included in these figures. Although the formulae are derived without 
consideration of data points for severe seas (? = 12.2 m,-40 ft. or above), 
the formulae may still be applicable for severe seas,- since the data does 
not show serious scatter in relatively severe seas. Thus, a set of three 
spectra associated with the parameter <%,, can be drawn for an arbitrarily 
specified sea severity. As an example, Figure 31 shows a set for a signif- 
icant wave height of 4.0 m (13.1 ft.). As can be seen in the figure, the 
dominant peaks of the spectra range from %   = 0.38 to 0.74, and the spectral 
shape becomes more broad as the modal frequency i^, increases. 

The above discussion along with Figures 25 through 31 pertain 
to the parameter %1.    The same procedure as that to derive a set of three 
spectra associated with u^,, is carried out for the other four parameters, 
and thus a total of fifteen mathematical spectra can be established for a 
given sea severity. Of these fifteen spectra, five are associated with 
the mode value of the five parameters. The results of the analysis have 
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indicated, however, that the shapes of these five spectra are nearly the 
same as shown in Figure 32. Hence, the spectrum associated with the mode 
value of the parameter 8 may be chosen as representative of the five spec- 
tra determined from the mode values of the parameters. 
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Figure 31  Spectral density function Figure 32  Comparison of five 
for probable', lower and upper-bound spectra associated with the mode 
values of ioml (Sig. height 4.0 m, value of five parameters (Sig. 
12A  ft) height 5.0 m, 16.4 ft) 

Table 2a   Values of six-parameters (ft-units) 

?i h "ml "m'2 *1 ** 
Most Probable 

Spectrum 0.84 z, 0.54 C 0.70 e"0-014 « 1.15 e"0-012 t 3.00 1.54 e'0-019 ? 

0.95 ? 0.31 ? 0.70 e"0-014 ? 1.50 e"0-014 ? 1.35 2.48 e'0-031 C 

0.65 C 0.76 ? 0.61 e"0-012 « 0.94 e"0-011 C 4.95 2.48 e'0-031 C 

0.84 c 0.54 C 0.93 e"0-017 « 1.50 e"0'014 ? 3.00 2.77 e-°'034 C 

0.84 5 0.54 r, 0.41 e"0-005 « 0.88 e"0-008 ? 2.55 1.82 e"0'027 C 

957, Confidence 
Spectra 0.90 C 0.44 r. 0.81 e"0-016 ? 1.60 e-°-010 ? 1.80 2.95 e'0-032 C 

0.77 i 0.64 r, 0.54 e"0-012 « 0.61 4.50 1.95 e"0-025 ? 

0.73 C 0.68 K 0.70 e"0-014 C 0.99 e"0-012 ? 6.40 1.78 e"0-021 ? 

0.92 C 0.39 E 0.70 e"0-014 « 1.37 e"0-012 ? 0.70 1.78 e"0-021 ? 

0.84 c 0.54 5 0.74 e"0-016 « 1.30 e-°-012 « 2.65 3.90 e"0-026 ? 

0.84 c 0.54 5 0.62 e"0-012 c 1.03 e"0-009 ? 2.60 0.53 e"0-021 C 

C - significant wave height in feet 
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Table 2b   Values of six-parameters (m-units) 

\ C2 "ml <°m2 \ X2 

MDSt Probable 
Spectrum 0.84 c 0.54 i 0.70 e"0-046 ? 1.15 e-0'039 ? 3.00 1.54e-°-062 = 

0.95 ? 0.31 C 0.70 e-°-m Z 1.50 e-°-m Z 
1.35 2.48 e"0-102 ? 

0.65 ? 0.76 e 0.61 e"0-039 ? 0.94 e'0-036 ? 4.95 2.48 e"0-102 ? 

0.84 ? 0.54 c 0.93 e"0'056 5 1.50 e'0'046 C 3.00 277e-0.112 C 

0.84 C 0.54 ? 0.41 e-°-016 ? 0.88 e'0-026 C 2.55 182e-0.089 c 

95% Confidence 
Spectra 0.90 ? 0.44 c 0.81 e"0-052 C 1.60 e'0-033 5 1.80 2.95 e"0-105 5 

0.77 c 0.64 c 0.54 e"0-039 <= 0.61 4.50 195e-0.082 ? 

0.73 C 0.68 c 0.70 e"0-046 ? 0.99 e'0-039 ? 6.40 1.78 e"0-069 < 

0.92 s 0.39 S 0.70 e"0-046 < 1.37 e'0-039 ' 0.70 178e-0.069 c 

0.84 ? 0.54 ? 0.74 e-°-052 5 1.30 e"0-039 S 2.65 3.90 e"0-085 ? 

0.84 5 0.54 C 0.62 e"0-039 C 1.03 e"0-030 C 2.60 053e-0.069 5 

? = significant wave height in meters 

Thus, a total of eleven spectra derived in the above are consider- 
ed as a family of wave spectra for a specified sea severity. The values 
of six parameters for these eleven spectra are expressed in terms of sig- 
nificant-wave height, C, and are tabulated in Table 2 so that a family of 
spectra for a desired sea can be generated from Equation (10). In these 
eleven spectra, one is considered as the "most probable spectrum" repre- 
senting a specified sea, and the remaining ten spectra are those expected 
to occur with 95 percent confidence. 

Examples of the family of spectra thus derived are shown in Figures 
33 through 36. Figures 33 and 34 are for significant wave heights of 1.25 m 
(4.1 ft.) and 3.0 m(9.8 ft.), respectively, and the shapes of wave spectra 
vary considerably in these seas of relatively mild severity. The frequency 
domain where the predominant wave energy exists varies to a great extent 
(from 0.4 to 1.2) depending on the shape of spectra. On the other hand, 
Figure 35 is for a significant wave height of 9.0 m (29.5 ft.), and the 
frequency domain where the predominant wave energy exists varies to a much 
less extent (from 0.3 to 0.7) in this severe sea although a variety of 
spectral shapes may still be observed. 

Figure 36 is for a significant wave height of 13.0 m (42.6 ft.), 
an example of very severe seas. A family of spectra shown in this figure 
is of particular interest since the values of all parameters for this fam- 
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ily of spectra are determined by extending the lines of the analysis of 
data, examples of which are shown earlier in Figures 26 through 30. In 
order to examine whether or not the family of spectra thus generated repre- 
sents the measured spectra, Figure 37 is prepared. The figure shows an 
observed spectrum which has the same significant wave height as that of 
the family shown in Figure 36, 13.0 m (42.6 ft.). Included also in the 
figure is the computer-generated six-parameter spectrum. From the compar- 
ison of these two figures, it can be seen that the example given in Figure 
37 agrees well with one of the members of the family (the most probable 
spectrum) given in Figure 36. Thus, it appears that the families of spec- 
tra generated using the parameter values obtained from the extension of 
the lines in the analysis of the data can be considered to represent real- 
istic sea spectra. 

0,4 Figure 33  Family 
of spectra for sig- 

nificant wave height 
03<*of 1.25 m (4.1 ft.) 

0,8        1.0   "    1.2 

FREQUENCY IN 8PS 

^.Figure 34     Family 
jof spectra for sig- 

l,5<jjjnif1cant wave height 
of 3.0 m (9.8 ft.) 
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Figure 35  Family 
« of spectra for sig- 

15 "*; nificant wave height 
2 of 9.0 m (29.5 ft.) 
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»f height 13.0 m, 42.6 ft.) 
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AGOR 16 CL - 67.0 K, V - 10 KMTS) 

SIGNIFICANT WAVE HEIGHT IK FT. 

Figure 38  Significant 
amplitudes of the verti- 
cal relative bow motion 
of a catamaran in various 
seas (10-knot speed) 

SIGNIFICANT HAVE HEIGHT IN METERS 

APPLICATION OF SIX-PARAMETER SPECTRA 

The six-parameter wave spectra can be applied to evaluate respon- 
ses such as motions and wave-induced forces, etc., of marine vehicles and 
structures in a seaway for design consideration. Figure 38 shows, as an 
example of the application, the significant values of the vertical bow mo- 
tion relative to waves of a catamaran (length 67 m, 220 ft.) for 10-knot 
speed in various sea severities. Included also in the figure are the re- 
sponses evaluated by using the Pierson-Moskowitz fully-developed sea spec- 
tra, and those due to individual wave spectra (about 300) observed at Sta- 
tion India in the North Atlantic Ocean [9]. 

As can be seen in the figure, for a specified sea severity, there 
are 11 responses (one for each member of the family of the six-parameter 
spectra), and one of the family members yields the largest response, and 
another yields the smallest response. The most probable spectrum given in 
Table 2 yields the most probable response. By connecting the points ob- 
tained in each sea severity, we may establish the most probable response, 
the upper-bound and the lower-bound responses which will provide useful in- 
formation for design. The upper and lower-bounds cover the majority of the 
responses obtained from using the measured wave spectra, and it may safely 
be said for this case that the values of the six parameters obtained from a 
statistical analysis of the data yield a family of spectra representing 
realistic seas reasonably well with 95 percent confidence. 

The results of a similar application made for predicting extreme 
wave-induced loads on an ocean structure may be found in Reference [10]. 
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The six-parameter wave representation may be used for the analysis 
of wave spectra associated with particular situations such as breaking 
waves, wave run-up, etc. The measured spectra may be expressed in terms of 
six parameters and a statistical analysis may be carried out on the para- 
meters to find significant factors which influence the spectra. 

Another application of the six-parameter representation is to 
store or file a massive amount of measured data for statistical analysis. 
In the case where consecutive measurements are made within a certain time 
interval, the data may be stored in the form of six variables, the values 
of which change gradually with time, and hence the sea condition associated 
with the growth and decay of a storm may be discussed from a statistical 
analysis of the parameters. 

CONCLUSIONS 

Consideration of various shapes of wave spectra for a given sea 
severity is of particular significance for evaluation of response of ocean 
and coastal structures to waves, since the magnitude of responses is greatly 
influenced by the relative location of the modal frequencies of waves and 
response of individual structures. In an attempt to develop a systematic 
series of wave spectra covering a variety of spectral shapes, a series of 
wave spectra which involves six parameters are newly developed. 

In the development of the six-parameter wave spectra, the spectra 
are decomposed into two parts, and each part is expressed by a mathematical 
formula with three parameters; i.e., significant wave height, modal fre- 
quency, and shape parameter, and the entire spectrum is expressed by the 
combination of two sets of three-parameter spectra. The parameters are de- 
termined numerically such that the difference between theoretical and ob- 
served spectra is minimal. The six-parameter spectra thus obtained appear 
to represent almost all stages of the sea condition associated with a storm. 

Then, a total of 800 spectra observed in the North Atlantic Ocean 
are classified into 10 groups depending on severity, and for each group a 
statistical analysis is carried out on the parameters taking into account 
the correlation between them. From the results of analysis, a family con- 
sisting of eleven sets of mathematical spectra is established for a given 
sea severity. In these eleven spectra, one is considered as the "most pro- 
bable spectrum" representing a specified sea, and the remaining ten spectra 
are those expected to occur with 95 percent confidence. The values of six 
parameters for these eleven spectra are expressed in terms of significant 
wave height, and are tabulated in Table 2 of the paper so that a family of 
spectra for a desired sea severity can be generated from the formula (Equa- 
tion 10) given in the paper. 
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APPENDIX A: SIGNIFICANT WAVE HEIGHT FOR A SPECTRUM CONSISTING 
OF HIGH AND LOW FREQUENCY COMPONENTS 

Let x(t) be the wave profile of an irregular sea which is a 
normal random process with zero mean and a narrow-band spectrum, and 
let x(t) be comprised of two components; Xj(t) and x2(t), which corre- 
spond to the wave profile of the low frequency and the high frequency 
components, respectively. Here, xx(t) and x2(t) are both normal random 
processes; however, in the following it is assumed that Xj(t) is a narrow- 
banded but x2(t) is not necessarily narrow-banded. The amplitude, fre- 
quency, and variance are denoted by A, w, and a2, respectively, and the 
subscripts 1 and 2 refer to the low and high frequency components, respec- 
tively. 

Then, from the assumption described above, the wave profile 
x(t) may be written in the following form: 

x(t) = A(t) Cos (u2t - e(t)) (A-D 

The low-frequency component wave profile becomes, 

Xl(t) = Aj(t) Cos (ojt - e^t)) (A"2) 

On the other hand, the high frequency component wave may be 
expressed in the following form: 

where, 

x?(t) = x2c(t) Cos (ui2t) + x2s(t) Sin U2t) (A-3) 

X„ (t) =2j[anCos(nu)-w2)t + bnSin(nw-u2)tJ 

x2s(t) =y^|anSin(nu>-w2)t - bnCos(nu-a)2)tj 

and „T 

x2(t) Cos (nut) dt 

0 

bn"-T-/x2^ Sin (nut) dt 

Here, x2C(t) and X2S(t) are independent normal processes, and 
their joint probability density function can be written as, 

1 •   e 

2         2 
x2c + X2s 

2a2 

o    2 2ira2 

f(*2c'X2s)=-V- e ^ 

From the condition that x(t) = Xi(t) + x2(t), Equations (A-l) 
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(A-2), and (A-3) yield: 

x(t) = rx2c(t)+A1(t)'Cost(.lcos u2t +Tx2s(t)-A1(t)Sini|j]sin<o2t (A-5) 
where, 

Thus, from Equations (A-l) and (A-5), we can derive the following 
relationship: 

x2c = A Cos 0 ~ Al Cos * 
x2s = A Sin 0 + A1 Sin ty 

(A-6) 

Since the joint probability density function of x2 and x2 
is given in Equation (A-4), the joint probability density function of 
A and 9 can be obtained from Equations (A-4) and (A-6) by transformation 
of two random variables (x2c, x2C) to (A, e), and therefrom the marginal 
probability density function of A can be obtained. This part of the 
work was done by Middleton [A-l], and he derived the following formula: 

A2+A* 

f(A)-/"2,rf(A.e)de-Ae   2°2 I0P), 0,A<»    (A-7) 

The probability density function of the amplitude, A, given 
in the above, however, is expressed in terms of the amplitude of the 
low frequency component waves, A!.  Hence, Equation (A-7) can be 
considered as a conditional probability density function f(A|A,). In 
order to express the probability density function of A in terms of the 
variance of the two component waves (Jj and o2> the condition is used 
that the low frequency wave component has a narrow-band spectrum and 
hence its amplitude follows the Rayleigh probability law. Thus, the 
probability density function function of A can be written as follows: 

f(A) =/*C0 f(A|A1) f(Aj) dAj 

A2 
I 

dA  (A-8) 
i 

By carrying through the integration involved in the above 
equation, the following formula can be derived: 
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f(A) A 

a2 

A2 

o 2 

(': ̂
VTV^ A 

2 a2 

eWw ifc 

•(? 
A2 

I ̂ Z) 
Z 

=yx SinhZ 

-M   \   I  (A"9) 

where, 

Equation (A-9) is the probability density function of the 
amplitude, A, in terms of two variances, a\  and a\,  which are equal to 
the area under the low and high frequency components, respectively, of 
the wave spectrum. The significant wave height of the spectrum, K,  is 
then obtained numerically from Equation (A-9) as follows: 

00 

5 = 3 /  A f(A) dA (A-10) 
Jk "* 

where, A* can be found from 

0 
REFERENCE: 

/ 

•A* 
f(A) dA = 2/3 

A-l. Middleton, D., "An Introduction to Statistical Communication Theory", 
McGraw Hill Book Company, New York, 1960 

APPENDIX B: DERIVATION OF PROBABILITY DENSITY FUNCTION 
OF 6 = tarT'Uj/Cj,) 

In the text it is discussed that the significant wave heights Cx 
and S2 both obey the normal probability law, and that the concept of trun- 
cation is necessary for the significant height for the low frequency com- 
ponent, C . 

Let V-i  and ol  be the mean and variance, respectively, of the 
significant height ?i belonging to the i-th group in Table 1 given in the 
text, and let u2, °2 be the mean and variance of the significant height C2 • 
Since ?i and S2 may not necessarily be statistically independent, let 
P be the correlation coefficient which can be evaluated from the sample 
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belonging to the i-th group.    Then, by taking into account the truncation 
of Si   at (C^)max. the joint probability density function of Ci and ?2 
belonging to the i-th group can be written as. 

ffSj.Cg) = 

2(l-p2) 

1 

1 -j f(Cj)  d^      2TO1a2'v/T^ 

(Cl) 

Cj-^ 

max 

(B-l) 

x e 

0 < Ci  < (?•) '     0 < c„ < "1'max 
where, f(Ci) is the probability density function of the significant 
height Si  which is a normal distribution with mean Vi and variance a:. 

Let n = Ci/C2.    Then, from Equation (B-l), the probability 
density function of 1 becomes, 

f(n) = 
1 -L 

1 -f     fCs^dSj  STO^/I-P 

(C,> 
2 

/ 

max 

s,n-u 

x e 2(l-p2) 

Son-yA/??"^ 2"^1\ . 2p(!2^2!iY- 
J\ 

l'vl \+  /?2"u2 

d^2 (B-2) 
0 < n < 

Next, let e = tan_1n = tan""1^/?.,). ' Then, the probability 
density function of 8 can be obtained numerically using Equation (B-2) as 
follows: 

f(0) = f(n) 
2 

Sec' 0 0 < 0 < 90 (B-3) 

n = tan 0 
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ABSTRACT 

From 1971-74 seven cruises were made to measure the 
directional spectrum of ocean waves by using a cloverleaf 
buoy.  Typical sets of wave data measured both in open seas 
and in a bay under relatively simple conditions have been 
analyzed to clarify the fundamental properties of the di- 
rectional spectrum of ocean waves in deep water. 

It is shown that the directional wave spectrum can 
be approximated by the product of the frequency spectrum 
and a unimodal angular distribution with mean direction 
approximately equal to that of the wind.  The normalized 
forms of the frequency spectrum show various forms lying 
between the Pierson-Moskowitz spectrum and the spectrum of 
laboratory wind wave which has a very sharp energy concent- 
ration near the spectral peak frequency.  The form of the 
JONSWAP spectrum is very close to that of laboratory wind 
waves.  The concentration of the spectral energy near the 
spectral peak frequency seems to decrease with increasing 
the dimensionless fetch and the spectral form finally ap- 
proaches to the Pierson-Moskowitz spectrum which can be 
considered as the spectrum with the least concentration of 
the normalized spectral energy.  However, the definite re- 
lation between the shape of the normalized spectrum and the 
dimensionless fetch has not been obtained. 

Concerning the angular distribution,it is shown that 
the shape of angular distribution of the single-peaked wave 
spectrum in a generating area can be approximated by the 
function G(6,f) = G'(s) | cos (6-6)/2 | ** proposed orinally 
by Longuet=Higgins et al. (1963).  Here G'(s) is a normalizing 
function, 6 is the mean direction of the spectral component, 
and s is a parameter which controls the concentration of 
the angular distribution function. 

329 
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The significant results of this study are that 6 is 
very close to the wind direction irrespective of the wave 
frequency, and that the parameter s can be uniquely deter- 
mined from the dimensionless frequency.  The angular dis- 
tribution is very narrow for the frequencies near the domi- 
nant peak of the frequency spectrum, whereas it widens 
rapidly towards high and low frequencies.  Thus, the major 
energy-containing frequency components of the ocean waves 
propagate in almost the same direction as the wind with the 
least angular spreading. 

An idealized form of the angular distribution func- 
tion of the ocean wave spectra is proposed for practical 
purposes.  Qualitatively, the idealized form proposed here 
has a property which is similar to that of the SWOP spec- 
trum, although they are different quantitatively. 

INTRODUCTION 

To a first approximation, ocean surface wave  can be 
regarded as a linear superposition of statistically inde- 
pendent free waves and is consequently described by two-di- 
mensional wave spectrum ( directional spectrum ).  During the 
last twenty years great many studies have been made to clarify 
the properties of ocean wave spectra.  However, in contrast 
with numerous studies of the one-dimensional ( frequency ) 
spectrum, only a few studies have been made of the two-dimen- 
sional ( directional ) spectrum of ocean waves.  Particularly, 
reliable data for estimating the directional spectra of ocean 
waves are remarkably lacking except for the data reported by 
Cote et al. (1960), Longuet-Higgins et al. (1963), Ewing (1969) 
and recently by Tyler et al. (1974).  These situations may be 
partly attributed to the technical difficulties for the meas- 
urement of the directional wave spectrum as compared to that 
of the one-dimensional spectrum.  Therefore, many studies on 
the directional wave spectrum have been concentrated on the 
measuring techniques and their accuracies rather than the 
measurements and analysis of the directional wave spectra in 
various conditions. 

In order to save these situations, in 1971 we have de- 
veloped the cloverleaf buoy which is almost the same as that 
of the National Institute of Oceanography ( Cartwright and 
Smith 1964 ).  From 1971 to 1974 seven cruises were made to 
measure the directional spectrum of ocean waves by using the 
cloverleaf buoy.  Typical wave data measured both in open 
seas and in a bay have been analyzed to clarify the fundamental 
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properties of the directional spectrum of ocean waves in fairly 
simple generating conditions.  A new standard form of direc- 
tional wave spectrum is proposed on the basis of typical sets 
of measured data.  The proposed form of the directional spec- 
trum is further verified by the additional data obtained in 
the East China Sea during the period of AMTEX'75.* 

WAVE DATA AND ANALYSIS 

Waves were measured by using a cloverleaf buoy which is 
almost the same as that of the National Institute of Oceano- 
graphy ( Cartwright and Smith, 1964 ).  It can measure the 

130° M0° 

JAPAN SEA 

NO,530 1973,2,18 

,NO.550 1973. 2.19. 

a? 

30° 

Fig. 1.  Locations and dates of the wave observations. 

AMTEX'75 ( Air-Mass Transformation Experiment in 1975 ) is 
one of the international sub-program of GARP ( Global At- 
mospheric Research Programme ). 
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vertical acceleration fltt, slope r\x,   ny, and curvature nxx, 
n„y, nxy of the wave surface n(t,x,y).  The detailed descrip- 
tion of the instrumentation including the buoy and of the ob- 
servational procedures has been given elsewhere ( Mitsuyasu 
et al., 1973a,   ), and will not be repeated here. 

From approximately 50 cases, only five typical data 
sets ( identified as Nos.213, 430, 440, 530 and 550 ) have 
been analyzed; each is a continuous record of about 1 h. 
These data were obtained under the fairly simple generating 
conditions.  That is, the wind speeds and directions are fairly 
constant within the duration time.  Fig.l shows the locations 
and dates of the wave observations. 

Data sets 213, 530 and 550 correspond to wave data in 
open seas and data sets 430 and 440, to those for a bay. 

Table 1 gives the wind direction 8^,, speed U, and ap- 
proximate duration td,   which have been measured from the tend- 
ing ship near each observation station; H and T are the sig- 
nificant wave height and period, respectively, measured by the 
cloverleaf buoy. 

Data     Qo, 
set 

213 E-NE 
4 30 ENE-NE 
44 0 ENE-NE 
530 NNE 
55 0 N-NE 

Table 1.  Wave parameters from the five data sets. 

The wind speeds measured at the observation stations 
have been determined by taking the mean of the measured wind 
speeds during the duration.  Table 2 gives similar kind of 
data which have been measured in the East China Sea ( 28°19ft~ 
28°36'N, 125°17'E ~125°42'E ) and are used for veryfying the 
conclusions derived from the first series of data shown in 
Table 1. 

Original wave data recorded on magnetic tapes in ana- 
logue form were digitized by using a high-speed A-D converter. 
The cross spectral analysis of the data was done on the 

parameter 

u t<l H T H/L 
(ms-1) (h) (m) (s) 

10 26 1.4 9 6.20 0.025 
7 2 0.80 4.45 0.026 
7 4 0.74 4.11 0.028 
9 4 0.84 4.50 0.027 

10 24 2.34 8.30 0.022 
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computer system FACOM 270-20 using a standard program based 
on fast Fourier transform procedures.  Fundamentals of the 
mathematical procedure of the data analysis are almost the 
same as those used by Longuet-Higgins et al. (1963) and by 
Cartwright and Smith (1964).  Condensed descriptions of the 
data analysis have been given also in our previous papers 
( Mitsuyasu et al. 1973a,    and 1975 ). 

parameter 

Data 6a/ u td H T H/L 
set (ms-1) (h) (m) (s) 

801 0° 10 55 2.33 7.80 0.025 
804 340° 13 18 2.79 8.00 0.028 
805 350° 14 23 2.67 7.80 0.028 

Table 2.  Wave parameters from the additional 
three data sets 

Cross spectra C^f)- Q/m(f) were computed using the 
measured six signals from the ocean waves.  The directional 
spectrum E(f,0) is conveniently expressed in the form 

E(f,8) = ^(fJG^e), (1) 

where ^l{f)   is the one-dimensional wave spectrum and G(f,6) 
an angular distribution function.  The one-dimensional spec- 
trum ^(f) is determined from the acceleration spectrum 
CU (f) , i.e., 

i>l (f) = (2TTf)-',C11 (f) . (2) 

The coefficients An and Bn in the Fourier expansion of 
an angular distribution function h(f,6) [ = irG(f,6) ] can be 
determined up to n = 4, from the measured cross-spectral ele- 
ments Csmand Qtm •     From these Fourier coefficients the angular 
distribution function h(f,6) can be expressed approximately 
as 

h,,(f,e) = — + Z wn( Ancos n9 + Bnsin n6 ),  (3) 

for w, = 8/9, wz = 28/45, w3 = 56/165, »„ = 14/99 

where the weights wn are introduced to make h^(f,6) non-nega- 
tive.  The partial Fourier sum with the weights wn corresponds 
to the smoothed average of h(f,8) by the weighting function 
Wi,(6) which is very approximately proportional to cos160/2 and 
has an rms width ± 29°. 



334 COASTAL ENGINEERING-1976 

RESULTS 

a. One-dimensional spectra of ocean waves 

In a previous study one of the present authors studied 
the similarity of the one-dimensional spectra of wind-generated 
waves by using accurately measured wave_data for three different 
groups A, B and C ( Mitsuyasu et al., 1973c ).  Wave data for 
groups A and B were obtained in two quite different wind-wave 
facilities under various conditions.  The wave data of group C 
were obtained in Hakata Bay, where the water depth is approxi- 
mately 5 m and the fetch is approximately 5 km to the north. 

It was found that wave spectra normalized in the form 

• .(f)fir >(£-> (4) 

were quite similar and stable within each the groups; here fm 
the spectral peak frequency and E the total energy of the wave 
spectrum defined by    ^ i?I 

E = Aitfjdf = J [  E(f,6)d6df .    (5) 
* o o 

Moreover, there were no differences in the normalized spectra 
between groups A and B.  However, the normalized spectra of 
group C were slightly different from those of groups A and B. 
These results can be clearly seen in Fig.2 which is reproduced 
from the previous 
paper ( Mitsuyasu      „ 
et al., 1973c ), 
and shows the 
mean form of the 
normalized spec- 
tra of each group    ^ 
together with the    \ 
normalized spec-     i\- 
trum of Pierson     -g. 
and Moskowitz 
(1964).  As can 
be seen from Fig. 
2, the concent- 
ration of the nor- 
malized spectral 
energy near the f/fn 
spectral peak is 
lower in the data        Fig.2 Similarity of the one-dimenaional 
of Group C than wave spectrum. 



DIRECTIONAL SPECTRA 335 

in those of groups A and B. The concentration of the normal- 
ized spectral energy of the Pierson-Moskowitz spectrum is much 
smaller than that of group C.  The dimenslonless fetch gF/u* 
is approximately 102-103 for the wave data of groups A and B, 
105-106 for those of group C, and approximately 107 for the 
Pierson-Moskowitz spectrum.  Therefore, within the range of 
our previous data, it was concluded that the concentration of 
the normalized spectral energy of wind waves seems to decrease 
with increasing dimensionless fetch gF/u*2 . 

The normalized spectra shown in Fig.2 are used as a^ 
kind of reference for discussing the present data of one-di- 
mensional spectra measured under various conditions.  All of 
the measured spectra were normalized in the form (4) and com- 
pared with the previous results.  Some typical examples of the 
normalized forms of the measured wave spectra are shown in 
Figs. 3-5. 

The dashed line in each figure shows the spectral form 
which is selected from the typical spectra shown in Fig.2 and 
which has the closest resemblance to each measured spectrum. 
It can be seen from these figures that the wave spectrum of 
No. 4 3 0/1 is quite 
similar to the 
spectrum of labo- 
ratory wind waves, 
the wave spectrum 
of No. 550/1 is 
quite similar to 
the spectrum ob- 
served in Hakata 
Bay, and the wave 
spectrum of No. 
213/1 is quite 
similar to the 
Pierson-Moskowitz 
spectrum.  All of 
the other spectra 
were scattered be- 
tween the spectral 
form, for laboratory 
wind waves and that 
of Pierson- 
Moskowitz (1964) , 
though they are not 
shown in the fig- 
ures.  Furthermore, 

x: 

•8- 

4 

3 
\          ,MitS uyasu et al.    (1973 C) 

(Laboratory A) 

2 I   / if V if 

if ft 

1 if \l 

ij \\ 
jl 

n J/ 

•F/Fn 

Fig.3. Normalized form of the one-dimensional 
wave spectrum: Continuous curve, ocean wave 
data set No. 430/1; dashed curve, laboratory 
wave data ( group A ). 



336 COASTAL ENGINEERING-1976 

4- 
•9- 

.Mitsuyasu et 
/          ( Hakata 

1 
al.    (1973 C) 
Bay  ) 

1 

1/ 

It h 

-F/FM 

Fig.4. As in Fig.3 except for ocean wave 
data set No. 550/1, and the wave data of 
Hakata Bay ( group C ). 

within the range of 
our observed spec- 
tra, it was shown 
that the Pierson- 
Moskowitz spectrum 
is the spectrum with 
the smallest energy 
concentration, in 
other words, the 
spectrum with the 
largest spectral 
width.  Within the 
range of the present 
data, however, a 
definite relation 
between the normal- 
ized spectral form 
and the dimension- 
less fetch has not 
been obtained. 
Recently, a new 
spectral form, the 
JONSWAP spectrum, 
has been reported 
( Hasselmann et al. 
1973 ).  The 
JONSWAP spectrum 
has very high con- 
centration of nor- 
malized spectral 
energy, which is 
comparable to that 
for laboratory wind 
waves.  Fig.6 shows 
the comparison of 
the JONSWAP spec- 
trum, the Pierson- 
Moskowitz spectrum 
and the idealized form 
of laboratory wind 
wave spectra ( 
Mitsuyasu 1973b ). 
As shown in Pig.6, 
the JONSWAP spectrum 
is quite similar to 
the spectra of labo- 
ratory wind waves in the normalized form (4).  Therefore, we 

4- /Pierson-Moskowitz   (1964) 

W \\ 
X 

ft > ^ 
.y 

•f/Fn 

Fig.5. As in Fig.3 except for ocean 
wave data set No. 213/1, and the 
Pierson-Moskowitz spectrum. 



DIRECTIONAL SPECTRA 337 

can say that many of the ocean wave spectra scatter between 
the JONSWAP spectrum and the Pierson-Moskowitz spectrum.  In 
fact, almost every wave spectra of our additional data sets 
801, 8 04, 805 were just between these two extern forms of the 
wave spectra.  As an example, normalized spectra of wave data 
No. 805 is shown in Fig.7. 

-fi- 

0, 

,JONSWAP ( Y = 3.3 ) 
( Hasselmann et al. 

1973 ) 

1 ^ 
1  "  1 

/Pierson-Moskowitz 
(1964) 

1     1 
l/j •F =102i Laboratory 

-F =106' ( Mltsuyasu 
1973b ) 

0       12       3 
F/rM 

Fig.6.  Similarity of the one-dimensional wave spectrum 

4 

0, 

JONSWAP ( y = 3.3 ) 

Data Set 805 

Pierson-Moskowitz 

3 0       1       2 
-F/-FM 

Fig.7. Normalized form of one-dimensional wave spectrum:  data set 
No. 805, the Pierson-Moskowitz spectrum and the JONSWAP spectrum. 
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b.   The angular distribution  function 

Fig.8   shows an example  of the measured angular dis- 
tribution hit(f,6)   together with h2(f,8)   which  is  given by 

h2(f,8)    =  -7T- + Z, wn'  (  Ancos n6   +  Bnsin n0   ) (6) 
2 1 for Wl"= -j.  ,     w2' = -j-  . 

Here, h2(f,6) is an angular distribution which can be deter- 
mined only from the signals of ntt, nx and ny, and corresponds 

U30/2 430/3 
(1973-1-21)        (1973-1-21) 

Fig.8. Angular distribution functions of the direc- 
tional spectrum ( wave data case 430/1, 2, 3 ): con- 
tinuous curve, hk(£,Q);  dashed curves, h2(f,9). 
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to the data measured by a "pitch-roll buoy".  Eq. 6, the 
partial Fourier sum with weights wn' , corresponds to the 
smoothed average of h(f,6) by the weighting function W2(9) 
which is proportional to cos 9/2.  Since the width of W2(S) 
is approximately twice as large as that of Wi,(0), h2(f,0) is 
smoother than hi,(f,0) as shown in Fig.8.  In the figure h(6) 
for each frequency component is shown separately.  It can be 
seen from Fig.8 that h(f,8) can be well approximated by an 
unimodal distribution function except for some exceptional 
cases which are considered to be affected by some errors. 

In order to investigate h(f,6) more quantitatively, the 
following function, originally proposed by Longuet-Higgins et 
al. (1963), is fitted to the measured angular distributions; 

1 /n    -v I2t h(6) = G'(s) 

where G'(s) is a normal- 
izing function to make 

fh(9)de = w , 

cos -j- (9-9) (7) 

G'(s) r2(s+p 
r(2s+i) 

4.0 

.(8) 

The parameter s 
is, in a general case, 
function of the wave 
frequency f, and 9 is 
the mean direction de- 
fined by 

6=tan"1Bi/A1   .    (9) 

In Eq. (8) r is the 
gamma function. 

The form of 
h(9) given by the 
above equation is 
shown in Fig.9 for 
different values of 
s.  As can be seen, 
h(9) tends to a 
narrower distribu- 
tion with an in- 
crease of the 
parameter s.  That 
is, s can be 

3.0 

Fig.9. An idealized angular 
distribution function. 
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considered as a parameter 
which controls the concen- 
tration of the directional 
distribution of the wave 
energy. 

If Eq. (7) were a 
perfect fit to the meas- 
ured angular distribu- 
tion, the parameter.s 
would have to satisfy- 
all of the expressions 
c    -  sts-D••(s-n+1) 
n  (s+1)(s+2)...(s+n) ' 

n = 1, 2, 3, 

where 

(An
2 + Bn*) 2,T 

(10) 

(ID 

By using Eqs.    (10) 
and   (11)   the parameter   sn 
can be determined  from 
the corresponding Fourier 
coefficients An and Bn, 
respectively,   for  n = 1, 
2,   3,   4.     Furthermore,   if 
Eq.   (7)   were a perfect 
fit to the measured angu- 
lar distributions,   all  sn 
(   n =  1,   2,   3,   4   )   should 
be equal.     In  fact,   s2 
was found to be approxi- 
mately equal  to  sx,   but 
s3  and  s,, were  somewhat 
different  from Sj   and  s2. 
These might be attributed 
to the  fact that the 
higher terms of the 
Fourier coefficients of 
angular distribution 
function contain non- 
negligible errors,  due 
to the poor accuracy in 
the measurement of wave 
curvature.     Therefore, 
the parameter  s,  and  s2 

DfiTfl N0.= 550 

5.0|-l*10°), 

0.2 
FREQUENCY  (HZ) 

Fig.10,    The one-dimensional wave 
spectrum ij>1(f),  mean direction 9, 
and the spreading parameters Sj and 
s for wave data set 550. 
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will be used for the following discussions. 

Fig.10 shows typical set of values of <t>j(f), 8, s, and 
s, where s is the mean of the values of Sj and s2.  The loca- 
tion of the arrow shows the frequency of the maximum spectral 
density.  It can be seen from this figure  that the value of 
Sj or s is very large near the maximum spectral density fre- 
quency.  However, it decreases rapidly toward higher and lower 
frequencies.  In other words, the angular distribution is very 
narrow for the frequency components near the spectral peak 
frequency, whereas it widens rapidly toward higher and lower 
frequencies.  It can also be seen that the mean direction of 
the dominant spectral component is almost the same as that of 
the wind ( cf. Table 1 ).  Similar results have been obtained 
from the other sets of data. 

Therefore, it can be said that in a generating area, 
frequency components near the dominant peak of the frequency 
spectrum, i.e., the most energy-containing frequency compo- 
nents, propagate in almost the same direction as the wind 
direction and their angular spread is very narrow.  However, 
the angular spreading increases toward higher and lower fre- 
quencies as the spectral energy decreases. 

AN IDEALIZED FORM OF THE ANGULAR DISTRIBUTION FUNCTION 

In order to find the relation between the parameter s 
and the dimensionless frequency £ [ = 2irfU/g = U/C ],  s[ = 
(s1+s2)/2 ] and f are plotted in Fig.11 on a log-log scale. 
It can be seen that values of the parameter s are almost 
uniquely determined from the dimensionless frequency f on the 
high-frequency side of the spectrum, although the data are 
somewhat scattered due to the insufficient accuracy of the 
measurements.  In Fig.11 the arrow marks the location of the 
dimensionless frequency fm that corresponds to the spectral 
peak frequency fm.  It can also be seen from Fig.11 that in^ 
each spectrum the parameter s shows its maximum value near fm 
as already^ shown in Fig.10, and s decreases rapidly with de- 
creasing f at £ < f~m.  Similar results can also be obtained 
from the data on s,. 

These facts suggest that for the high-frequency side 
of the spectrum the parameter s shows an equilibrium form which 
is given approximately by 

s = 11.5 f"2-5 . (12) 
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In the   frequency range below the  spectral  peak,   f  <   fm, 
an approximate expression  for  s can be given by 

s = kf"\        (13) 

S(=-a^») 

where k and m are dlmensionless constants. 
above expression seems 
Jo depend somewhat on 
fm.  That is, as shown 
in Fig.11, m is 
slightly larger in the 
cases of smaller fm 
than  inJ:hose of 
larger fm. At this 
time, however, since 
the scatter of the 
data are considerable, 
these differences in m 
are neglected and m is 
assumed to be 

m = 5. 

The constant k can be 
determined from the 
condition that s has 
itsjnaximum value sm 
at fm where Eq. (13) 
coincides with Eq. (12) 

Approximate ex- 
fressions for s for 

< f" and for s„ are 
•^    m     ^        • 
s = 11.5 f "7-5 f 

The power m in the 

100 

50 

30 

20 

10 

= 11.5 fm
2-5 

5,(14) 

(15) 

On the other hand, the 
dimensionless frequency 
?m  of the spectral peak 
can be determined from 
the dimensionless fetch 
F[ = gF/U2 ] by using 
the so-called fetch 
relation.  For example, 
the fetch relation ( 
Mitsuyasu 1968 ) 

fm = 1.00 F'
0-330 ,  (16) 

S=ll.5f "2!1 

-ft,-N0.550(o) 

/fli.-N0.2l3(o) 

^ .N0.430(») 

f        ^N0.440(«) 

6n-N0.530(«>) 

f~H-> 
0.3 0.5 0.7  1.0 2.0  3.0 5.0 

Fig.11.  The parameter s as a function 
of the dimensionless frequency f.  fm 
is the dimensionless frequency of the 
maximum density of the one-dimensional 
wave spectrum. 
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where 
U*fm/Sr     F =  gF/u*2 (17) 

where u* is the friction velocity of the wind, can be trans- 
formed into 

fm = 18.8 F
0-330 

by using the approximate relation 
(18) 

(19) 

From Eqs. (7), (12), (14) and (18) we can derive an 
idealized form of the angular distribution function that can 
be used for practical purposes.  That is, the angular distri- 
bution is given by 

Gi(f,8) = Gx(s)|cos 6/2|
2s      (20) 

where 
Gi (s) ?2s-i r2(s+l) 

r(2s+l) (21) 

The parameter s is 
given by^Eq. (12) 
for f > fm and by 
Eg. (14) for f < 
fm, and f*m can be 
determined from 
Eq. (18).  Fig.12 
shows further 
check of the pro- 
posed relations 
(12) and (14) by 
the data sets 
801, 804 and 805. 
Coincidence bet- 
ween the predic- 
tion and obser- 
vation is gener- 
ally satisfac- 
tory. 

Fig.12.  As In Fig.11 
except for wave data 
sets No.801, 804 and 
805. 
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From Eqs. (12), (14) and (15) the other expressions for 
s are as follows: 

s/sm = (f/fmr
2-5, for   f  >   fm, (22) 

s/sm =   (f/fm)s, for  f  <   fm. (23) 

It should be mentioned here that the parameter s at the 
spectral peak frequency f^ increases with an increase in the 
dimensionless fetch F.  In other words, the angular distribu- 
tion becomes narrower as the dimensionless fetch increases. 
This is a rather unexpected result, because it would appear 
that the angular distribution should broaden with increasing 
fetch due to the fluctuation of the wind direction in a gener- 
ating area. 

COMPARISON OF VARIOUS ANGULAR DISTRIBUTION FUNCTIONS 

Finally, the proposed form of the angular distribution 

1.5r 

•f[=U/C)=Q.8 -F(=U/C) = 1.2 

1-°r     - S=7.29 

1.5 

Fig.13.  The angular distribution functions G0 = ( 2/TT )COS2 

Gx, proposed spectrum and G3, SWOP spectrum, as a function 
of the dimensionless frequency f. 
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function, Gi(f,9), is compared with the other forms which 
have been used frequently for practical purposes.  Typical 
forms of the angular distribution are 

1.  PNJ type ( Pierson et al., 1955 ) 

Go(6) — cos28 
IT 

(24) 

2.  SWOP spectrum ( Cote et al., 1960 ) 

, ~ (1+ a cos 29 +b cos 49) ,   for   lei   <  TT/2 
G3(f,6)   =      w 

1 0   , for   |e|   >   ir/2 
where 

a  =  0.50  +  0.82 exp (   --§-f "* ) (26) 
b =  0.32 exp ( —~ f* )  . (27) 

(25) 

•F(=U/C) = 1.6 

S=3.SS 

1.5 

1.0 - 

0.5 

G(8) 
•?(=U/C)=2.0 

- S=2.03 

i 

/ G3     j/ 

Vk         8 
i             \ 1 \^.        i 

-180° -90° 

I.b 

G(8) 
?(=U/C)=2.S 

1.0 S=1.16 

Go 

0.5 [                G3               / 
cl       If 

YT^--^ 8 

-180° -90° 

Fig.14.    As  in Fig.13  for other values of  f. 
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Figs. 13 and 14 show the comparisons of the various 
forms for the angular distribution functions, Go(8), Gi(f,8) 
and Gs(£,6), by taking f[ = U/C ] as a parameter.  Here, 
Gi(f,8) shown in the figures corresponds to angular distribu- 
tions of the spectral components in a frequency range f > fm. 
It can be seen from Figs. 13 and 14 that Go (8), is an appro- 
priate form for the spectral components near the frequency 
f[ = U/C ] ==1.5, but it has a wider angular distribution for 
the frequency components f < 1.5 and^jiarrower angular distri- 
bution for the frequency components f > 1.5, as compared 
Gi(f,8); G3j[f,6) is very close to Gi(f,8) for the frequency 
components f = 1.8-2.0, although there exist some disconti- 
nuities of the distributions at |8| = ir/2.  Furthermore, 
G3(f,8) shows a wider angular distribution for'the frequency 
components f < 1.8 and a narrower angular distribution for 
f > 2.0. 

In some cases the following form of the angular dis- 
tribution function has been used for practical purposes: 

G2(f,8) = G2(n)cos
n8 ,        (28) 

where 

1 r(i+f) 
G2'(n) = -±-x T-V" •      (29) 

It can be shown by comparing G2(f,6) with Gi(f,8) that G2(f,8) 
becomes very close to Gj(f,6) if we assume 

n = 0.46 s , (30) 

and use Eqs. 12 and 14 for the values of s. The relation (30) 
is only an approximate relation which gives consistent results 
for the frequency components f<1.6ors>4. 

CONCLUSIONS 

Using typical wave data measured by the cloverleaf buoy 
we have determined the directional spectrum of ocean waves, in 
particular, the form of the one-dimensional frequency spectrum 
and that of the angular distribution function. While final 
conclusions have not been obtained for the frequency spectrum, 
an idealized form of the angular distribution function has 
been determined, which can be used for practical purposes. 

The most important findings of the present study are 
the following properties of the angular distribution of wave 
energy.  The angular distribution is very narrow for the fre- 
quency components near the spectral peak, whereas it widens 
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toward high and low frequencies.  Furthermore, the angular 
distributions of the frequency components near the spectral 
peak become narrower with increasing dimensionless fetch and, 
thus, with the growth of the wind waves.  These properties 
are included in the proposed form of the idealized angular 
distribution function.  Finally, it should be mentioned that, 
in many cases, the variabilities in the angular distribution 
functions are fairly large.  Particularly, the scatter of the 
parameter s is considerable for the low frequency components 
( f < fm ) of the spectrum.  This may be attributed to the 
effects of background swell and nonlinear wave-wave inter- 
actions.  It should be also mentioned that the idealized form 
of the angular distribution function is based only on the 
ocean wave data and not on the laboratory wave data.  Therefore, 
the extension of the formula to the laboratory wind wave is 
unrecommendable. 
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CHAPTER 20 

WAVE DIRECTION COMPUTATIONS WITH THREE GAGE ARRAYS 

by 

D. Esteva 

INTRODUCTION. Wave direction is an important parameter in the solution 
of many coastal engineering problems such as the estimation of sedi- 
ment transport and the response of coastal structures.  Wave-gage 
arrays are among the most widely proposed systems for measuring wave 
direction.  In late March 1970, the U.S. Army Coastal Engineering Re- 
search Center (CERC) installed an array of five pressure sensors off 
the California coast. 

Figure 1 gives the location of the array, its geometry and di- 
mensions.  The water depth at the site was approximately 9.14 meters 
(30 feet) and the gages were positioned .76 meters (2.5 feet) from 
the bottom. 

One use for the array data would be to compare redundant values 
of wave direction and estimate the level of accuracy of the compu- 
tations.  Redundant values of direction were obtained from the ten 
three-gage arrays possible with five gages.  Three-gage arrays offer 
some advantages over arrays involving a larger number of gages and 
have been proposed by many investigators. An obvious advantage in- 
volves economics. Non-linear arrays offer the advantage over linear 
arrays that straight forward mathematical expressions can be derived 
for the unambigous computation of direction.  These expressions in- 
volve the phase differences between gage pairs for the waves present, 
no recourse to two-dimensional spectral analysis is necessary. How- 
ever, it is necessary to assume long and relatively straight crested 
waves, traveling in well determined directions, and geometrically 
stationary over the array. The first two assumptions are supported by 
high altitude aerial photographs, Figure 2 and, by radar scans of the 
wave field, Figure 3.  Fujinawa (1975) conjectures that narrow di- 
rectional spread is responsible for the incomplete recovery of the 
true directional spectrum from field records in his computations using 
high directional resolution. 

Direction estimates for all bands .01 hz wide between approxi- 
mately 30 and 3 seconds were obtained from the ten arrays using cross 
spectra between gage pairs. The lower limit on period is estimated 
from the water column over the pressure sensors. The resulting di- 
rections at bands of maximum energy disagreed by 20 to 160 .  It had 
been expected that the array would yield directions to better than 20 . 
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The computational model was applied to computer simulated narrow- 
banded wave trains propagating across the array.  Because of the narrow- 
bandedness of the simulated trains, the frequency resolution used in these 
computations was increased to approximately .001 hz.  It was found that the 
directional results depend highly on the spectral width, both, in frequency 
and direction, of the wave train involved and on the relationship between 
wavelength at the site and gage separations. 

The same higher frequency resolution was used to analyze field wave 
pressure records having standard deviations above 2 feet.  Average discrep- 
ancies of 20 degrees among computed directions were obtained for narrow- 
banded trains with periods longer than 10 seconds.  Larger discrepancies 
resulted for shorter periods. Thus, accuracies no better than 20 degrees 
can be expected for wave directions resulting from three-gage arrays. 

ARRAY OPERATION AND DATA SUMMARY.  The gages in the array were developed 
mostly at CERC.  The heart of the system is a Fairchild pressure transducer 
which is potted inside a two-inch plexiglass tube, (Williams 69, Peacock 74). 
A plastic tube filled with sillcone oil transmits the sea water pressure to 
the transducer. A rubber diaphram separates the silicone oil from the sea 
water. A teflon scouring pad dipped in anti-fouling paint separates this 
rubber diaphram from the end of the package which admits the sea water 
pressure.  The instrument is mounted vertically on a tripod.  The signals 
from the pressure transducers are brought by cables to a recording and trans- 
mitting station on shore. 

The water pressure at each of the five gages was registered contin- 
uously at four samples per second on digital magnetic tape.  The recording 
proceeded with few interruptions during most of 1970.  It can be shown 
(Kinsman, 1965), that the potential energy in the wave field is proportional 
to the variance of the time history of sea surface elevation at a fixed lo- 
cation.  This energy is also proportional to the square of the wave height. 
Thus, the standard deviation of sea surface elevations (or of the pressure 
at a certain depth) is a good measure of wave height.  Four times the stand- 
ard deviation approximately equals the significant wave height. 

The standard deviation of the wave pressure in each gage was computed 
for observations consisting of simultaneous 20-minute recordings. The mean 
standard deviation was found for each observation.  Table 1 gives a break- 
down of the largest difference of individual standard deviations in an ob- 
servation from their mean for 871 observations processed in 1970 regardless 
of magnitude. This breakdown indicates the system operated in a consistent 
way. The field wave records used for computing wave direction were chosen 
from those observations in this Table for which the standard deviations 
in the five gages differed by 3% or less from their mean and for which the 
uncompensated significant wave height was above 2 feet. 
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TABLE 1.  PERCENT OF OBSERVATIONS FOR WHICH THE LARGEST DEVIATION OF INDI- 
VIDUAL STANDARD DEVIATION IN THE OBSERVATION FROM THEIR MEAN WAS AS INDI- 
CATED.  EIGHT-HUNDRED AND 71 OBSERVATIONS IN 1970. 

Deviation from Percent of 
mean Observations 

±      2% 41 
(3 - 10%) 52 

(11 - 20%) 1 
> 20% 6 

COMPUTATION OF WAVE DIRECTION 

For a long crested sinusoidal wave with frequency a., propagating in 
direction a., the phase difference between locations 1 and 2 with coordi- 
nates (x ,y ) and (x ,y ) respectively, is given by: 

J12 = Ki t (x!~x2) 
cosa

i + (yx
-^ sinai] (!) 

where K = 2ir/L., is the wave number associated with frequency c, and L. 
is the wave length. 

Expressions for the phase differences between two pairs of gages in a 
three-gage array allow solving for the sine and cosine of the direction of 
wave travel a..  Thus the angle is determined uniquely. Estimates of a 
representative phase difference between gage pairs for bands of constant 
frequency width are easily computed from cross-spectra of the wave (pressure) 
records.  These spectra give average values of the covariance of the wave 
records along two perpendicular directions for each band.  The expediency 
in these computations is appealing provided the resulting directions are of 
engineering value. 

The co-spectrum (Co) and quad spectrum (Quad) may be defined as, 
(Jensen and Watts, 1968): 

C.  = I X±  X„ cos 
A 

2 -""  Y12 

QuadA = I    = Xx X2 sin i)^. (2) 
A 

where X and X are the frequency spectral estimates from wave records 1 and 
2 and the \    indicates summation over the adjacent spectral periods combined 

A 
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to make up a band.  The representative phase difference for the band is 
given by expression 3 below, where the sign of numerator and denominator 
must be taken into account. 

j>!,  = tan 
x A 

QuadA 

Co.. 
A 

(3) 

Cross spectra between gage pairs were computed for bands approximately 
.01 hz wide for a few observations. A representative wave direction was 
computed for each band between 30 and 3 seconds for the 10, arrays. The 
agreement among these redundant values is an indication of the degree of 
confidence that can be placed on the resulting directions. 

Disagreements on the order of 20 were obtained for bands of maximum 
energy with central periods above 10 seconds.  For bands with maximum en- 
ergy at shorter central periods disagreements on the order of 160 were 
obtained. 

It had been expected that the array would yield directions to better 
than 20 degrees and for periods between 25 and 7 seconds. 

SIMULATED OBSERVATIONS 

To gain understanding of the problems involved, wave records arising 
from narrow-banded wave trains propagating through the array in a specified 
direction were simulated in the computer.  Each simulated observation con- 
sisted of values of the wave profile at the five locations computed at 1/4 
second intervals for slightly over 17 minutes (1024 seconds) to simulate 
the sampling rate and record duration customarily used at CERC for the 
field data. 

Fast Fourier Transform (Cooley and Tukey 196.7) computations yield 
the contribution to the variance at each of a set of frequencies a   's, 
which are harmonics of a fundamental given by the inverse of the record 
duration, T.  The frequencies of these harmonics will be referred to as 
spectral frequencies  and the corresponding periods, given by their in- 
verse the spectral periods.    The resulting spectrum will be termed the 
high resolution spectrum.    For records 1024 seconds in duration, this 
high resolution approximately equals .001 hz. 

Assume a sinusoid with frequency given by 

0 = *4^i (4) 

where At is the interval of time between samples and S  is less than or 
equal to 1/2. This expression provides for assigning frequencies which 
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differ from the spectral frequencies. The contribution to the variance at 
the spectral frequencies, of the sampled record is given by: 

S2 = a2 + b2 m = 1 N/2 (5) 

where a and b are the Fourier coefficients. Harris shows (Harris 1974) 
that for values of m near m; i.e., for to near the frequency of the sinu- 
soid, and for m far removed from one and 11/2, the expressions below are 
good approximations to the coefficients. 

i    A sin 7T<S  cos   ($ - irS) 
m ," .. (6) 

IT  (m - m + 6) 

,        i    A sin TT5   sin  (ij> -  ir6) 

TT   (m - m + 6) 

It is clear that slow convergence of the energy toward the spectral 
period closest to the assigned period is indicated.  Thus the energy is 
spread over adjacent spectral periods.  This spreading, due to the finete- 
ness of the record is usually referred to as spillover. 

The technique routinely used at CERC to decrease spillover is to apply 
the cosine bell data window as indicated below: 

, 27Tt. 
Yi = f (1 - cos -y-i)  Y. 1 = 1 N (7) 

where Y. are the values in the original record.  The Fourier coefficient 
for the resulting Y. are given by: 

•=•    A sin -ir<5  cos   (<|>  - w6) 

2TT  (m - m + S)   [m - m + S)2 - 1] 

A sin TT<S  sin  ((j> - ITS) 
(8) 

2ir   (m - m + 5)   [m - m + 6)2  - 1] 

Thus convergence is greatly increased and spillover is effectively re- 
duced to three adjacent spectral periods. 
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The cosine bell data window was applied to all records discussed here. 
Thus, in simulating records it was sufficient to consider wave trains con- 
sisting of three sinusoids with nearby periods spread over at most six ad- 
jacent spectral periods. Central periods near 16 and eight seconds were 
chosen to simulate a relatively long period swell and a shorter period 
swell.  Swells with these periods are common in the West Coast. 

Figures 4 and 5 are plots of the high resolution spectra for two of 
the simulated observations.  Energy density at each spectral frequency is 
plotted versus a linear frequency scale in hz.  The corresponding period 
values are given along the top axis. All of the spectral plots shown here 
have been plotted in the same way and to the same scale.  The spectra in 
these two figures resulted from combining only three sinusoids; yet, energy 
contributions appear at from five to nine adjacent periods.  In Figure 4 
three relative maxima separated by two minima can be identified.  The 
energy shown at these two minima may be interpreted as due to spillover 
since no sinusoids were combined with the appropriate periods. 

Energy minima can easily be identified in the high resolution 
spectra of field wave observations.  The energy at these minima may be 
used as a measure of- spillover and noise in these spectra. 

Table 2 gives the characteristics of the first eight simulated obser- 
vations and Table 3 the computational results at spectral periods closests 
to the assigned periods. 

The last column in Table 3 gives the average resulting directions from 
the ten arrays.  For wave trains 1 thru 3 the computed directions agree 
for the ten arrays and with the input directions to within 1 degree. Di- 
rectional results for wave train No. 4 are correct only for spectral peri- 
od number 62.  The main difference between this train and No. 2is the 
narrower spectral width. Wave train No. 2 gave the correct direction for 
all spectral periods while No. 4 did not. 

Directional results seem meaningless for simulated wave trains 5 
through 8.  To determine xrtiether these poor results were due to some pro- 
gramming deficiency another eight sets of simulated records were generated 
interchanging periods and directions. 

The directional results for the sinusoids with periods clustered 
around 16 seconds were of the same quality regardless of the assigned di- 
rection.  The directional results for the 8 second sinusoids, however, in- 
dicate that the capability to sense the correct direction for these shorter 
waves depends on the orientation of the three-gage array relative to the 
direction of propagation of the incoming wave. This is not surprising 
when it is realized that the effective gage separation for the different 
gage pairs varies with this relative orientation. 

Additional simulated records were generated using the same periods as 
for observation No. 5 but assigning the additional directions listed in 
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Table 4. At the top of each column the orientation and shape of the corres- 
ponding array is given.  Computed directions omitted differed by 87 and 
more from the assigned directions listed on the left hand column.  It is 
apparent from Table 4 that the more nearly equilateral arrays give correct 
directions for a wider range of periods. 

TABLE 2. CHARACTERISTICS OF SIMULATED WAVE TRAINS 

Wave Period Amp. Direction 
Train (sec) (cm) (degrees) 

1 16.75.. 11.43 21 S 
15.97... 15.24 21 S 
15.25... 11.43 21 S 

16.75.. 11.43 21 S 
2 15.97... 15.24 15 S 

15.25... 11.43 21 N 

16.48.. 11.43 21 S 
3 15.97.. 15.24 21 S 

15.72.. 11.43 21 S 

16.48.. 11.43 21 s 
4 15.97.. 15.24 21 N 

15.72.. 11.43 21 N 

8.18.. 11.43 60 N 
5 7.99.. 15.24 60 N 

7.80.. 11.43 60 N 

8.18.. 11.43 60 N 
6 7.99.. 15.24 40 N 

7;80.. 11.43 60 S 

8.11.. 11.43 60 N 
7 7.99.. 15.24 60 N 

7.93.. 11.43 60 N 

8.11.. 11.43 60 N 
8 7.99.. 15.24 40 N 

7.93.. 11.43 66- -S 

The effect of angular spread in the 16 second wave train was investi- 
gated by introducing angular spreads among assigned directions and keeping 
frequency separations among sinusoids constant (three spectral frequencies)• 
Input angular spreads of 5 , 10 , and 20 gave riBe to angular spreads cc 

0 , 16 , and 32 respectively. 

FIELD WAVE OBSERVATIONS 

To better evaluate directional results from field observations, spect- 
ral periods at or near which wave trains may be present in the field were 
isolated in the high resolution spectra of 44 field observations.  The 



356 COASTAL ENGINEER1NG-1976 

average uncompensated significant wave height in each observation was over 
two feet and discrepancies of individual standard deviations from their 
mean was 3% or less. 

TABLE 3.  COMPUTATIONAL RESULTS AT CLOSEST - 
SPECTRAL FREQUENCIES FOR SIMULATED WAVE TRAINS 

Closest 
Wave Spectral Spectral 
Train Frequency Period Amp. Direction 

(1/024 hz) (sec) (cm) (degrees) 

61 16.79 5.62 20 S 
1 64 16.00 7.55 20 S 

67 15.28 5.70 20 S 

61 16.79 5.62 21 S 
2 64 16.00 7.55 15 S 

67 15.28 5.70 20 N 

62 16.52 5.52 20 S 
3 64 16.00 5.35 20 S 

65 15.75 1.19 20 S 

62 16.52 5.52 21 S 
4 64 16.00 5.35 25 S 

65 15.75 1.19 36 N 

125 8.19 5.62 142 N 
5 128 8.00 7.55 142 N 

131 7.82 5.70 142 N 

125 8.19 5.62 142 N 
6 128 8.00 7.55 78 N 

131 7.82 5.70 162 S 

126 8.13 5.52 142 N 
7 128 8.00 5.35 142 N 

129 7.94 1.19 142 N 

126 8.13 5.52 142 N 
8 128 8.00 7.14 76 N 

129 7.94 5.83 172 S 

Plots of the high resolution spectra for these observations will be 
published in a CERC Technical Report.  Figures 6 and 7 are shown here to 
illustrate the two typical spectral shapes obtained. The spectra on Figure 
6 show most of the energy between approximately 13 and 18 seconds.  The 
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1-2-3 1-2-4 1-2-5 

Three-Ca 

1-3-4 

Re Arrays 

1-3-5 1-4-5 =-W J-M 2-4-5 3-4-5 

Assigned 

— ^7 V X \^| f\ <! 4 Direction 
Degrees 1/ A 

«0 H 59 H 60 H 59 8       j                       j      60 B 60 1 

40 H 40 N 40 H 40 H 40 H 40 H 40 H 40 N 39 1 

21 N 21 N 20 K 21 H 21 H 20 K 20,       j 21. 20 I 

15 H 14 H 14 H 14 H 14 H 14 S 14 H 14 H 15 1 

15 S 14 S 14 S 14 S 14 S 14 S 14 S 15 S 

21 5 21 S 20 S 20 S 20 S 20 S 20 S 20 S 

40 S 40 S 39 S 39 S ». 40 S 39 S 39 S 

60 S 60 5 j     60 S         j       59 S 59 S 60 S 

Table 4        Directional results of high resolution spectral computations  for S second ware- 

Results differing by 87    or sore from the assigned directions  on tie left hand column 
have been omitted. 
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structure suggests more than one wave train present in that period range. 
The spectra in Figure 7 display bimodality - a large portion of the energy 
appearing at shorter periods. A "background" energy was estimated for each 
observation by systematically averaging the energy at minima between 25 and 
seven seconds in the spectrum. Adjacent spectral periods in this range 
showing energy content twice the background or above were identified and 
considered arising from the same wave train.  The number of adjacent periods 
in each train was used as a measure of the spectral width  of the train.  The 
energy had to be above the chosen level at all five gages for the spectral 
period to be included in the group. The spectral period among these showing 
maximum energy was taken as the "period" of the wave train. 

Directions were computed at all the spectral periods in each train for 
the ten arrays. The total spread among these directions was found; and, an 
average total spread was computed for trains having the same spectral width. 
The same was done for the spread in computed directions at the "period" of 
the train. 

Twenty-five percent (25%) of the identified wave trains had total di- 
rectional (computed) spreads above 100 and were not considered any further. 
For 89% of the discarded trains, the "period" of the train was under 9.4 
seconds.  Thus trains with "period" under this value were also discarded. 

Table 5 shows the results for the different spectral widths for the 
280 trains retained. 

TABLE 5.  AVERAGE SPREAD IN COMPUTED DIRECTIONS FOR 280 WAVE TRAINS 
IDENTIFIED IN THE HIGH RESOLUTION SPECTRUM OF 44 FIELD WAVE 
OBSERVATIONS 

Average Total Spread Average Spread in 
Spectral in Direction (for Direction : for 
Width all Periods) "Period" of Train No. of 

(hz) (Degrees) (Degree) Cases 

.001 21.8 96 

.002 30.9 22.9 58 

.003 33.6 20.2 41 

.004 41.5 20.4 22 

.005 38.7 19.8 21 

.006 43.8 19.8 16 

.007 48.2 17.0 5 

.008 84.5 17.6 8 

.009 53.0 15.3 6 

.010 49.3 13.7 3 

.011 38.0 18.0 1 

.012 81.0 15.0 1 

.013 48.5 15.2 2 
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These results indicate that narrow peaks consisting of from one to 
three spectral periods are most frequent.  The total spread in direction 
increases with frequency width. The spread in the direction at the "period" 
of the train remains relatively constant.  Since the average spread at 
this "period" for narrow-banded trains (<_ .003 hz) is 21.8 degrees; it is 
to be expected that three-gage arrays cannot yield directional results to 
any better accuracy. 

There are various possible explanations for the large spreads observed 
in the directions computed from field records.  For the long crested 
wave model to be applicalbe, it is important that: 

o The phase differences be known accurately or that the probable 
error in their computed values be known; 
from expressions 6 and 8 it is clear that the analysis yields 
accurate phase differences for strictly monochromatic conditions. 
For each component with nearby period in a wave train the value of 
<S in expressions 6 (or 8) will be different; thus, no accurate 
value of the phase difference for the train nor of the error in- 
volved can be estimated; 

o  the wave crests over the array site be long and straight; 
waves with periods between 20 and eight seconds had and are under- 
going refraction at the site of the array; thus, their crests are 
not exactly straight; for the longer waves, with wave lengths at 
the array site several times the gage separations, the curvature 
will not introduce much error; this is not the case for the shorter 
waves, and orientation of the array becomes important; 

o  the sea surface be stationary in time for the duration of the 
record, and in space over the span of the array. 
Stationarity of the wave field i-s assumed in most wave directional 
models. The extent and frequency of its applicability either in the 
open ocean or in coastal waters has not been established. 

These three factors are sufficient to account for the discrepancies 
found in computed directions. 

CONCLUSIONS 

The results of directional computations both for simulated and field 
wave data records indicate three-gage arrays have some capability to de- 
termine wave direction under certain conditions. This capability depends 
on: 

o the dimension of the array and the water depth at the site which 
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place a lower limit on the wave period for which possibly accurate 
directions may be computed; 

o  the orientation of the array for the shorter periods; 

o  the nature of the wave field; directional results for wave trains 
with a narrow frequency districution and/or for which the com- 
puted directions differ little at adjacent spectral periods might 
be meaningful. 

For wave trains with narrow frequency and directional spreads; and, 
period above 10 seconds, the Pt. Mugu arrays yield directions to an esti- 
mated accuracy of 20 . 
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FIGURE 2.  AERIAL PHOTO OF WAVE FIELD. PT. SAINT GEORGE, 
CALIFORNIA. 



DIRECTION COMPUTATIONS 363 

FIGURE 3.  RADAR SCAN OF WAVE FIELD AT NAUSET, MASSACHUSETTS. 
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ABSTRACT 

Most of coastal engineering problems have been studied with monocro- 
matic waves. However, sea waves which arrive at the coast are random. It 
is very difficult to estimate exactly the influence of these random waves 
to coastal structures. Then the model tests in a laboratory wave tank us- 
ing random wave simulation techniques seem to be most desirable way to 
estimate the influence of randomness of sea waves. For this purpose, the 
accomplishment of random wave simulation system, which make possible 
generating random waves having statistically same properties as those of 
sea waves, has long been desired. The authors achieved to establish such 
a new wave simulation system. In this paper, the characteristics of this 
system are demonstrated experimentally through several cases of random 
wave simulations. 

INTRODUCTION 

Random wave simulations are usually perfomed with a random wave gen- 
erator in a laboratory wave tank. Then the important problem is how to 
drive the random wave generator to simulate random sea waves. In other 
words, how to generate random signals by which the random wave generator 
is driven becomes important. There are two ways of generating random sig- 
nals, classifying random wave simulation techniques roughly. One is an 
analog method and the other is a digital method. In both methods, we must 
define at first what kind of properties of random waves should be simu- 
lated. Power spectrum shapes, Gaussian distribution of the water surface 
elevation and Rayleigh distribution of the wave height are well known 
representative properties for random sea waves. Simulated random signals 
must have the above properties at least. Especially the power spectrum 
shape of the simulated random signal must be same as that of sea waves. 

368 
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It is known experimentally that other properties besides the power spec- 
trum shape are almost same as those of sea waves if the power spectrum 
shape of simulated random waves is similar to that of sea waves. So the 
main purpose of random wave simulation is how to simulate the power 
spectrum shape of sea waves. 

The analog method is the electrical simulation technique using band-pass 
filters. Random noise generated electrically is transmitted into a band- 
pass filter unit which is consist of many band-pass filters with slightly 
different central frequencies. Gains of each filter are controlled so as 
to make equal the power of the output signal from each filter to the ini- 
tially specified function in each frequency band. This initially specified 
function will be called as a target spectrum. Output signals from each 
filter are superimposed each other. Then the power spectrum of the output 
signal becomes equal to the target spectrum consequently. Finally this 
signal is transmitted into the random wave generator  0),(2). 

The digital method is usually carried out by means of a digital com- 
puter. Random numbers generated by the computer are averaged using a 
numerical filter with a weighted moving average method. Averaged values 
are converted into analog record by a D-A converter and transmitted into 
the random wave generator. In this method, the procedure for designing 
the numerical filter mathematically, which transforms random numbers to 
random signals of specified properties, becomes important. Usually this 
problem can be deduced to solving Wiener-Hopf's integral equation, which 
is necessary and sufficient conditions that input and output signals must 
satisfy. But this procedure is very complicated and laborious and there 
is no assurance of the existence of an analytical solution in any case 
(3),(4). 

From the fundamental knowledge about the Fourier transformation the- 
orem, the numerical filter can be calculated easily by the reverse Fourier 
transformation of a linear spectrum. This numerical filter does not satis- 
fy Wiener-Hopf's equation. In spite of mathematical discrepancy this 
method has been used frequently for convenience  (5),(6) ,(7). 

Beside these numerical filter methods, the wave superposition method 
has been treated by Borgman (5) and Goda (8). This is the most simple 
method to simulate random waves. But the simulated random waves by this 
method repeat themselves periodically every certain time interval. In 
order to avoid this periodicity several methods have been examined. Goda 
(8) recomended that the number of component waves is more than fifty. 
However, it can be said that when the number of component waves becomes 
so large it takes more time to calculate random signals than by the 
numerical filter method. 

The authors propose herein a new method to calculate numerical fil- 
ters. The procedure of this method is very simple and the numerical fil- 
ter obtained satisfies Wierner-Hopf's equation. 

NUMERICAL FILTER 

The problem to obtain a numerical filter can be deduced to design 
mathematically an optimum circuit system which transforms a white noise 
x(t) to a random wave profile y(t) of desired statistical properties. In 
Fig.l showing a linear circuit system, h(x) and g(x) mean unit impulse 
response functions in the normal and reverse directions of the circuit 
respectively. The relations between x(t) and y(t) are expressed as 
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K0=(°°A(T)   .fO-T)   dT (1) 
JO 

x(.i) = \  ff(r) y(/-r) Jr (2) 
Jo 

Eqs.(l)   and  (2)   can be written as  follows  in  digital  form expressions: 

Vt=S    h,Xt-r      (3) 
r=0 

xi= S gryt-r    (4) 

where x , y , h , g , x   and y   are digitized values of x(t), y(t), 

h(t), g(x), x(t-x) and y(t-T) with a time interval dx. Substituting Eq.(4) 
into Eq.(3) gives 

Vt— S hc 2 g„vt-„-T= I h,   S   Ot-T-nVn 
r=0   n = 0 r-0   n = -oo 

t t-n 
= S      Vn  I  Ot-n-rhr     (5) 
n=-oo   t=0 

Then from the condititon that y  appearing in both sides of Eq.(5) are 

always equal, the following relation is derived: 

i gl-,hr = dt  (*=(), 1, 2, oo)  (6) 
r = 0 

where 6 is  Dirac delta function 

5(=1 (c = 0), 8i = 0  (/=*F0)  (7) 

In Eq.(6), if either h  ( x = 0,1,2, .... ,» ) or g are known, the other 

can be determined easily. But h  and g are not yet defined independently. 

Then other conditions are introduced to define h and g separately. In 
Eqs.(3), (4) and (6), it is impossible to sum up infinitely in real compu- 
tation, then the upper boundary of summation is replaced by a sufficientely 
large number N . Now the white noise having the following characteristics 
is introduced newly as a random input: 

/i[.n] = 0, /<:[.rt.r,-/] = 5r  (8) 

where E[  ] means time averaging procedure. 
If it is assumed that h  ( T = 0,1,2, .... ,N ) are given, g are 

known from Eq.(6). y  ( t = 0,1,2, .... ,<*> ) can be determined by substi- 

tuting the white noise x into Eq.(3). Newly defined white noise x' 

obtained by substituting these y  into Eq.(4) must be equal to x , but 

there are little differences between them, because the upper value of the 



RANDOM WAVE SIMULATION 371 

summation is replaced by a sufficiently large but finite number N in 
Eqs.(3),(4) and (6). Then let us try to obtain h and g which will 

minimize the mean squares of the difference between x and x'. 

D2 = £[(x, -x/)2] = £Cr,2] ~2Elxt x,'] + E[xt'*l 

 (9) 

From Eqs.(3),   (4)   and  (8)   and  the  condition h.   = 0 when  i <  0   ,  Eq.(9) 
can be written as 

»2=l-2 I g< E[xtyi-rl +22 g,gnrr.n 
r=0 r = 0 n = 0 

N       N 
--i-2h0go+ I   S g,gnrr-„ •00) 

where r. ( i = 0,1,2, , N ) are digital values of the autocorrelation 

function of the output y . In order to obtain g. ( i = 0,1,2, .... , N ) 
2      t l 

which minimize D , differentiating Eq.(10) with respect to g. and putting 

each equation to be equal to zero, the following equation can be derived: 

I g,r,-„=h08n 0i=0, 1, 2,-AC)  (11) 

This equation can also be expressed in matrix representation as 

n n >v- 
7'2   '"1   TV1 

•rti 

•rn-i 

••rif-t 

ffo  \ fa>\ 

9i 0 

g% = 0 

\ gri s   0   J 

•C12) 

. rn m-\ rN-2 — n> ) 

As h  appearing in the right hand side of Eq.(12) is still unknown, then 

an attempt to solve the equations except the top dnes including h is made. 
This means to solve the matrix of rank N-l. 

n> n ra rtf-i \ 

r\ r0 n rN-2 

r% ri r0 nv_3 

I rN-l rs-2 7>-3—7'o  j 

ffi/ffo 

g%/g« 

ffs/ffo 

.ffw/ffo 

r3 

rN 

•(13) 

Now  denote   the  solution  of   this matrix by   g!   (   i =   1,2,   ....   ,   N   ),  which 

are   the  ratios   of  g.   to  g     as   seen  in Eq.(13). 

Putting n = 0  in Eq.(ll)   gives 

gon+giri+gir2+ +givrN=lia (14) 

If both sides  of Eq.(14)   are  devided by  g   ,  Eq.(14)   is written  as 
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r0+gi'rt+g2'r2 + ±QN'rN=ho/ga    (15) 

The  left hand side  of Eq.(15)   can be  determined by solving Eq.(13).   Denot- 
ing  the  total summation of Eq.(15)  by q   ,   g    can be expressed as  follows: 

9„ = — 9n' (16) 
1 

Substituting these relations into Eq.(lO), the following equation can be 
obtained: 

iy=i-^  a?) 
i 

2 2 
If q is possitive, D has a minimum value zero when h = q . From Eq.(16), 

g can be finally determined as 

<7o =-L, »„ = —(« = 1, 2, JV) (18) 
•J q V q 

Substituting these g  into Eq.(6), then h  ( n = 0,1,2, .... ,N) can be 
n n 

determined, h are the numerical filters which transforms the white noise 
n 

into random signals of.a target spectrum. 

NUMERICAL SIMULATION 

In this section numerical simulations using the method explained pre- 
viously are treated, and the results are compared with target spectra. 

In addition random wave simulations by the Fourier transformation 
method are compared with those by this method. Two types of numerical 
filters can be defined by the Fourier transformation method. One is a numer- 
ical filter and the other is an asymmetrical one. From the results of numer- 
ical simulations in the preceding study, it was found that the asymmetrical 
filter gives better results than the symmetrical one. Then the results of 
random wave simulations by the newly proposed method herein will be compared 
with those by the asymmetrical filter. 

Random signals by the Fourier transformation method are calculated 
by the relation 

N/2 

yt = I      Wi   <19) 
'   i=-N/2    S 1 

where a. ( i = -N/2, .... ,0, .... , N/2 ) are the numerical filters 
defined""by the sine transformation of a linearized target spectrum. 
Eq.(19) has a similar form to Eq.(3) except lower limit of the summation. 

The spectrum for random sea waves is frequently expressed as 

5(/) = Cl/-"exp(C2r»)  (20) 
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where c , c , m and n are constants determined by wave conditions. This 

equation can be normalized using the peak frequency f and the spectral 

value S(f ) as follows: 
P 

sw)=supXf/fPr• 
•exp{-^[l-(///„)-»]}  (21) 

Values of f and S(f ) used in this numerical simulation are tabulated in 
P       P 

Table-1. Target spectra are determined by substituting these values into 
Eq.(21). Autocorrelation functions are calculated by Wiener-Khintchine's 
theorem. 

By substituting the digitized autocorrelation function into Eqs.(6), 
(13), (15) and (18), numerical filters can be determined. Fig-2 shows the 
examples of the numerical filters tabulated in Table-1. These numerical 
filters transform the random numbers, which have flat characteristics of 
power spectrum density, into the random signals of a target spectrum. 

Fig-3 shows a part of uniform random numbers used in these numerical 
simulations. These random numbers are generated by the mixed congruence 
method using the computer subroutine. Fig-4 shows a part of numerically 
simulated random waves in Case-I-b. 

Fig-5(a)^(d) and Fig-6(a)"v(f) show the plots of the power spectra of 
simulated random waves by the proposed method and the Fourier transforma- 
tion method (dotted lines) with the target spectra (solid lines). It is 
known from these figures that the proposed method gives better results 
than the Fourier transformation method. 

These numerical simulations were perfomed in same conditions. N in 
Eq.(3) and Eq.(19) is 128 and the time interval dx is 0.05 sec. So the 
same degree of accuracy can be obtained by this new method with a smaller 
value of N than by the Fourier transformation method. 

Goda (8) concluded,based on his experimental study that the time 
interval dx is preferable to satisfy the following relation: 

,  „ 0.05 
dT $  —f     • (22) 

P 

This relation is satisfied in all cases. However, dx must be selected not 
so as to be too little because when the time interval becomes small, ft 
in Eq.(3) must be large. It is known from the accuracy of the simulated 
random waves that the moderate size of N is 100 or so and dx is desirable 
to be equal to 0.05/f which is the largest value that satisfies Goda's 
criterion. p 

The numerical filters as shown in Fig-2 must satisfy the following 
Wiener-Hopf's integral equation which is necessary and sufficient condi- 
tions: 

t|)  (x) =     h(a).* (x-a) da   (23) 
xy      Jo       x 

where i|)  is the crosscorrelation function between the input x(t) and the 

output y(t), ty     is the autocorrelation function of the input x(t) and h(o) 

is the filter or weighting function. 
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This  equation  can be  expressed in digital  form as 

E[   x y     ]   -     f    h.E[   xt_T.xt_o   ] ...      (24) 
o=0 

The left hand side of Eq.(24) can be written using Eq.(3) as follows: 

N N 
E[ x   . J h <x   ] = T h -E[ x  -xk   ] (25) 

t-x L
n    s t-s     L

n   s    t-t  t-s 
s=0 s=0 

This is equal to the right hand side of Eq.(24). Therefore, h  ( x = 0,1, 
2, .... , N ) satisfy Wierner-Hopf s integral equation.    x 

RANDOM WAVE SIMULATION SYSTEM 

Fig-7 shows the flow chart of the random wave simulation system. Two 
types of information can be available as an input of this system. One is 
a theoretical expression of the power spectrum or autocorrelation function. 
The other is the power spectrum or autocorrelation of observed sea waves 
or records of water surface itself. This system only needs basically the 
digitized autocorrelation function to simulate random waves. Either power 
spectra or autocorrelation functions can be available, because both are 
related each other by Wiener-Khintchine's theorem. 

If the observed sea surface elevations are sellected as input of this 
system, the right hand side of this flow chart will be used. This part of 
the flow chart is mainly aimed to generate random numbers. Because it is 
a very difficult problem to determine the randomness of sea waves,   this 
part is attached to introduce the randomness in the simulation procedure 
from the observed sea waves. Reverse numerical filter g in Eqs.(4) 

and (6) are used to generate random numbers.    Other procedures are 
the same as those at the left hand side of the flow chart. 

Random waves in prototype must be reduced to a moderate size in order 
to generate in a laboratory wave tank. Usually the Froude similitude law 
is used to reduce the power spectra to a moderate scale. Then this reduced 
power spectrum will be called as a target spectrum. In the next step, the 
target spectrum must be modified because the random wave generator does 
not have flat response characteristics of frequency. Therefore,the wave 
making characteristics must be considered. In this system, Biesel-Suquet's 
theoretical relation between the movement of a wave making paddle and 
generated waves in a wave tank is adopted. Although this relation is for 
periodic small amplitude waves, it will be valid for random waves as the 
paddle movement is small. Fig-8 shows the experimental results for the 
ratio of the component amplitude of random waves to that of paddle move- 
ment. Plotted data agree well with the theoretical relations. Biesel-Suquet's 

theoretical relations shown in Fig-8 are expressed as 

for piston type, 

_H__ _      2 sinh2 /;/; 
2R ~ sinh kh cosh kh+kh   (26) 
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for flatter  type      H „2sinhM   1-cosh kh + khsinhkh 

The modified  target  spectrum S*(f)   will be   defined by 

s*(f>=s(n-iFtm    (28) 

where S(f) is a target spectrum and F(f) the inverse expression of Eq.(26) 
or Eq.(27). 

Pierson-Moskowitz and Neuman spectra are selected to demonstrate the 
feasibility of this system. Target spectra are determined by Eq.(21). f 

and S(f ) of each spectrum are shown in Table-2. Fig-9 shows an example 

of the target spectrum and modified target spectrum. 
Numerical filters were calculated in the same manner as used in the 

former section. Random numbers were averaged with the numerical filter, 
and these averaged values were transmitted into a D-A converter. The out- 
put signal from the D-A converter should be arranged to the smooth signal 
with the low pass filter. Then finally the random signals were transmitted 
into the wave generator. 

Magnetic tapes and data recorders included in Fig-7 are attached to 
store digital and analog signals for future experiments. 

Fig-10 shows the wave tank used in this system. This wave tank is 
27 m long, 50 cm wide and 75 cm deep with glass side walls. At one end 
of this tank a random wave generator is furnished. At the other side of 
the wave tank, a wave absorver is installed and a wave gauge is set at the 
position of 10 m apart from the wave making paddle. Photo-1 and Photo-2 
show the wave tank and random wave generator respectively. 

The random wave generator is of servo-controlled electro-hydraulic 
system. Some typical properties of this wave generator are listed in Table- 
3. The wave generator has two actuators, which are connected with a piston 
type wave making paddle and a flatter type one respectively. Each actuator 
can be controlled independently. When the peak frequency of the target 
spectrum is higher than 1.0 Hz, random wave simulations will be perfomed 
with the flatter type wave making paddle, and if the peak frequency is 
lower than 1.0 Hz, the piston type wave making paddle is used. Furthermore, 
each paddle can be controlled simultaneously with different random signals. 

A band pass filter unit not included in this system with fifteen band 
pass filters of 1/3 oct. frequency band from 0.2 to 5.0 Hz is attached as 
an optional faculty to this random wave generator. Therfor, the random 
wave simulations by an analog method can be made (2). 

Fig-11 (a) ^ (d) and Fig-12 (a) ^ (d) show the experimental results 
of Pierson-Moskowitz and Neuman spectral simulations. The plotted data 
in each figure denote the results of power spectral analysis of water sur- 
face elevation measured by the wave gauge, and the solid lines show target 
spectra. From these figures, it is known that the power spectra of simulated 
waves are very close to the target spectra except in the region of low 
frequency. 

The difference between the data and the target spectra at low frequency 
may be mainly caused by the surf beat which is usually observed in random 
waves near the coast. 

This random wave simulation system aims to simulate a random wave 
spectrum. At the same time,other properties such as probability distributions 
of surface elevation and wave height must resemble those of sea waves. 



376 COASTAL ENGINEERING-1976 

Fig-13 shows some examples of the probability distributions of water sur- 
face elevation of simulated waves for Case-l-b and Case-2-a shown in Table- 
2. Plotted values are slightly skew to the minus side compared with the 
Gaussian distribution shown in a solid line, but this tendency is always 
observed in sea wave data. This is owing to the non-linear characteristics 
of wave motion. 

Fig-14 shows wave height distributions defined by the zero-un-cross 
method for Case-l-b and Case-2-a. Agreement of data with the Rayleigh 
distribution is very well. These results means that the simulated waves 
in a wave tank have the same characteristics as those of sea waves. 

CONCLUSION 

The random wave simulation system has been discussed with several 
cases of random wave simulations in a wave tank. New, simple and accurate 
method to determine the numerical filter in this system has been proposed. 
The numerical simulation of random waves and experiments in a laboratory 
wave tank have shown that this system is very satisfactory. 

There are some restrictions of wave making in extremly low and high 
frequency regions not only for this system but also for a regular wave 
generator, even though the random wave generator adopted in this system 
is much improved so as to equipt two types of wave making paddles. It is, 
therefore very difficult to estimate random waves in wide frequency range, 
for example, random waves of widely separated multiple peaked spectrum by 
a usual random wave generator only. 

The ideal random wave simulation system will be consist of an extremly 
low frequency random wave generator like a tsunami generator and an ordi- 
nary random wave generator and a wind tunnel. 

This random wave simulation system was completed in 1973. Since then, 
more than 40 cases of random wave simulation have been perfomed, and the 
statistical characteristics of random waves,such as distributions of the 
wave period, wave height and wave period and also combined distributions, 
have been studied using these simulated random waves (9), (10) 
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9T 

Fig-1       Diagram of  linear  circuit  system 

Table-1       Characteristics  of  target  spectra 

Case No. f 
P 

(Hz) 

S(V m n N 

I -a 0.6 1.0 4 4 128 
I -b 0.6 "1.0 5 4 128 
I -c 0.6 1.0 6 4 128 
I -d 0.6 1.0 7 4 128 

II -a 0.4 1.0 5 4 128 
II-b 0.6 1.0 5 4 128 
II -c 0.8 1.0 5 4 128 
II -d 1.0 1.0 5 4 128 

IH-a 0.8 1.0 5 4 64 
in-b 1.0 1.0 5 4 64 

"T 

0.4 

0.2 

0.0 

-0.2 

-0.4 

iJEIL _ 
I.I.,.,, 

(sec) 
10 

Fig-2       Examples  of  numerical  filters 
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Fig-3       Uniform random numbers 

9  10 

Fig-4  Signals of simulated waves ( Case-I-b ) 
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Table-2       Characteristics  of  target 

spectra used in experiments 

Case No. fp S(f  ) 

(cm2sec) 

m n 

(Hz) 

1-a 0.4 5.0 5 4 
1-b 0.5 5.0 5 4 
1-c 0.6 7.0 5 4 
1-d 0.7 10.0 5 4 

2-a 0.5 2.0 6 2 
2-b 0.6 2.0 6 2 
2-c 0.7 4.0 6 2 
2-d 0.8 5.0 6 2 
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Photo-1      Wave  tank 

Photo-2       Random wave  generator 

Table-3      Typical properties of random wave generator 

^^-^^ 
Maximum  Maximum   Frequency 
power   stroke    characteristics 

Actuator (A) (Piston) 

Actuator (B) (Flatter) 

1.0 ton  ± 10.0 cm  0.01 -v. 10.0 Hz 

0.5 ton  ± 10.0 cm  0.01 -v. 10.0 Hz 
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CHAPTER 22 

WAVE HEIGHT DISTRIBUTION OF WIND WAVES OVER LONG 

WAVES 

Shan-Hwei Oil1 and Frederick L.W. Tang2 

ABSTRACT 

Influence of long wave on the wave height distribution of 
wind waves was studied through the laboratory experiment. 
Experiments were conducted in a wind-wave tank where the wind 
waves were generated by a wind blower and the long waves were 
developed by an oscillating pendulum type wave generator. 

The wave height distribution of the wind waves over long 
wave is slightly different from the Rayleigh distribution in 
the smpll steepness of long wave.  The ratios between the 
average of highest l/n-th waves vary with the steepness of long 
waves.  The magnitude and the location of the spectral peak of 
wind waves are altered.  The amount of the attenuation of wind 
wave energy is larger than the results of Mitsuyasu (1966). 

1. INTRODUCTION 

The design of marine structures have often been done with 
the concept of representative wave.  Offshore structures are 
mostly designed against the maximum probable wave at the 
structure site.  Coastal structures are usually designed against 
the significant wave at the locality.  However, marine 
structures are subjected to the action of irregular waves.  The 
analysis of irregular wave action on marine structurees requires 
the information of statistical distribution of wave heights. 
Ito, et.al.(1966) employed the wave height distribution function 
to estimate the possible sliding distance of the breakwater. 
This method has been adopted in the practical breakwater design 
(The Japan port and Harbour Association, 1970).  Goda(19?0) 
calculated the rate of wave overtopping of sea walls from the 
wave height distribution. 

In this kind of analysis, the detailed distribution function 
of wave heights is needed.  Theoretical distribution of wave 
heights, defined by the crest-to-trough method, was developed by 
Longuet-Higgins(1952) as the Hayleigh distribution, under the 
assumptions of narrow spectrum and random phases.  There are 
lots of investigators confirm this wave height distribution. 
However, it is uncertain in case where the wind waves are 
propagated over the surface of long waves such as ocean swell 
or tidal currents. 

The interaction of short wave and long wave has been studied 
by Longuet-Higgins and Stewart(I960) for the case of same wave 
type and by Mitsuyesu(1966) for the case of different wave type. 
In this paper, the influence of long v/ave on the wave height 
statistics of wind waves is presented. 

1. Lecturer, Dept. of Hydraulic Engineering, National Cheng Kung 
University, Tainan, Taiwan 700, R.O.C. 

2. Professor, uraduate School of Ocean and Hydraulic Engineering, 
National Cheng Kung University, Tainan, Taiwan 700, R.O.C. 
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2. EXPERIMENTAL EQUIPMENT AND PROCEDURE 

The experiment was conducted in a wind - wave tank of 75 m 
long, lm wide and 1.2 m deep as shown in Fig.l.  The long waves 
were generated by an oscillating pendulum type wave generator 
at one end of the tank.  Wind waves are generated in the same 
direction by a 10 Hp motor, located at 10 m down the pendulum 
wave generator.  The cross section of the outlet of wind blower 
is im in width and 0.5 rn in height.  The bottom of the duct is 
0.2 u above the still water level such that the regular waves 
may pass through the gap.  The wind velocity at the center of 
the wind passage was measured by a pitot - static tube in 
conjunction with a raicromanometer.  The micromanometer was 
allocated in a slope of sin 6 = 1/4, and filled with, two insoluble 
liquids of ink solution and colorless benzene, each has the 
spacific gravity of 0.998 and 0.875 at the temperature of 20°c 
respectively. The pressure difference bearing at the pitot - 
static tube can be read out easily and hence the wind velocity 
was obtained.  Waves were measured by the resistance type wave 
gauge and recorded on the visigraph. 

Wind waves were generated by three free stream wind velo- 
cities, i.e. S.lOm/s, 10.?3m/s and 12.45m,/s.  The regular long 
waves were produced by three periods and five wave heights. 
The properties of regular long waves used in the present experi- 
ment were listed in the table 1.  The steepnesses of the long 
waves are all below 0,01.  Each experimental condition includes 
the case of three wind velocities, that makes altogether 45 
experimental runs. 

Table 1. iiegul ar long waves used in the experiment 

Mean period 
(sec) 

Mean wave height 
(cm) 

Steepness 

5.06 1.49 0.0010 
3.06 2.14 0.0015 

3.13 3.62 0.0024 
3.07 6.34 0.0043 
3.09 7.44 0.0050 

2.82 6.94 0.0056 
2.31 5.01 0.0041 
2.83 4.78 0.0038 
2.84 3-43 0.0028 
2.60 1.98 0.0016 

2.51 2.47 0.0025 
2.51 3.64 0.0037 
2.^8 4.99 0.0052 
2.48 5.91 0.0062 
2.48 8.10 0.0084 
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In the experiments the regular long wave was generated first, 
a-nd then wind was sent over the surface of long wave.  Each run 
lasts for five minutes, and the co - existent system was recorded 
for last two minutes.  The wave data at fetch 16.if m were presented 
here. 

3. EXPERIMENTAL RESULTS 

3.1 General features of the combined wave field 

Figure 2 shows the examples of the wave record.  In the 
figure, (a) is the record of wind wave unaffected by the long 
\vave; (b) is the record of mechanically generated long wave: 
(c) is the record of co- existent system in almost steady state. 
Figure 3 shows the examples of co - existing system under different 
wave steepness of Ions' IMVSR.  Thfi wave? heights ar« taVort as 
crest-to-trough wave height through out this analysis. The wave 
statistics of wind waves ana long waves are calculated separately, 
and the combined wave field of wind waves and long wave was also 
computed as given in Table 2, where the valves in backet denoted 
the wave statistics for wind waves only. 

3»2.  Wave height statistics 

The theoretical wave height distribution derived by Longuet - 
Higgins for a narrow band spectrum is given as 

2 1   H        H 
P(H)dH = £ ~^exp (--QP) dH (1) 

p 
where <r    is the variance of surface elevation.  The ratios of 
average heights of the highest 1/n-th waves have been calculated 
as 

Hl/3  , c„„  
Hl/10 H, max = 1.598, = 1.270 and ~^±-   = 1.601 (for N=l60)... 

Ha Hi/3 H1/3 (2) 

Although several reasons could affect the wave height 
distribution, such as the nonlinear wave - wave interaction, the 
breaking effect, the instrument of wave recorder, and the use of 
a finite number of component wave heights, etc., the wave height 
distribution observed in the field (Grodnight, 1963; Collins, 
1967; Koele, I960: Goda, 197^; etc.) has been shown generally in 
good agreement with the Eayleigh distubution. 

In the present analysis, the distributions of crest - to - 
trough wave heights of wind v/aves over the long wave are computed. 
Figure iy  is the wave height distribution of wind waves over the 
long wave as given in Figure 3-      It is seem that the wave height, 
distributions do not deviate too much from tne Kayleigh distribu- 
tion, except for the wind waves only and the low wave steepness. 
All the experimental data of wave beight distribution are 
summarized into four groups According to the steepness of long 
wave, i.e., H/L = 0, 0.001-0.003, 0.003-0.006, 0.006-0.009. 
The data in the same group are averaged and formed the representive 
wave height distribution as      given in Figure 5.  Seeing that 
the wave height distributions vary with the steepness of the long 
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wave.  The wave height distribution of wind waves in absence of 
long wave does not follow the Rayleigh distribution.  As the 
steepness of long wave increases, the densities in the lower part 
of the distribution fuuction begin to grow, and the wave height 
distribution of the co - existent system of wind waves and long 
wave show slightly close to Rayleigh than before, as in the case 
of H/L = 0.001-0.003 and H/L = 0.003-0.006.  however, when the 
steepness of long wave continue to increase as in the case of 
H/L = 0.006-0.009, the distribution shows deviate from Rayleigh 
again. 

Figure 6 shows the values of ratios among various wave height in 
relation co the steepness of long waves.  It is noted that the 
values of III /Ha and H, /,„ / H-, /-, are smaller than the theoretical 

values given by Equation (2), but the ratio of H max/H, /, is 

larger, comparing the theoretical values.  The ratios of H, /-, /  Ha, 

H-w-in/ Hi/v H max/H, /, are increased in proportion to the steep- 

ness of long wave. 

Figure 7 shows the relations between H, *, 0 / Ha - U/Co and 

1/10 '  1/3 - £ , where U is the free stream velocity, co is 
the phase velocity of long wave, £ is the bandwidth of the co- 
existent system computed from power spectrum.  It is seen that 
Hl/10 / Hl/^ increases with £* > and Hl/^ / Ha seems nas nothir 
to do with U/Co. 

3.3 The spectrum and the attenuation of wind wave energy 

Spectra of wind waves alone and the co-existent system of 
wind waves and long waves are analysed in order for the better 
understanding of the detailed properties of wind waves on long 
waves.  Each record of two minutes in length is digitized with 
0.1 sec interval.  The computation of wave spectrum was done by 
the IBM 1130 digital computer.  Each run consumes 7 minutes of 
computer time.  The adopted program was based on Blackmail and 
Tukey method with sample size N=102J+, maximum lag M=102, Niquist 
frequency f„ = 5.0 c/s, resolution f=0.0J+9 c/s. 

In Fig.8, the solid line shows the power spectrum of wind 
waves for wind velocity equeals to 12.45 m/s.  As long waves 
appear, the spectrum of co-existent system shows a double peaks, 
which can clearly separated each other.  The high frequency peak 
represents the wind wave spectrum, and the low freouencv peak 
represents the long wave spectrum. Fig.8 shows that the wind 
wave spectrim is attenuated gradually wity increasing the steepness 
of long waves.  The scale of ordinate in the figure is changed in 
the high frequency range so as to see more clearly the changes of 
wind wave spectrum. 

The total energy in each run as listed in Table 2 is computed 
through the spectrum calculation.  In Table 2, (E)0 indicates the 
total energy of wind waves in the absence of long waves; E 
represents the total energy of the co-existent system of wind 
waves and long waves.  The total energy of the co-existing system 
is increased in most cases due to the appearance of long waves. 
But that part of wind waves energy in the co-existent system is 

decreased, as has shown in Fig.8. Let E' be the energy contained 
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in the wind waves of the co-existent system.  E1 can be obrained 
by the numerical integration of each spectrum.  Fig.9 shows the 
attenuation of wind wave energy as relation to steepness of the 
long waves.  The attenuation rate according to long wave steep- 
ness is larger than the result of Mitsuyasu (1966).  The attenua- 
tion of wind wsves energy might due to the breaking of wind 
waves near the crest of the long wave, as has pointed out by 
Longuet-Higgins and Stewart (I960).  The other reason of attenua- 
tion is due to the change of wind field induced by the passing 
long waves.  The peak of wind wave spectrum is also attered. 
Fig.9 shows the results. 

k.   CONCLUSION 

The interaction between short wind-generated waves and the 
long mechanically-generated waves involves complicated energy 
transfer in the wind filld and wave field.  The experimental 
results show the inflnence of long wave on the wave statistics 
of wind waves.  The wave height distributions of wind waves over 
small steepness of long waves show not much deviate from the 
Hayleigh distribution, but the ratios of various wave heights are 
varied both with the steepness of long waves and the band width 
of the co-existent spectrum.  The attenuation of wind wave energy 
is directly proportion to the steepness of long wave.  The peak 
of wave wave spectrum is shifted. 
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CHAPTER 23 

INTERACTION OF WAVES AND A TURBULENT CURRENT 

by 

1 2 
J. D. A. van Hoften and S. Karaki 

ABSTRACT 

An experimental investigation was made to study wave-current 
interaction. Wave amplitude attenuation was measured along a labora- 
tory wave channel to compare wave dissipation with and without flow. 
Mean, wave, and turbulent velocities were also measured to determine 
the modifications of the flow imposed by the gravity waves propogat- 
ing with the current.  The process of energy transfer in the wave- 
current system was studied.  Energy was found to be extracted from 
the waves, diffused downward and dissipated by an increase in bottom 
shear stress. 

INTRODUCTION 

The development of a model to accurately describe the generation 
and decay of ocean surface waves has been a primary objective of 
oceanographers for decades.  In present wave forecasting formulas 
there is far more agreement on empirical wave growth than on wave dis- 
sipation. Numerous studies have dealt with the aspect of laminar 
wave energy dissipation such as the early theoretical work of Lamb 
(1932) and Hunt (1952). Experimentally, a large variety of studies 
have been made relating wave dissipation to near-surface viscous 
effects or to the oscillatory boundary layers.  In real situations, 
waves seldom travel across non-turbulent waters. Thus an account must 
be made of the interaction which results as orbital wave velocities 
work against the shear current and turbulence which likely exist. 

This paper describes a laboratory study of the interaction of 
waves and current as mechanically generated, monochromatic, inter- 
mediate-depth gravity waves propogate on a turbulent open channel 
flow. The two areas of primary concern are: 

1. Wave modification - the change in wave form, mainly wave 
amplitude, resulting in increased wave energy dissipation. 

2. Current modification - the alteration of mean and turbulent 
flow parameters due to the wave interactions, as well as 
changes in the resistance to flow and energy transport pro- 
perties. 

Assistant Professor of Civil Engineering, University of Houston, 
Houston, Texas (Formerly Research Assistant, Colorado State University) 

2 
Professor of Civil Engineering, Colorado State University, Fort 
Collins, Colorado 
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THEORETICAL ANALYSIS 

In order to create a set of baseline data for wave attenuation 
analysis, it is first necessary to examine wave energy dissipation 
without the effect of channel flow. Hunt (1952) utilized the basic 
laminar wave dissipation equations and integrated the effects of the 
oscillatory boundary losses for the side and bot'tom and derived an 
expression for a wave attenuation modulus, 

2k /v~~ , kb + sinh 2kh -, m 
01 * F~ / 25" L7kh + sinh 2 khJ UJ 

where b is channel width, h is flow depth, k is wave number (2ir/wave 
length), v is kinematic viscosity and a is wave frequency (2ir /period) 
derived from a^ = gk tanh kh. Wave amplitude attenuation is then 
defined by the exponential form 

-ax ,-, 
a = a e (2) 

o 

where a is the initial wave amplitude and a is the attenuated ampli- 
tude at distance x. 

The analysis of the wave-current amplitude attenuation utilizes 
a control volume of unit width bounded by upstream and downstream 
vertical sections, the channel bottom and the free water surface. 
Whitham (1962) applied the concept of the radiation stress (introduced 
by Longuet-Higgins and Stewart (I960)) to the momentum and energy 
flux in water waves. Application of Whitham1s concepts to the case 
of attenuating monochromatic waves propogating on a uniform open 
channel flow begins with the integral momentum equation, 

d r  i... 2.    , .      xx    - (3) 
ar (phum 3 + pghsin 9 + sr = - Tb 

WhereSxx=E^sllh2kh + ^ w 

is the longitudinal component of radiation stress, sin 9 is channel 
slope,  ^, is the mean bottom shear stress, a is wave amplitude, E 
is wave energy density (1/2 pga ), and U is the mass transport 
velocity defined by m 

U = u  + !__ (5) 
m      phc K  J 

where u is mean uniform flow velocity, and c is phase speed. By 
substituting equations (4) and (51 into (3), differentiating and 
retaining terms to the order of a and assuming an exponential wave 
attenuation of the form of equation (2), the resulting equation for 
bottom shear stress is 



406 COASTAL ENGINEERING-1976 

2 r*2 i~l 
tb = pgh sin e + pgaa I - (u + c ) - j\ (6) 

where c is the group velocity defined by 

L   sinh 2khJ 

Note that for 6=0, and u = 0, equation (6) reduces to the form 

xK = pgaa
2 1^ - i-J (8) 

b 

which is just dS /dx.  In other words for the case of waves on 
still water the shear stress on the bottom is balanced by the rate 
of change of the radiation stress. Also note that if 6^0, 
u 7s 0, and a  = 0, or the case of waves propagating on a current with- 
out attenuation, 

xb = pgh sine (9) 

which is the bottom shear stress without waves. 

In the same manner, the equation for the energy flux through 
the control volume is 

d_ 
dx 

fphU 3 - "I 
-        + Pgli U    + S    U    + EU    + Ec        = -D (10) |_    2 6mxxmmgJ 

where D is the energy dissipation defined as dE/dt. Again sub- 
stituting and retaining terms of the order a2 gives the total dissi- 
pation as 

D = pgh sine u  + E %^- + au (1 + ^.) + 2ac (1 + ^)  (11) 

The first term on the right is the energy dissipation due to channel 
flow alone as the product of shear stress and mean velocity. The 
remaining terms represent the additional dissipation due to wave- 
current interaction and will be denoted D .  For the case of no flow, 
u = 0, 6=0, and noting that da/dx = -aa" equation (11) reduces to 

D = c Pgaa2 (12) 

or  D = -c ~ (13) 
g dx 

Thus the energy dissipation in still water is a product of the group 
velocity and the longitudinal wave energy density gradient. 

The above analysis provides a basis for the experimental 
measurements. Terms of equation (11) may be directly measured and 
an estimate may be computed for the total dissipation between suc- 
cessive sections of the channel.  Limitations are imposed by the 
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assumption of a uniform velocity profile and the neglect of side- 
wall losses. Also neglected is the integral effect of the turbulent 
interaction. A possible improvement may be made to the analysis by 
the use of the energy equation derived by Brink-Kjaer and Jonsson 
(1975) which assumes a linear shear profile. 

EXPERIMENTAL APPARATUS AND PROCEDURES 

Figure 1 shows a schematic of the wind-wave facility at Colorado 
State University. The flume is 15.8 m long, 60 cm wide and 70 cm 
deep. Flow was recirculated at a constant depth of 15.2 cm and 
waves were generated by a vertical plunger of the upstream end. Mean 
flow velocities ranged from 15.0 to 60.0 cm/sec and wave frequencies 
varied from 1.3 to 2.5 Hz. 

An initial study of wave attenuation in still water was made to 
compare the experimental results to the theoretical laminar dissi- 
pation of equation (1). Water surface elevations were measured with 
a capacitance probe mounted on a moving carriage. Average or rms 
wave heights were measured at 15 cm intervals along the centerline 
of the 10 m test section. Wave lengths were measured directly by 
longitudinally separating two capacitance probes and observing the 
corresponding Lissajous figure on an X-Y oscilloscope plot.  Integral 
wave locations were recorded when the figure repeated itself. 

Waves were next generated on a series of steady currents and 
wave profiles were measured. Artificial bottom roughness elements 
assured a fully developed turbulent flow. Velocity measurements were 
made with a split hot-film anemometer at various depths in the flow 
field both with and without waves. Simultaneous wave and velocity 
data were digitized and stored on magnetic tape. 

Iterative computer techniques were used to analyze the split- 
film data due to the large intensities of the velocity fluctuations. 
Phase averaging techniques were next used to compute flow quantities 
relative to the average wave profile. Quantities computed at each 
depth included mean velocity, wave velocity, longitudinal and verti- 
cal turbulence intensities, .and turbulent and wave induced Reynolds 
stress. 

To separate the velocity components the instantaneous velocity, 
u., 
~i ~''~i' 
u., and a random component, u. . Thus 

u^x.z.t) = (LCx.z) + ^(x.z.t) + ut (x,z,t)  i = 1,2 (14) 

By first time averaging, the mean signal is removed. The process 
of phase averaging then identities wave induced and turbulent 
velocities as a function of wave phase. Phase averaging is symbolized 
by brackets ( (•> ). 
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WAVE MODIFICATION 

Figure 2 shows three typical mean wave amplitude variation 
curves for waves in still water. Figure 3 illustrates similar mea- 
surements for waves on a flowing channel. The rms amplitudes are 
normalized by the amplitude at the beginning of the test section. 
Reflected wave energy creates the regular variation in rms wave 
amplitude throughout the channel.  In most still water cases the 
pattern obeyed the one-half wave length theory presented by Ursell 
et.al. (1959). For waves on a current the pattern was distorted due 
to the modification of wave parameters by the flow, but a regular 
sinusoidal pattern still existed in the channel. 

Attenuation, or wave energy dissipation is demonstrated by the 
gradual decay of wave amplitude along the channel. The measured 
exponential decay modulus, a  , was calculated by a least squares fit 
of equation (2) to the measured profiles.  It is readily apparent 
that neglecting wave reflection would seriously affect attenuation 
measurements. Figure 4 is a plot of representative measured attenu- 
ation coefficients on still water against the viscous theory of 
Hunt (1952).  In nearly all cases the theory slightly underestimates 
the measured attenuation modulus, a fact that many investigators have 
previously noted (Eagleson (1962), and Grosch et.al. (I960)). 

In order to compare wave attenuation on still and moving water 
it is necessary to analyze the wave-current results from a ref- 
erence system convected with the mean velocity. The results then 
show a reduced relative frequency and decreased fetch.  Figure 5 
shows wave dissipation as a function of wave amplitude on still 
water. Note again that the dissipation is slightly underestimated 
by viscous theory but increases nearly as the square of the ampli- 
tude.  Figure 6 is a similar plot of waves on a current, where D 
is the wage dissipation from the convected reference system, calcu- 
lated from equation (11). Note in this case the large increase in 
wave dissipation due to the wave-current interaction and the 
divergence from the a variation as amplitude increases. Figure 7 
shows the dissipation as a function of wave steepness, ak, with mean 
velocity, u, as a third variable, Steeper waves on the same flow 
are shown to dissipate energy faster, probably due to the added- 
stretching of vortex lines as described by Phillips (1959). 

FLOW MODIFICATION 

Figure 8 illustrates the effect on the velocity profile of 
increasing frequency and amplitude of waves superposed on a constant 
mean velocity. Mean velocities at each relative depth, z/h, are 
normalized by the bulk mean velocity. As the frequency and amplitude 
increase, the mean velocity profile flattens near the surface and 
steepens near the bottom. Equation (16) predicts that T, will 
increase as the wave amplitude and attenuation modulus increase. 
The increase in velocity gradient near the bottom indicates the 
relative increase in average boundary shear. 
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The modification of mean velocity and turbulence quantities 
for a typical run is shown in Figure 9. Dotted profiles are those 
measured without waves. Quantities for the wave-current profiles 
are an average over a wavelength of the phase averaged results. The 
mean velocity profiles indicate a strong interaction with a large 
increase in gradient near the bottom. The local longitudinal and 
vertical turbulence intensities show an increase near the surface 
and relative reduction in the middle regions. The Reynolds stress 

becomes positive near the surface due to the reversal of the mean 
velocity gradient, and its magnitude is lower throughout the depth. 
It is apparent that the interaction of the waves and shear flow 
produce turbulence near the surface and that it diffuses downward, 
likely through the action of wave induced pressure terms. A 
further analysis of the energy transfer mechanism is given in 
van Hoften (1976). 

Local flow characteristics give insight into the magnitude of 
the interaction. Figure 10 shows the longitudinal wave induced 
velocity at various relative depths. Velocity variations are typical 
of intermediate-depth waves with finite velocities near the bottom. 
Figure 11 is a plot of the phase averaged longitudinal turbulence 
intensity and Figure 12 is the turbulent Reynolds stress. Note 
that both exhibit double frequency behavior and both become less 
phase dependent as depth increases. 

One-dimensional energy spectra of the longitudinal velocity 
fluctuation, with and without waves, were computed. Figure 13 
shows spectra computed at four relative depths without waves. The 
inertial subrange where the slope obeys the -5/3 law appears as a 
narrow band due to the relatively low flow Reynolds number (R = 36,900). 
The high frequency portions of the spectra conform closely to the 
-7 slope where viscous effects determine energy transfer. A -1 slope 
at z/h = 0.07 is mildly indicated in the region where Tchen (1953) pre- 
dicts large turbulence production, near solid boundaries. Figure 14 
shows spectra of the total longitudinal velocity (u + u') with waves. 
The large peaks in the plots correspond to the wave induced velocity 
component at 1.88 Hz. Note that relative peaks decrease with depth, 
as the velocity plots from Figure 10 indicate. The spectrum at z/h = 0.95 
appears to have a range of low frequencies where the -1 slope applies, 
representing a production range. Chang and Cheng (1972) studied tur- 
bulent airflow over water waves and predicted that the -1 power law 
should apply from the dominant wave frequency to the lower bound of 
the inertial subrange. The low Reynolds number of the present flows, 
however, prevents an accurate assessment of this concept. 

CONCLUSIONS 

Waves propagating on an open channel flow are shown to be altered 
by a combination of the interaction of the waves with the shear 
gradient and the existing turbulence. The effect is to extract 
energy from the waves resulting in an increased wave attenuation. 
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The flow itself is altered by the superposed waves. The induced 
orbital wave velocities distort the mean velocity profile increasing 
the gradient near the bed. Turbulence energy is produced near the 
surface by the interaction of the wave induced Reynolds stresses and 
the fluctuating velocity gredients. The energy diffuses downward 
where it is dissipated on the bottom by an increase in apparent 
boundary shear stress. 
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Figure 10.  Phase averaged wave induced velocity <u>. 



WAVE-CURRENT INTERACTION 419 

1 I 

Run 18 

u = 32.9cm/sec 
f„= 1.57 Hz 

a =0.94 cm 

f& 

0      0.1     0.2    0.3 

Figure 11.  Phase averaged turbulence rms 

0.4  0.5 0.6 

Time-t (sec) 

0.7 i.o 



420 COASTAL ENGINEERING-1976 

O.I     0.2     0.3    0.4    0.5     0.6    0.7     0.8    0.9 
Time -1 (sec) 

Figure 12.  Phase averaged turbulent Reynolds stress <u w >. 
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Figure  13.     Spectra of  longitudinal  velocity,  u,  without waves. 
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SYNOPSIS 

Kakutani's equation is extended to include the effects of variable 
width of the channel and the bottom friction.  Based on the equation, 
several solutions are derived and compared with experimental results. 
For example, Green's law is obtained if the nonlinearity, dispersion and 
bottom friction are neglected.  With the nonlinearity included, it is 
shown that the wave amplitude follows Green's law and at the same time the 
wave profile deforms due to the nonlinear effect. 

Discussion of the present paper is mainly focused on the effect of 
the bottom friction. From the experimental results of cnoidal waves in 
a channel of constant depth and width, on the bottom of which artificial 
roughnesses are planted, it is shown that the friction coefficient esti- 
mated from Kajiura's theories gives good agreements, thus confirming the 
validity of the method of conversion, proposed in the present paper, 
between sinusoidal and cnoidal wave motions. 

Change in height of cnoidal waves on a slope is also solved.   The 
friction coefficient determined from wave characteristics and bottom 
conditions, by means of Kajiura's theories and the method of conversion 
stated above, is used in the comparison with experimental results. 
Theoretical prediction agrees very well with experimental results. 

INTRODUCTION 

In shallow water, long waves transform under several effects such as 
nonlinearity, dispersion, topography and bottom friction.  As for the 
first three effects, the present author has derived an equation and solved 
in one of his previous papers [l]. 

In the present paper, an equation which includes all four effects is 
derived and, therefore, is considered a fundamental equation for water 
waves in shallow water.   In other words, the equation is an extension of 
Kakutani's equation [2], because if the bottom friction and the effect of 
the variable width are neglected, it is reduced to Kakutani's one. 

The bottom friction here is assumed to be proportional to the square 
of the horizontal velocity of water particle.  This is normally done if 
the flow is turbulent near the bottom.  We encounter two questions as for 
the expression of the bottom friction.  The one is how we select the 
representative horizontal velocity, and the second problem is how we can 
estimate the magnitude of the friction coefficient. 

423 
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In the following derivations, the horizontal Telocity of the first 
order approximation, that is, the horizontal velocity of the linear long 
waves is used as the representative velocity.   Since it has a uniform 
vertical distribution, it is easy to connect it with the water surface 
elevation r\,  for which the equation is derived.  At the same time, there 
is neither ambiguity nor complexity in the definition of the bottom friction. 

For the friction coefficient in an oscillatory flow, Jonnson's empiri- 
cal formula [ 3 ] and Kajiura's theories [k],   [5] are available.   In the 
present paper, an attempt is made to connect cnoidal waves with Kajiura's 
theories which assumed sinusoidal waves.   It is assumed here that the 
mean energy dissipation is the same for sinusoidal and cnoidal waves, thus 
providing the method of conversion of the friction coefficients. 

Kajiura derived his first theory, on assuming that the boundary layer 
thickness is very big and covers the whole water depth. This corresponds 
to tsunamis or storm surges in natural conditions. 

Kajiura's second theory is for wind waves or swells in shallow water. 
It is assumed that the boundary layer thickness is very thin compared to 
the water depth. 

In the experiments, artificial rectangular roughnesses are planted on 
the bottom of the channel and on the slope.  For a given size and spacing 
of the roughnesses, Adachi's empirical formula [6] is used to calculate the 
coefficient of the bottom friction and the roughness length z0 in steady 
flow.  The friction coefficient thus obtained is always smaller than that 
required for unsteady flow.  Therefore, the roughness length is used to 
estimate the friction coefficient for unsteady flow, combined with the 
horizontal velocity of linear long waves, by Kajiura's theories. 

Decay of cnoidal waves in a channel of constant depth and width are 
at first tested in order to examine the validity of the expression of the 
bottom friction.  Dimensions of the roughnesses used in the experiments 
are big for the water depth, compared with the natural condition.   The 
friction coefficients computed from experimental results are quite big 
compared with that estimated for steady flow and fall between two Kajiura's 
theories.   Therefore, it is concluded that the present theory combined 
with Kajiura's theories provides reasonable basis for transformation of 
nonlinear long waves in shallow water. 

Experiments are also carried out on a slope of 1 on 20, on which the 
same artificial roughnesses are planted.  Mean value of the friction 
coefficient is used to predict the change in wave height and the results 
agree very well with experimental results. 

FORMULATION 

The equations to be solved are; 
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U  + V  + W  =0 
x   y   z 

u. + uu + vu +wu = - — p + — t    x    y    z    p x  p 

v, + uv + vv + wv = - — p 
t    x    y    z    p *y 

W,  + UW  + VW  + ¥¥ t    x    y    z p„ 

(1) 

in which the x-axis is taken horizontally and parallel to the direction 
of wave propagation, the y-axis horizontally and normal to the x-axis, and 
the z-axis vertically and positive upwards.   It is assumed that the bottom 
friction mainly contributes in the x-direction only. 

Boundary conditions are as follows. 
On the free surface z = ho + Tl, 

nt + unx + vny = w 

x = 0 

(2) 

On the sea "bottom z = h(x) 

uh = w 
(3) 

At the side wall of the channel y = * b(x), 

ub W 

In these expressions, it is assumed that the centerline of the channel 
coincides with the x-axis and the water depth does not vary in the y- 
direction. 

Equations and conditions are expressed in dimensionless form by using 
Johnson's method [7] and are expanded into series by Kakutani's method of 
perturbation [2].  The details are not stated here because they are almost 
the same as are given in one of the author's previous papers, except that 
the bottom friction is developed as T ,1/2 ,3/2 

Tl + 
With this expression, the effect of the bottom friction does not appear in 
the first order approximation but in the second approximation. 
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Solutions  of the  first order  approximation are given as  follows. 

uo = v 1„» vo  = 0, w0   = — n  .(1 - d -  z), po   = n„ vo    o a    o c, o 

(5) 

where every quantities are expressed in terms of the elevation of free 
surface no-  Up to this point, no restriction is given to the wave profile. 

Second order approximation is solved and every terms are expressed 
again in terms of no and are integrated once with respect to the y-direction 
in order to include the side wall condition in the equation, and vertically 
once thus taking into consideration the bottom and free surface conditions. 
Finally we have the following equation for the first order surface eleva- 
tion in dimensional expression. 

nx + fg-l/2d-3/2nn5 + ig-3/2^^n5?s+id-dxn 

+ |b_1 txn   + \ dd"2 n In I = o   (6) 

in which the subscript o is omitted for simplicity.  Letter subsripts 
in the equation denote differentiation with respect to them. 

The first term in the equation denotes the spatial rate of change in 
wave profile and others are the causes.  The second term is the effect of 
finite amplitude, referred hereafter, as the effect of nonlinearity. 
The third is the effect of dispersion.  The fourth is the effect of the 
variable water depth.  With these four terms only, the equation is reduced 
to Kakutani's equation. 

The fifth term gives the effect of the variable width of the channel. 
With this term included, the equation is extended to two dimensional cases 
which are important in practical problems such as_refraction problem. 
The bottom friction is given by the last term in which the bottom friction 
is expressed as T = pCi u|u|. 

notations used are as follows.  The term x denotes the horizontal 
distance, 5 a modified time defined by £ = /(l//gd)dx - t, t the actual 
time, g the acceleration of gravity, d the undisturbed water depth, b the 
width of the channel and Cj the friction coefficient. 

EXAMPLES OF SOLUTION 

Decay of linear long waves 

Equation (6), with the second and third terms neglected, is reduced to 

n   -, b   , d   . I I 
^ + I^ + }Jt« = o   (7) 
n   2 b   h   d   2  dz 



and the solution is 

n 
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•x   CiM b1/2 a1/* = no ^o1/2 do1/" exp[- fx   f^dx]     ( x0 2  d* 

If the friction term is neglected, the equation is reduced to Green's law 
of shoaling. 

For a sinusoidal wave in a channel of constant depth and width, when 
the effect of bottom friction is assumed small enough to be replaced by 
an equivalent linear friction, then for a small travel distance x, the wave 
profile is given by 

n = no exp[-  3-^2 J  (9) 

where a0 is the initial wave amplitude. 

Decay of shallow water waves due to bottom friction 

It is assumed here that the depth and width of the channel are con- 
stant.  Equation (6) is reduced to the following expression. 

\ +1s_l/2 a_3/2 nns+ lla-2 n|r)| = °      (10) 

For the positive n. the equation is simply expressed by 

n + Annr + BM
2
 = 0   (11) 

X       c, 

and its solution which satisfies the boundary condition n = f(-t) at x = xo 
is given by 

f[5 + £ ln{l - Bn(x - x0)}] — on\±. - rani - X0;JJ  ij2) 

1 + B(x -  x0)   f[ C+ t ln{l - Bn(x - xo)}] 

For the negative n, B in the equation is replaced by -B.  In these expres- 
sion A = 3/2'g"1'2 d~3'2, and B = Cid~2/2. 
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CHA1JGE IN WAVE HEIGHT OF CNOIDAL WAVES 

Equation 

For  simplicity,   equation  (6)   is written as 

nx + o^nrig + a2n?^ + a3n|n|  + a„n = 0 (13) 

The wave profile is divided into two parts; the one is the principal 
part rio which is cnoidal waves and the other minor part a modification. 

Ho H en2g + 6, A[ 5- Bx] 
k L It d* J 

(lit) 

It is assumed that the principal part of the wave profile always keeps the 
cnoidal shape.  Main change can occur in its wave height, phase and the 
position of wave trough.  And even if the higher order term is included, 
the latter should not increase secularly with respect to x.  Otherwise, 
at some time later, the magnitude of the higher order term exceeds that of 
the basic cnoidal waves and, then, the perturbation applied here is no 
longer valid.  As for the details of the manipulation, one can refer 
References [l], [8] and [9]. 

Under this assumption, the following equation is derived and gives 
the change in wave height. 

1 d& 1 du 
H dx      2U dx HI,

1
 H dx ~  U dx  a" + «3H Y° 

(15) 

where U2 is a kind of Ursell's parameter defined "by gHT2/d2, and others ar 
are as follows. 

Ci ,_2 
a 3 = g  d 

a* = ^ b~' b + f d"1 d H  2     x  h x 

6 " - k21 K 

[„ = /_k
k ( an2B  + | )2 | en2$  + | | 

Ii = /_k an i. 

I2 = I_l cn2t 

(16) 
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There are difficulties in the above equation if one want to solve it 
analytically.  They are due to two terms, 6I2/HI1 and I0/Ii. 

Approximations of 5l2/HIi and Ip/Ii for large Ursell's parameter 

For Ursell's parameter larger than 50, the following approximation 
was obtained in Ref. [l], 

6I2. =  2/3 - (1T) 
HIi     U 

and if we allow errors of 3.5 %  at most, this approximation is extended 
down to U2 = kO. 

As for another coefficient I0/I1 , we have to approximate it in a form 
convenient for integration.  At first the integral I0 is rewritten as 
follows for convenience of numerical computation. 

Io = /_k
k (cn28  + £)2 \cnH  + £ | d& 

= 2/Q
k  (c»2B + |)2   |Cn2g +||  dQ 

= 2 fQ
&1   (en2B + |)3 d& - 2 I^ien1? + f)3 d& 

= k /Q
Bl   (en2g + |)3 dfi - 2 /Q

k (en2?, + f)3 dfi 

(18) 

where Bi is the value which satisfies 

en2g1 + I = 0   (19) 

The above equation is approximated for large Ursell's parameter, that 
is, for large K, by 

1    = 16 _ ii u-i + 32 u-
2         (2°) 

0  15  /3 

Figure 1 shows the comparison between numerical value of Io and its 
approximation, Eg.. (20). Taking into consideration the fact that Eq..(20) 
is no longer applicable down to Uz = 100 and is still inconvenient for 
integration, a set of I0/I1 shown in Table 1 is proposed as the approxi- 
mation for integration. 
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100 1000 
U* = gHT2/d2 

Fig.l.  Io as a function of Ursell's parameter 

U2 \l   \ 

1*0 200 0 05251* u1* 5 

200 - 1 000 0 1516 u2/5 

1 000 - 2 500 0 3025 u1/5 

2 500 - 1 1 _ 5/3 ) 
u  ' 

Table 1.  Approximate values of IQ/II 

Case 1. Constant depth and constant width 

To examine the validity of the expression of the bottom friction and 
to correlate the friction coefficient for cnoidal waves to Kajiura's 
theories, solutions without the topographical effect are derived and are 
to be compared with experimental results.   Since d is constant in this 
case, Ursell's parameter varies with wave height H.  Then, we have 

„2   „     H     U. 
U H T=2 

X 
U 

(21) 

where D is d2/gT2 and takes a constant value, because the wave period T is 
also considered constant. ' 

For Ursell's parameter between 1*0 and 2500, the coefficient I0/Ii is 
expressed by 

= Flf75 (22) 

where F and m are constant for given ranges of Ursell's parameter and are 
given in Table 1. 

Equation (15) is now reduced to 
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| [ U'1 -J: U"2 ] £ + a3DFU
(l° + m)/5 = 0    (23) 

or further to 

t y-l-CiO + m)/5 _ i u-l-dS + m)/5 j ^ + 2 DF& = 0   . 
/3 3 
  (2)4) 

and the solution is given by 

(10 + m)/5     It 10 + m 1       it 10 + m ! 

^ U l  ~/3 15 + m UJ ~ L  /J 15 + m U„J 

= i2_±m ^x U„(l° + *>/5       (25) 

where the subscript 0 denotes the value at a reference point x = o. 

Although the wave height is given by Eq. (25), the equation is still 
a little complicated.  More simple relationship, if obtained, is conve- 
nient for practical purpose.   Therefore, the Ursell's parameter in the 
first square bracket is replaced by Uo.  A numerical examination shows 
that if the wave height H remains larger than 0.8H0, this replacement 
yields 3 %  errors at most.  The wave height Ho is the wave height at the 
beginning of an interval where the bottom friction is not negligible and 
H is the wave height at its end.  With the distance x of the interval well 
chosen so as to satisfy this restriction, wave height can be predicted by 
simple formulae as shown in Table 2. 

For Ursell's parameter larger than 2500, Eq.. (15) becomes of the 
following form. 

(f u- - ^ > §+?(i - ¥)a3Du2 = °    (26) 

For this range of Ursell's parameter, 5»3 U"1 is not larger than 0.17 
and the following approximation is used in the integration. 

^-lu-^-^u-^ + S" 
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The solution is given as follows. 

(2»-)2 [i + 2£_ i] _ [I+ ^ I    i|     2 x      

°      3/3 U      3/3 Uo   15 

Again the fact that 22/3/3"U-1is smaller than 0.15 is taken into consider- 
ation and U in the first square "bracket is replaced by Uo .  The result 
is also listed in Table 2. 

For a solitary wave as a limit when Ursell's parameter tends to infin- 
ity, we have 

H = H0/ (1 +1
i

5
5lfi)         (28) 

If one prefer Manning's n in place of Ci used in the present paper, he 
eplace Cihy gn2d-1'3 although there is an uns 

how to determine the value of n for unsteady flow. 
can replace Cihy gn2d 1's  although there is an unsolved problem, that is, 

ltO<gHT2/d2<200 

( f°)7/5- 1 = 0.0^90 ^ (^)7/5/ [1 - 1.70 (i^f1/2] 

200 <gHTz/d2 <1000 

( I")6'5- 1 = 0.121 ^ (^l2-)675/ [1 - 1.63 (^fV172 

1000 <gHT2/d2 < 2500 

II        ll/lO r        „ _JT    m21l/l0 D.U„T
2

    
_1^2 

( §°)        -1 = 0.222 2i_£_ (fi&l ) /[l_1.59(M-) 

2500 <gHT2/d2 

Ho     _x       =  8 Cl   Hpx  !   { h (KHpT2)-172] 
H 15 d2   '   L J   k     d2   ' ' 

Table 2. Decay of wave height in case of ai,= 0 
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Case 2. Cnoidal waves in general case 

Almost similar calculation is possible for this case except that the 
water depth in Ursell's parameter is also variable.   The following 
relationship should he substituted in place of Eq.(2l). 

- dV  = i &L     1 il   (29) 
U dx      H dx      d dx 

The equation to be solved is 

I*J+II*+lidd + £il2r ldV + lldb + 9 1 d&  , 
U dx      3 b dx      2 A dx      3 H Ij     U dx      2 b dx      h d dx 

+ | a3H i°= 0     (30) 
3 li 

For Ursell's  parameter between  Uo  and 2500,  the  equation  is  further 
reduced to the  following with the  aid of Eqs.(l7)   and  (22). 

U dx  U    /y UJ       2   L  b dx      2 d dx   J   l   3 "  /3 U 

+ |^2F u(10+m)/5  =  0     (31) 3 2gT2 

The  solution is  given by 

U2(U -  2/3)  b  d9/2  eapt/Sil Jiill^idx]  =  const. (32) 
gTz   V  -   2/3 

The value of U in the  exponential  function of the  equation can be replaced 
by Uo  under the  same consideration as  in  case of constant  depth and width 
of the  channel.       In terms  of wave height H,  the relationships  are  shown 
in Table  3. 

For Ursell's  parameter  larger than 2500,  the  equation  is  given by 

2 dU + 1 *i+idb9ldd + U Cj__ „2U -  5/3 =  Q 

U dx      U -  2/3 dx      b dx      2 & dx      5  gT2       u - 2/3 

    (33) 

and the  solution  is 
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U2(" -  ^  *  dV2   ,      - «*[- \ %? U2^L *] 
U0

2(U„   -  2/3)  b0d0
9/2 5  S" U -  2^ 

    (31*) 

In terms of H, the result is also shown in Table 3. 

With Ciset equal to zero, that is, with no friction, the right-hand 
sides of the results in Table 3 are reduced to unity and they coincide with 
the result of the author's previous paper which discussed the shoaling 
of cnoidal waves. 

Hb d5/2  (/gHTVaz - 2/3) 

Hob„do5/2 (/gH„T2/d2 _ 2/3) 

ItO < gHT2/d2< 200 

p2 9/5 

gT2" "~ "~lf 
y.M^^,"5/!^^.^] 

200 < gHT2/d2 <1000 

= «*[-  °-15gaC'X  (^)17/1°   /(^W - 2*}] 

1000 < gHT2/d2 < 2500 

ri2     8/ 5 

«*>[-    0-30g2
C'X    (^F)"      "     /(^W-    2/3}] 

2500 < gHT2/d 2/^2 

UCi H0 x 
=  exp{. |iaJk£ {/gHoT

2/d2  -  5^3)/{'/gH0T
2/d2  -  2^}] 

Table  3.   Change  in wave height  of cnoidal waves under the  effects 
of variable water depth,  variable  channel width and 
bottom friction 
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EXPERIMENTAL PROCEDURE 

Experiments were carried out in a wave flume 50 m long, 1 m wide and 
1 m high.   First series of the experiments was carried out in a channel 
of constant depth.  Water depths during the experiments were kept 10 cm, 
20 cm and 30 cm.  Wave period was kept constant as 2 sec.  Wave heights 
were varied between 2 cm at minimum and 12 cm at maximum.  At the end of 
the channel, a permeable slope of 1 on 25 was installed,packed with waste 
films.  Even with this wave absorber, we had normally 7-8 %  reflection 
from this end of the channel.  The maximum reflection observed during 
experiments was about 10 %. 

Artificial rectangular roughnesses were planted on the bottom in the 
middle part of the channel.  Height and width of a roughness are the same 
and 8 mm.   Its length is 1 m and can cover the whole width of the channel. 
Spacing of the roughnesses is 8 cm.  The roughnesses were arranged at 
right angles to the direction of wave propagation.  Total length of 
roughened bed measured along the direction of wave propagation is 10 m. 
From the beginning of this area, wave heights are measured at every 1 m 
intervals.  Since the reflection is not completely negligible, we draw, 
by using the experimental results, average curves of the change in wave 
height, from which the friction coefficient Cjis estimated. 

In the second series of the experiments, a slope of 1 on 20 was 
installed.  Total horizontal length of the slope was 6 m.  Water depths 
at the toe of the slope were i+0 cm, ^5 cm and 50 cm.   From the upper 
end of the slope, continues another horizontal bed, on which water depths 
during the experiments were 10 cm, 15 cm and 20 cm.  The same roughnesses 
as in the first series of experiments were planted on the surface of the 
slope.  Wave height was measured at every 50 cm intervals on the slope. 
Wave periods were varied between 2 sec and 10 sec.  Wave heights at the 
toe of the slope were varied from 1.5 cm to 10 cm. 

COMPARISON BETWEEN THEORY AMD EXPERIMEHT 

Characteristics of roughness in steady flow 

According to Adachi's empirical formula [6], the effect of the rec- 
tangular ribs arranged at right angles to the stream is expressed in terms 
of Nikuradse's equivalent sand roughness ks' by the following relation- 
ship. 

k; = 30 k m ( Rj/k )-e   (35) 

where Ri is the hydraulic radius of the channel, k is the height of a 
roughness, s is the spacing of the roughnesses, m and 6 are functions of 
s and k which were experimentally determined by Adachi. 
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m     =   0.79   (s/k   )"»-26 

   (36) 

e    = o.o2  (s/k )° '8 

The roughness length z0 is defined by k '/30.   For example, zo = 0.23 
cm'for d = 30 cm, k = 8 mm and s = 8 cm. 

The friction coefficient Ci for steady flow is computed "by 

C1   = [ 6.0 + 5-75 log10  ( d/k; ) ]"2  (37) 

and is 0.0227, 0.0137 and 0.0108 for water depth 10 cm, 20 cm and 30 cm, 
respectively, in the first series of the experiments. 

Estimation of the friction coefficient "by Kajiura1s theories 

Field data and experimental results obtained by many researchers show 
that the friction coefficient under wave action is different from that in 
steady flow.  Kajiura established two theories, on considering the average 
state of turbulence over one wave period and adopting the assumption of the 
eddy viscosity analogous to that for the steady turbulent flow.  According 
to his theories, the frictional coefficient is given as a function of 
certain dimensionless parameters constructed from known quantities of 
wave and bottom conditions. 

Kajiura1s theories are based on the assumption that the oscillatory 
motion is sinusoidal and the present theory used the cnoidal waves. 
Direct substitution of the results of Kajiura's theory is not recommended. 
In order to connect two different definitions of the friction coefficients, 
mean energy dissipation of sinusoidal motion is equated with that of 
cnoidal waves. 

For the case of long period waves [k],   in which the flow is fully 
turbulent, the mean energy dissipation is 

< E >= f £ choose S ^  <38> 

where u is the amplitude of the mean velocity vertically averaged over 
the water depth.   The angle 8 denotes the phase lead of the bottom stress 
relative to the vertically averaged velocity and U is the amplitude of a 
formally defined velocity corresponding to the pressure gradient. 

For the case of short period waves [5], in which the thickness of the 
bottom frictional layer is very thin compared with the total depth of 
water, the mean energy dissipation is given by 
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<  E >= | C 
k2 

cosQ   U= (39) 

where U is the amplitude of the horizontal velocity at the top of the 
bottom frictional layer.  The angle 0 denotes the phase lead of the 
"bottom stress relative to the velocity at the top of the frictional layer. 

For cnoidal waves in the present paper, the mean energy dissipation 
is given by 

< E > •• f 16 I C^3 Io /2K   (1+0) 

where u is the amplitude- of the horizontal velocity which is vertically 
uniform and I is given in Table k  in simple expressions convenient for 
practical application. 

Equating these three formulas, the coefficient used in the present 
paper can be estimated from Kajiura's theories. 

k2 
a * 
— C 
3TT  kl (-§-)2= 16 I C,(§)' (la) 

gHT2/d2 = U2 I 

kO  -  200 0.08089 u-1/5 

200 - 1000 0.2331* U"3/5 

1000 - 2500 O.U657 IT"/5 

2500 - 32  / ,   5/3 

15^   " U >£ 

Table h.     Values of I 

Experimental results in case of horizontal bottom 

The friction coefficients are determined from the experimental results, 
converted, by means of Eq.(ltl), to Kajiura's definition of the friction 
coefficient, and plotted in Fig.2.   In the same figure, Kajiura's theories 
are given by two oblique lines,and three short horizontal lines correspond 
to the friction coefficients in steady flow. 
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Fig. 2.  Friction coefficients compared with 
Kajiura's theories and Adachi's formula 

The friction coefficients in steady flow show very small values and 
are unable to be used for practical estimation of decay of water waves in 
shallow sea.  The experimental results fall between Kajiura's theories. 
This suggests that the conversion formula given above is practically valid. 

Taking into account the fact that the size of the roughness in the 
experiments is very big compared to the water depth and this condition 
does not frequently occur under natural conditions, it is concluded that 
the present theory with the friction coefficient converted from Kajiura's 
first theory can be used to predict the change in height of tsunamis and 
storm surges, while if combined with Kajiura's second theory it can be 
used to compute the case of wind waves and swells in shallow water. 

Change in wave height on a slope 

Since the method of evaluating the friction coefficient from given 
wave and bottom conditions is established, the present theory is compared 
with the second series of experiments.  Figure 3 shows an example. 
Although values of friction coefficient varies with water depth on the 
slope,  average value, 0.1 for this case, is used in calculation.  Broken 
line in the figure shows the shoaling of cnoidal waves when no friction 
is taken into account.  Solid line is with friction and agrees farely 
well with experimental results.   Scttering of the experimental data is 
considered due mainly to the reflection from the slope and the wave 
absorber installed at the end of the flume. 
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Fig.3. Change in wave height on a slope. 

COMCLUSIOHS 

A fundamental equation for long waves is derived by using Kakutani's 
and Johnson's methods.  The equation includes the effects of nonlinearity, 
dispersion, water depth, width of the channel and "bottom friction. 

In addition to several solutions obtained in analytical form, the 
change in wave height of cnoidal waves is given and listed in Tables 2 
and 3.  In order to obtain as simple and convenient formulas as possible, 
imposed, during the derivation, were restrictions which should be remember- 
ed at application.  The length of an interval,x, should be well chosen so 
as that the wave height H at the end of the interval remains larger than 
0.8 times H0 , the wave height at the beginning of the interval.   If this 
restriction is not welcome, Eqs.(25) and (27) should be used in place of 
formulas in Table 2, or H0 in the right-hand sides of the equations in 
Table 3 should be replaced by H. 

The friction coefficient Ci is estimated from known quantities of wave 
and bottom conditions.   In the present experiments, artificial rectangu- 
lar ribs are used, the roughness length, z0, of which is evaluated from 
Adachi's empirical formuls.   This roughness length and wave characteristics 
gives the friction coefficient for sinusoidal waves,  if one follows 
Kajiura's theories.  Kajiura assumed sinusoidal waves and the present 
theory cnoidal waves.   Conversion of the friction coefficient between the 
two different motions is possible through Eq.(lii), provided that the mean 
energy dissipation is the same for the two motions. 
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From the first series of experiments, the method of estimation of the 
friction coefficient is confirmed.  Results of the second series of the 
experiments show that the theoretical prediction of the change in wave 
height on a slope agrees very well with experiments. 

It is concluded that the present theory combined with Kajiura's 
first thoery which assumes that the flow is fully turbulent gives good 
estimation of the change in wave height of tsunamis and storm surges, and 
that with Kajiura's second theory which assumes a thin bottom fricional 
layer the theory predicts the change in height of swells and wind waves in 
shallow water. 
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CHAPTER 25 

RECENT   DEVELOPMENTS   IN  THE   STUDY   OP   BREAKING  WAVES 

by 

Michael   S.   Longuet-Higgins 
Royal   Society Research  Professor 

Department   of Applied  Mathematics   and Theoretical 
Physics,   Cambridge,   England   and   Institute   of 

Oceanographic   Sciences,   Wormley,   Godalming,   Surrey 

1 .       INTRODUCTION 

The   s ight   and   sound   of  breaking waves   and   surf   is   so   familiar   and   enjoyable   that 
we   tend   to   forget   how   little   we   really   understand   about   them.      Why   is   it,   that 
compared   to   other branches   of wave   studies   our   knowledge   of  breaking waves   is   so 
empirical   and   inexact? 

The   reason  must   lie   partly   in  the   difficulty   of   finding a precise mathematical 
description   of  a   fluid   flow   that   is   in   general   nonlinear   and   time-dependent.      The 
fluid   accelerations   can no   longer  be   assumed   t o  be   small   compared   t o   gravity,   as   in 
Stokes's   theory   for   periodic   waves   and   the   theory   of  cnoidal  waves   in   shallow   water, 
nor   is   the   particle   velocity   any   longer   small   compared   to   the   phase   velocity. 

The   aim  of   this   paper   is   to   bring   together   s ome   recent   contributions   to   the 
calculation both   of   steep   symmetric   waves   and   of   time-dependent   surface   waves.      These 
have   a bearing  on   the   behaviour   of whitecaps   in  deep water   and   of   surf   in  the   breaker 
zone . 

Since   spilling breakers   in  gently   shoaling water   closely   resemble   solitary  waves, 
we   begin with   the   description   of   solitary  waves   of   limiting amplitude,   then  discuss 
steep waves   of  arbitrary  height.      The   observed   intermittency   of whitecaps   is 
discussed   in   terms   of   the   energy   maximum,   as   a   function   of wave   steepness,      In 
Sections   6   and   7   a   simpler  description   of  steady   symmetric   waves   is   proposed,   using 
an   asymptotic   expression   for   the   flow   near   the   wave   crest.       Finally  we   describe   a 
new   numerical   technique   (MEL,    or  mixed  Eulerian-Lagrangian)   with  which   it   has   been 
found   possible   to   follow  the   development   of  periodic   waves   past   the   point   when   over- 
turning  takes   place. 

2.      THE   LIMITING   SOLITARY   WAVE 

A   simple   and   very   accurate   approximation  to   the   limiting   solitary  wave   has 
recently been  given by   Longuet-Higgins    {197k).      If x   and   y   are   horizontal   and   vertical 
coordinates   and  h   the   undisturbed   depth   of water,    then  the   surface   profile   on   one   side 
(x >0)   is   approximated  by 

y/h   = Ae~*x/h   +   Be-^/h (2.1 ) 

The constants A, B and A , (i. are determined by the conditions, first, that the 
particle at the crest moves with the phase-speed c = FVgh.  So from Bernoulli's 
equation, 

y/h = ^F2 {X = 0),        (2.2) 

Secondly,   the   angle   of   inclination  at   the   surface   is   -30°,   so 

dy/dx   =   -1/VT (x   =   0)# (2.3) 

441 
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We know th. 
(x •+ OO ) the pr 

irdly (see Lamb, 1932  y"  252), that in the outer fringe 
the profile behaves asymptotically like e~ *• , where 

s   of   the  wave 
symptotically 

tan X 
(2.2,) 

exactly.      This   is   satisfied  by   (2,0)   if   0 <A<   P-.      Fourthly we   have   Starr's   exact 
relation 

3V/g   =    (F2    -   1)   M (2.5) 

where   V   is   the   potential   energy  and  M   the   mass: 
v/s   =     j     ib^dx, M   =     j    y   dx; 

-00 _oo 
and   lastly an  exact   relation 

J f(l    +  y/h)(l    -   2F~2y/h)^(l    +   dy/dx2)^   -   1_j   dx   =   0        (2.6) 
-00 

proved   by   Longuet-Higgins    {'\91h) •     Equations   (2.2)   to   (2,6)   are   five   relations   to 
determine   the   constants  A,   B,    A     ,    \i  and   F,   giving 

A   =   1.5389, A   =   1.Oi+95 
B   =   -.7093, (i   =   1 .^630 

F2   =   1 .6592. 
(2.7) 

The resulting profile, plotted in Figure 1, agrees numerically with that given by 
Yamada (1957) to within 1$ everywhere, and generally to within 0.2$. 

Figure 1.  (from Longuet-Higgins , 1 97-!+) .  The profile of the highest solitary wave 
as given by equation (2.1) (solid line) compared with the numerical 
calculations of Yamada (1957) (circles) and Le.nau (1966) (crosses). 
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3.      SOLITARY   WAVES   OF ARBITRARY   HEIGHT 

The   properties   of   solitary waves   of  arbitrary  amplitude   a   in water   of  undisturbed 
depth  h   have   been   studied   in   two  recent   papers   by   Longuet-Higgins   and   Fenton   (197U) 
and  by  Byatt-Smith   and   Longuet-Higgins   (1 976)   using  quite   different   methods. 

It   is   convenient   to   define   a   parameter     CO      for   the   family   of   solitary  waves   by 
the   equation 

CO   '=   1 q2/gh 

where q is the part icle-speed at the wave crest, in a frame of reference moving along 
with the phase-speed.  For waves of small amplitude, q = *J "gh so CO     is small, whereas 
for limiting waves q vanishes, so  6J  = 1.  In general 

and the complete range of ^O      is 

0 < 6J^ 1 

precisely known. 

(3.1) 

Figure 2 shows a succession of wave profiles, computed precisely for moderate 
values of 03    .      The height of the waves increases monotonically with Oj   .  This is in 
qualitative agreement with the approximate Rayleigh-Boussinesq theory, in which 

1 ch*(^t(x) 

Co (F2 2a/h) 4 I*2 >= a/h (3.2) 

and CO  increases almost linearly with a/h.  As the wave height increases, so the 
horizontal width of the profile decreases, like 1/x or (a/h)"*.  This implies that 
successive profiles must intersect each other, and from Figure 2 it is clear that as 
the amplitude increases, so the point of intersection gradually moves in towards the 
wave   crest. 

10 

y/h 

•     CO •0-9 
0-7 
/        0-5 /        /        °'3 

PROFILES OF  SOLITARY WAVES 

0-5 :  7^L 

n.r\ »                             ' i                      i                      i                      i 

oo 10 x/h 20 30 

Figure 2.  (from Byatt-Smith and Longuet-Higgins, 1976),  Profiles of solitary waves 
at moderate values of the parameter CO 
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At finite values of the wave steepness the acceleration near the crest becomes 
comparable with g and the approximate Rayleigh-Boussinesq theory is no longer valid. 
An exact theory was however calculated by two methods.  In Longuet-Higgins and Fenton 
(197k)   the Rayleigh-Boussinesq theory was treated as the first term in an infinite 
series in powers of CO , which was carried to high order and then summed by rational 
approximants (Fade sums).  All integral properties converged, up to and including 
CO     =   1, and from these it was possible to calculate also the dimensionless phase- 
speed F. 

Figure 3 shows the dimensionless phase-speed calculated by means of Pade sums, 
and plotted as a function of the wave steepness a/h.  After increasing steadily with 
a/h.,   F reaches a maximum and then actually decreases at higher values of a/h.  The 
maximum speed F = 1.29Z| occurs when a/h = 0.790, whereas the speed of the highest 
wave is only F = 1.286. 

The presence of a maximum in the phase-speed is at first sight surprising, since, 
it implies that over a certain range of steepnesses there can exist two distinct soli- 
tary waves in the same depth of water, having the same phase-speed.  The reason becomes 

Figure 3.  The dimensionless phase-speed F = c/  gh for solitary waves, as a function 
of the relative crest height a/h. 
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Figure 5.  Comparison of the profiles of two steep solitary waves (CO  a: 0.90 and 0.96). 
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apparent from Figure If.  This shows some accurately calculated profiles near the wave 
crest, from  CO  = 0.90 to   GO = O.96.  Evidently the trend begun at the lower wave 
amplitudes in Figure 2 continues, and as  GO  increases the point of intersection 
moves up close to the wave crest.  The situation is shown more clearly in Figure 5, 
from which it will be seen that the higher of the two waves, corresponding to 
CO    =   O.96 actually lies below the lower wave ( 6J = O.90) over most of the wave 
profile.  This implies that the average elevation of the higher wave is actually less 
than that of the lower wave. 

Now Starr's exact relatio (2.5) can be written in the form 

(F2 1 ) =|?A (3.3) 

where y is the average surface elevation, defined by 

y   = J    y2dx/J  y dx (3-4) 
._ 00 —to 

So if y decreases as CO      increases, so also must F decrease, by equation (3.2). 

Although the completeness of the Rayleigh series was questioned by Witting (1975)» 
nevertheless the existence of the maximum speed has been confirmed by a quite different 
method of calculation based on the integral equation of Byatt-Smith (1970) for soli- 
tary waves.  In his first paper, Byatt-Smith took the phase-speed F as an independent 
parameter in the integral equation, and from it calculated the wave height and profile. 
He was unable to obtain solutions with F greater than about 1.29^, and in this 
neighbourhood convergence was slow.  The explanation is apparently that in this 
neighbourhood a small change in F corresponds to a large change in the profile.  But 
in a second paper (Byatt-Smith and Longuet-Higgins, 1976)  03    was taken as 
independent parameter, and the wave speed F as dependent variable.  The solutions 
converged rapidly and the maximum in F was verified (see Figure 6), 

1-295 

1-285 

•80 •85 •90 
CO 

95 1-00 

Figure   6. (from Byatt-Smith and Longuet-Higgins, 1976).  The dimensionless phase- 
speed F at high values of fa    ,   calculated by two different methods. 
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k.      WAVES ENTERING SHALLOW WATER 

In addition to the maximum in tlie phase-speed, Longuet-Higgins and Fenton (19V+) 
also found maxima in the mass, momentum and energy of solitary waves, as a function of 
a/h or of CO   (see Figure 7).  This has implications for waves entering gradually 
shoaling water.  For, in the absence of appreciable dissipation, the energy E  of a 
solitary wave might be expected to remain a constant.  As the•mean depth h diminished, 
the dimensionless energy E = E /ogh3 would be expected to increase, at first.  So, 
provided the wave remained symmetrical it would be represented by a point travelling 
up the curve in Figure 7, with both E and a/h increasing. 

Before the maximum value of E is reached, however, the wave must leave the energy 
curve, which it generally does by becoming unsymmetrical and then spilling or plunging 
forwards (see Section 8).  If it plunges heavily, it becomes radically altered.  But 
if it spills gently, it may thereby dissipate enough energy to travel on down the curve 
more or less as a symmetric wave damped by a whiteca.p on the forward face.  This 

Figure 7,  (from Longuet-Higgins and Fenton, 1970.  The normalised mass M, momentum I 
and energy E of a solitary wave, as a function of the relative height a/h. 
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presumably is a spilling breaker, for which a theory has recently been given by 
Longuet-Higgins and Turner (197^4)-  In their model, the whitecap was represented as a 
gravity-current, of density  p'  less than unity, riding down the forward face of an 
irrotational wave and exchanging mass and momentum by entrainment across the inter- 
face .  Calculations showed that the flow could exist provided that   P' / e>      was of 
order 0.7 (similar to the ratio observed in hydraulic jumps) and that the surface 
slope exceeded an angle of about 20°. 

In this model, however, and also according to observation, the length of the 
whitecap tends to increase continually*, so producing a disproportionate damping of 
the wave.  What hatmens when the point in Figure 7 reaches the right-hand edge of the 
graph, representing the steepest symmetric wave?  Longuet-Higgins and Penton (1974) 
suggested that it may jump back to a point lower down the curve, representing a wave 
with almost the same mass and momentum, but with a slightly lower energy.  This wave 
would have a rounded crest and a lower value of a/h.  The process might then be 
repeated. 

Some support for this suggestion comes from an analysis of the film of shoaling 
solitary waves made by Kjeldsen and Olsen (197i)-  Measurements of the length I        of 
the whitecap as a function of the time t (see Figure 8) show- that it increases not 
continuously but in a series of jumps.  At each jump, the crest becomes rounded and a 
part of the whitecap is lost by being left behind the travelling crest.  The remnant 
appears on the near face of the wave as a patch of aerated water, which quickly 
subsides. 
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Figure 8.  (from Longuet-Higgins and Turner, 1974).  Measurements of the length I     of 
the whxtecap on shoaling solitary waves as a function of the time, showing 
intermittency. 

*No allowance was made in this 
through the upper surface. 

del for loss of buoyancy by air bubbles rising 
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PERIODIC WAVES 

For progressive waves in deep water, it has been shown by Schwartz (197k)   that 
the well-known Stokes expansion in powers of the first harmonic a , which is satis- 
factory at low wave amplitudes, fails to converge at larger wave amplitudes, short of 
the highest.  This is because the waves become markedly non-sinusoidal, developing 
narrow crests and broad troughs, and the amplitude a  of the first harmonic in fact 
reaches a maximum and then diminishes before the highest wave is reached.  So for 
steepnesses greater than about 0,1 even the higher-order Stokes expansions are 
divergent and misleading. 

Schwartz (I97ii) overcame this difficulty by using as expansion parameter the wave 
steepness H/L itself, which increases monotonically throughout the range of possible 
waves.  However, the limiting value of H/L is not accurately known a priori.  As an 
alternative Longuet-Higgins (1975) used the parameter 

6J (5.1) 

where q and q' denote the particle speeds at the crest and trough, in a frame moving 
with the wave, and where c and cQ are the wave speed and the speed of infinitesimal 
waves respectively.  This parameter is similar to (3.1 ) and indeed reduces to (3.1) 
when the depth is finite and the wavelength infinite.  The range of cO      is from 0 to 
1, the value 1 corresponding precisely to the highest wave. 

0-2 

Figure 9.  (from Longuet-Higgins, 1975).  The square of the wave amplitude a and wave 
speed c for progressive waves in deep water, as a function of "the 
parameter Co   (equation 5.1).  The units are chosen so that g - 1 and 
the wavelength L = 2 7T  .  The wave steepness H/L equals a/'7f . 
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By using Pade sums, Longnet-Higgins (1975) obtained convergence up to and 
including the highest wave ( 63    = 1).  Precisely similar effects as for solitary waves 
namely maxima in the speed, energy, momentum, momentum flux, etc., as functions of the 
wave steepness, made their appearance (see Figure 9). 

This result is particularly significant since the Stokes series (with OJ      as 
parameter) is formally quite different from the Rayleigh-Boussinesq series for the 
solitary wave.  Yet for Stokes's series no question of completeness arises, since 
Levi-Civita proved actual convergence, for waves of sufficiently small amplitude. 

More recently, Cokelet (1976) has calculated and tabulated the speeds, momenta 
and other integral properties of symmetric gravity waves of arbitrary amplitude and 
in waves of arbitrary depth h.  His method is to use the general Stokes series for 
waves in finite depth, with an expansion parameter similar to (5.1 ) .  For all ratios 
of the wavelength to depth, he finds maxima in the phase speeds as a function of the 
wave steepness.  There are maxima also in the momentum, momentum flux, energy and 
energy flux.  These accurate calculations may be of considerable use for practical 
purposes. 

ASYMPTOTIC SHAPE OF WAVE CREST 

The wave crests in Figure 5 suggest that as CO -*- 1 the profile approaches the 
120° corner-flow predicted by Stokes.  But when cO < 1 » and while the crests are 
still rounded, is there any smooth asymptotic form which the free surface assumes in 
some neighbourhood of the crest?  A natural length-scale for such an asymptotic form 

y/« 

CRESTS OF   STEEP     SOLITARY   WAVES     (SCALED) 

I- <t*/23 -ih(l-w) 

•x/« 

 ASYMPTOTIC    PROFILE 

Figure 10.  The crests of steep solitary waves (from Figure 5) after rescaling by 
_£ = q2/kg,   where q is the particle speed at the crest. 
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the length 

q2/2 (6.1) 

where q denotes the particle speed at the crest in the frame moving with the wave. 
Comparison with equation (3.1 ) shows that £.       is directly related to  £J>  by 

ih(l - W ). (6.2) 

As a test of the conjecture, Figure 10 shows the same wave profiles as in 
Figure 5 ( 03    =   0. 90 to 0. 9^1 ) now drawn on the new scale Jl_    .  When  6J  approaches 1 
they do indeed tend to fall along- the same curve . 

To define our limiting flow we may take radial coordinates (r, \j   ) with the 
origin 0 at a distance   .£  = q2/2g above the wave crest, and with the line 0=O 
vertically downwards.  The Bernoulli condition at the free surface is then 

dX 2gr cos I 

where   X   =    ih  +   i %r   is   the   complex   velocity   potential   and   z   =   re 
solution  which   as   r/H -> 00       tends   to   ttie   Stokes   corner-flow: 

2     \  1/2. 
T e z r^oo,     |&Kf  . 

(6.3) 

We   require   a 

(6.2,) 

This   problem has   been   solved   numerically   in  a   recent   paper  by   Longuet-Higgins   and 
Fox   (1 976) .      The   resulting  profile   is   shown   in Figure   11    (and   als o  by  the   broken   line 
in  Figure   10).      Not   unreasonably,   the   free   surface   crosses   its   asymptote   at   about 
r/&•       -   3.32   and   then  approaches   it   very   gradually   from   the   outside.      It   can be   shown 
analytically   that, for   large   values   of r/&      the   normal   displacement     n        of   the 
surface   from   the   straight-line   asymptote   must   have   the   form 

n/i   ~   K(   il/r)^  cos £(3|i/2)   In r   -   gj (6.5) 

are amplitude and phase constants and [L   is the posi.tive root of the where K and £ 
equation 

2 
tanh Jii (6.6) 

IT 
247J 

In fact K = 0.60,  e-      =   0.h7   and \x  =   0.711,.  This means that the free surface 
approaches its asymptote in a very slowly damped oscillation.  There is a second 

"" .5, crossing   of   the   asymptote   at   r/JL third   at   r/ -L      =   1286,   and   so   on. 
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Figure   11.      (from  Longuet-Higgins   and   Fox,   1976a).      The   asymptotic   profile   of   the 
crests   of  a   steep   gravity wave,   on  a   scale       ,£.     =   q2/2g. 
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The results can be checked not only by a direct comparison with the profiles of 
wave crests calculated independently (such as in Figure 10) but also by a consideration 
of the maximum surface slope.  Prom Figure 11 it will be seen that between the two 
crossings of the asymptote at r/ Jl      =3.32 and r/-^  =68.5 the maximum angle of slope 
must slightly exceed 30°.  The actual value is 30.37°.  This should correspond to the 
maximum slope of almost-limiting gravity waves. 

Now independent calculations of the complete profiles of steep solitary waves 
have been made both by Sasaki and Murakami (1973) and by Byatt-Smith and Longuet- 
Higgins (1976).  Their values for the maximum surface slope are plotted against ^ 
in Figure 12,  It can be seen that a linear extrapolation of the plotted points passes 
very close to the asymptotic value that we have obtained independently. 
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Figure 12.  (from Longuet-Higgins and Pox, 1976 ).  The maximum surface slope of steep 
solitary waves, as a function of the parameter 1X1   .      The limiting value at 
o> = 1 corresponds to the profile of Figure 11, 
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Figure 1 
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3 shows a similar comparison for periodic waves in deep water. 
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Figure   13.       (from Longuet-Higgins   and  Fox,    1976   ).      The   maximum   surface   slope   of 
progressive   waves   in deep water,   as   a   function   of   the   parameter     oj 

The   acceleration   of   a   fluid   particle   at   the   wave   crest   is   given  by 

y = -q2/R 

where   R   is   the   radius   of   curvature.      From  the   present   profile   this   is   found   to  be 
0.39     g.      In   the   far-field,   as   r/ll ^ &e>     ,   the   acceleration   tends   to   the   value   4~ 
directed   radially   outwards,   as   in   the   Stokes   corner-flow. 



454 COASTAL ENGINEERING-1976 

7,  IMPROVEMENT IN THE CALCULATION OF STEEP GRAVITY WAVES 

The maximum slope will in theory exceed 30° only for very steep, symmetric waves 
and in a limited region near the crest, which may be affected by instabilities, wind 
pressures and surface tension.  Nevertheless the asymptotic solution found in Section 
6 may have practical uses.  At present the only accurate calculations of steep, 
symmetric gravity waves have been obtained by mathematical tour-de-force, either by 
carrying small-amplitude expansions to very high order or by numerical techniques, such 
as Fourier series or integral equations, which involve lengthy and complicated numeri- 
cal schemes.  The main value of the asymptotic solution just described is that it may 
be used as an inner solution, valid near the wave crest, and matched asymptotically to 
an outer solution representing the flow in the remainder of the wave. 

The appropriate matching has already been carried out for periodic waves in deep 
water by the present author and M.J.H. Fox (1976).  As a sample of their results, 
Figure 1^ shows a comparison of the square of the wave speed c2 plotted against the 
wave steepness.  The peculiar shape of the top of the velocity curve is accurately 
checked, showing that it is certainly not due to some quirk of the Fade approximants. 

Such an approach thus promises to simplify our calculations of steep, symmetric 
waves, and tc- improve our understanding of them. 

Figure 1i,.  Square of the velocity c for progressive waves in deep water, as a 
function of  6J  .  The plotted points correspond to the values 
obtained from Pade" sums (Longuet-Higgins , 1975; see also Figure 9). 
The curve is found independently by matching the asymptotic solution 
in Section 6. 
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8.  A METHOD FOR CALCULATING UNSTEADY SURFACE WAVES 

In natural conditions the occurrence of a steady, steep wave is somewhat 
exceptional.  Even symmetric waves tend to become unsteady and asymmetric long before 
their energy reaches the theoretical maximum.  However, a new and general method for 
calculat ing the development. 
Higgins and Cokelet (1976). 
but it could readily be exte 

f an unsteady wave has recently been given by Longuet- 
So far it has been applied only to waves in deep water 

nded to waves in water of finite depth,, 

Figure 15.  Axes and notation for space-periodic waves in deep water. 

The motion is assumed to be irrotational and periodic in space (see Figure 15) 
though not generally periodic in time.  All calculations are carried out with the 
surface values of the space coordinates (x, y) and of the velocity potential d> , 
For the rates of change of these quantities one has 

Dx _ ^p 
Dt ~ ~Jx 

B<(>   = 

Dt i(7<f> V 

where D/Dt denotes differentiation following the motion.  The last equation follows 
from the time-dependent Bernoulli equation and the fact that D^)/Dt = 9. <f> / <? t + (Vf>) 
Hence t given the surface values of x, y,  ch     and  J7"c6   at some instant t on the 
surface C(,tJ one can calculate x, y and  rf>   at time (t +   dt) on the displaced surface 
C(t + dt). ' 

To proceed to the next time-step we need to know both components of the velocity 
on  C(t + dt).  We can obtain the tangential component  9CD /3s immediately, by 
differentiating  (£)(t + dt) along the new surface.  However we still lack the normal 
component of velocity  cx£/~dY\      on c(t + dt) . 

Now because of the space-periodicity we can transform C into a closed contour Cr 

(Figure 16) simply by writing 

ik(x + iy) 
$, (k   = 2T/L) . (8.2) 
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Figure   16.      One   wavelength   in   the   (x,   y)   plane   transformed   to   a  closed  domain   in 
the       "t"   -plane . 

The   domain   of   the   fluid   goes   into   the   interior   of C   and   the   points   at   infinite   depth 
into   the   origin        £"    =   0   .      We   then have   to  solve,   in effect,   the   well-known 

Dirichlet   problem,   namely  to   find      c3><p/'dn     on a   contour C',   given C   and 

(8.3) 

everywhere   inside   C'. 

This problem can be solved as follows (see Figure 16). Let ( r\ , (*" ) denote the 
polar coordinates of a running point P on the boundary, relative to a fixed point Q, 
also   on C.     Then   it   follows   from Green's   theorem  that 

^    f^     -***<**     -       *£,     +    SC,0P   ** (8.4) 
where in the right-hand integral we take the principle value.  Since <p       is known 
everywhere on C, the right-hand side is given, and equation {k-k)   is then a linear 
integral equation for  <) <I> / c> n , with given kernal   In f?  ,  Solution of this 
equation gives us   offl/3n  on C (t + dt ) , and the time-stepping can proceed. 

Numerical solution of equation (8.^) has been carried out by Longuet-Higgins and 
Cokelet (1976) replacing the boundary by a finite number N of integration points. 
Typically N = 60 for one wavelength.  Details of the method, which are vital for its 
accuracy and success, are given in their paper.  The method was first tested for 
accuracy on a free symmetric wave of finite amplitude for which the form and phase- 
velocity were calculated independently by the method of Section 5, and good agreement 
was obtained.  Then the following experiment was performed.  As initial state was 
chosen a progressive wave of fairly large amplitude, whose energy was 0.80 times the 
maximum E    for a steady symmetric wave of that wavelength.  The energy was then 
raised by applying to the surface (numerically) a pressure of the form 

Ip  sin (kx - crt) sin ct, (0< <y t < IT )    "\ 

t       (8.5) 

0 ( crt < o and <rt > 7T  )     J 

through the boundary-conditions (8.1).  This represented a sinusoidal distribution of 
pressure, in quadrature with the fundamental harmonic of the surface elevation, 
increasing and dying away smoothly over half a wave period ( "K~/ Cf ).  After the 
surface pressure had fallen to zero, the wave was supersaturated, that is its level 
exceeded E   .  It was then allowed to run free.  Its subsequent development can be 
followed inaXPigure 17- 
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Figure 17.  (from Longuet-Higgins and Cokelet, 1976).  Development of a progressive 
wave in deep water.  From (a) to (c) a surface pressure (8.5) is applied 
to the rear face of the wave.  From (d) to (e) the wave is free. 
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Figure 18 gives a close-up view of the free surface near the instant of over- 
turning.  The figure shows success ive positions of the free surface (actually every 
3 time-steps) in a frame moving with the speed c  of infinitesimal waves.  The plotted 
points refer always to the same marked particles, so that a line through a succession 
of points defines a particle trajectory, in this reference frame. 
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,600 

• 500 

.400 

.300 

^v 

tl       i 
i j 

i'       / 

4-23 4.36 4.48 4.73 (ka>cr# 

Figure 18.  (from Longuet-Higgins and Coke let, 19?6).  Successive profiles of the 
free surface near the instant of overturning, seen in a reference 
frame moving with speed c . 

The part icles have a welcome tendency to congregate near points of high surface 
curvature, which is precisely where they are needed for computational accuracy, 

It will be seen that the crest remains rounded until well past the instant when 
the surface becomes vertical.  Thereafter the curvature near the tip of the breaker 
increases rapidly.  The free surface can be followed by this method only so long as 
the separation between adjacent particles does not exceed a fraction of the local 
radius of curvature.  The question whether the curvature becomes infinite in finite 
time cannot be decided by this method. 
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In practice the tip of the jet will be much influenced both by surface tension, 
which we have neglected, and by air currents.  Both these may cause it to break up 
into spray.  Both effects could possibly be included in the calculation.  The present 
calculat ions were intended to apply only to waves on a sufficiently large scale . 

Though the computation involves only the surface values of x, y and cp , the 
pressure and velocity components in the interior may also be found from the surface 
values, by the use of Cauchy ' s theorem.  The pressure gradients in the tip are small, 
but there is no evidence of a reversed normal gradient of the pressure. 

Because it uses the velocity potential  ©  yet follows marked particles, the 
above technique may be called MEL (mixed Eulerian and Lagrangian).  The example just 
discussed illustrates only one possible application of the general method.  Various 
other initial condit ions might be chosen so as to correspond, for example, t o a 
standing wave, or to a partially reflected wave, or to a mixture of progressive wave 
trains having rationally related wavelengths.  These would constitute a wave group 
with slowly varying wave envelope.  It will be of interest to see how the resulting 
energy and momentum lost in the jet of the breaking wave are related to the different 
initial conditions. 

9•   EXPERIMENTAL CONFIRMATION 

Although the above computations were for deep water, nevertheless one -would expect 
the local behaviour of the wave crest to be asymptotically similar whether in deep or 
shallow water.  To test whether the surface could remain smooth and continuous after 
the tangent became vertical, the author and N.D. Smith, with the collaboration of 
Dr. N. Hogben, made a high-speed film of waves breaking on a 1:6 beach slope, in the 
No. 2 Towing Tank of the National Physical Laboratory at Teddington.  Figure 19 shows 
one frame from a film taken at 500 framee/sec.  The grid-spacing is 5-0 cm.  The film 
confirms that the free surface can indeed remain snooth and rounded until after over- 
turning takes place. 

Figure 19.  Wave breaking on plane beach, slope 1:6. 
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KINEMATICS OF BREAKING WAVES 
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ABSTRACT 

Measurement of waves, and vertical and horizontal water particle 
velocities were made of spilling, plunging and surging breakers at sandy 
beaches in the vicinity of Monterey, California. The measured breaking 
waves, derived characteristically from swell-type waves, can be described 
as highly nonlinear. Spectra and cross spectra were calculated between 
waves and velocities. Secondary waves were noted visually and by the 
strong harmonics in the spectra. The strength of the harmonics is re- 
lated to the beach steepness, wave height and period. The phase differ- 
ence between waves and horizontal velocities indicates the unstable crest 
of the wave leads the velocities on the average by 5-20 degrees. Phase 
measurements between wave gauges in a line perpendicular to the shore 
show breaking waves to be frequency nondispersive indicating phase-coup- 
ling of the various wave components. The coherence squared values be- 
tween the sea surface elevation and the horizontal water particle veloc- 
ity were high in all runs, ranging above 0.8 at the peak of the spectra. 
The high coherence suggests that most of the motion in the body of break- 
ing waves is wave-induced and not turbulent. 

INTRODUCTION 

Wave theories can be applied outside the surf zone with some degree 
of certainty, and can be tested in laboratory and field situations. The 
various theories can be used to carry the waves from deep water through 
the shoaling process up to the point of near breaking. At the breaker 
point, however, there is a transition from ordered to apparent turbulent 
motion and the theoretical description of wave kinematics becomes diffi- 
cult. One of the greatest deficiencies in our understanding of the surf 
zone is an appropriate description of breaking waves. The experimental 
study of the kinematics of breaking waves in the surf zone has progressed 
slowly due to the problems encountered in making direct field measure- 
ments and the difficulty in modeling the surf zone in the laboratory. 

The most direct approach to the problem of describing the kinematics 
of surf zone breaking waves is by field measurements. Advances in instru- 
ment design have led to simple, sturdy, devices for measuring waves and 
velocities with rapid response time. Miller and Ziegler (1964) used both 
acoustic and electromagnetic flow meters to determine the particle motion 
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in the surf zone. Walker (1969) made studies using propeller-type flow 
meters. Wood (1973) measured waves and currents in the surf zone using 
movies of dye movement and capacitance wave gauges. Fhurbbter Biisching 
(1974) utilized a two-component electromagnetic current meter and pressure- 
type wave meters to measure simultaneous orbital velocities and water 
levels. Thornton (1968) used an electromagnetic flow meter and pressure 
transducers to measure waves inside the surf zone. Steer (1972), Thornton 
and Richardson (1973), Bub (1974) and Galvin (1975) used pressure meters, 
capacitance wave gauges and electromagnetic current meters to measure sur- 
face profiles and particle velocities within the surf zone; the work pre- 
sented here is a synthesis of these latter studies. 

EXPERIMENT 

The experiments were designed to measure kinematics of various types 
of breaking waves including spilling, plunging and surging breakers. The 
manner in which waves break depends very much on the characteristics of 
the beach and near-shore bottom slope. The experimental sites were in the 
vicinity of Monterey, California. The beaches here were some of the first 
intensively studied to gain an understanding of amphibious warfare tech- 
niques and were described and popularized by Bascom (1964). 

The Del Monte Beach, within Monterey Bay, was chosen to measure plung- 
ing and spilling breakers. The waves at this location are generally topo- 
graphically sheltered and severely directionally filtered due to refraction 
by the geometry of the bay often resulting in swell type waves impinging 
perpendicular to the shore. Hence, a simplification to a two-dimensional 
narrowbanded wave description is allowed. A second experimental site was 
Carmel River Beach, five miles to the south, where the beach is wery  steep 
and often has surging type breakers. Again here, the beach is within an 
embayment, Carmel Bay, and the generally narrow-banded waves impinge al- 
most perpendicular to the shore. 

The median grain size at Del Monte Beach is approximately 0.2 mm 
(taken at the water line), and the beach slope varies between 1:14 to 
1:40. The median grain size at the Carmel River Beach is approximately 
0.6 mm and the beach slope varies between 1:6 to 1:12. A typical beach 
profile and instrument location for Del Monte Beach is shown in Figure 1. 

Instrumentation. The surf zone is a formidable environment in which 
to make measurements. The instruments must be rugged and reliable but 
at the same time be accurate and have a good time response. The instru- 
mentation set-up described below evolved over a number of experiments. 

Measurements at Del Monte Beach were made using two electromagnetic 
flow meters and three capacitance wave gauges. One flow meter and two 
wave gauges were used at Carmel River Beach. The instruments were mounted 
on the towers within the surf zone. All equipment was calibrated in the 
laboratory prior to the experiments. 

The electronics package for each of the 2.5 m capacitance wave gauges 
was constructed using the design of McGoldrick (1969). The electronics 
package was housed in a water-tight brass case which was mounted on the 
tower. This enabled the connecting leads to be less than 30 cm, thereby 
minimizing wire-to-wire capacitance. Accuracy is estimated to be ±0.005 m. 
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The flow meters were Marsh-McBirney Model 721 and 722 Electromagnetic 
Current meters. The flow meter operation is based on Faraday's principle 
of electromagnetic induction. Each probe measures water velocity in two 
orthogonal directions. The flow meters were calibrated with an oscillating 
platform attached to an eccentric arm driven by a variable speed motor. 
Measurement accuracy was determined to be ±0.005 m/sec during calibration. 

The instrument towers are 6.3 cm outside diameter steel pipes which were 
3.6 m high with a 1.0 m baseplate and 0.6 m steel pipe bottom extension. A 
typical tower and sensor arrangement is shown in Figure 2. The towers were 
placed on a line perpendicular to the shore and were erected during low tide 
when the beach was easily accessible. The measurements were then conducted 
at high tide. The tidal range in the Monterey area is typically two meters. 
The towers were supported by steel guy wires fastened to the one meter long 
blade type anchors. Several types of anchors were tried; the blade anchor 
was chosen because it works quite satisfactorily in the relatively coarse 
sand and is easily installed. The flow meters were positioned directly under 
the wave gauges with the axes aligned horizontally and vertically. A car- 
penter's level was used to establish axis alignment with an estimated error 
of +2 degrees. 

A number of problems arose in the course of the experiments. The 
greatest difficulties in the field are encountered during periods of storms 
and large waves, a time when the measurements are often of most interest. 
Flotsam and, in particular, the giant kelp, macrocystis, torn loose from 
its hold-fasts are thrust ashore during storms. The kelp at times becomes 
entangled in the instrument towers, greatly increasing the drag, and making 
the towers susceptible to being knocked down. 

The beaches are composed of fine to coarse sand. During wave condi- 
tions when the beaches are being eroded and cut back, considerable scour 
can occur around the anchors and instrument towers causing towers to topple 
on several occasions. 

The first capacitance wave gauge wires were manufactured from one cm 
diameter stripped RG-11 coaxial cable, (Bub, 1974); these wave wires were 
susceptible to strumming and broke soon after installation. The construc- 
tion of the wave wire was modified to a three-eights inch outside diameter 
stainless steel rod as the center conductor covered with a jacket of poly- 
urethane plastic tubing as the dialectic; these wave gauges can withstand 
the severe forces in the surf. 

Wave gauges penetrating the surface were used to obtain a true measure 
of the surface elevation. Pressure transducers, although easier to install 
and maintain, do not represent the water surface in breaking waves. Break- 
ing waves are highly nonlinear and the conventional technique of converting 
the pressure measurements to water surface elevation using the spectral 
transfer function derived from linear theory results in substantial error. 
As will be shown, the velocities, and hence dynamic pressures beneath 
breaking waves, are much greater than calculated^using linear theory. Fur- 
thur, pressure does not support sharp discontinuities beneath the sharp 
crests of breaking waves, hence, the pressure records are much smoother 
and rounded off compared with the capacitance wave gauge measurements. 
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All signals were cabled ashore and recorded on a Vidar Corporation 
32-channel digital data acquisition system. A Sangamo Modal 3500 14- 
channel FM tape recorder was utilized as a secondary recording system. 
A Brush 8-channel strip chart recorder was used to monitor the instrumen- 
tation performance during recording and as a means to select the approp- 
riate data sections to be analyzed. 

Analysis. A mean value was calculated for all data sets and the 
data were linearly detrended to exclude the rise and fall of the tide. 
The variance, standard deviation and average period were calculated. The 
average period was determined by calculating the time between zero up- 
crossings. 

Correlation functions were calculated for signals and smoothed with 
a Parzen window. The smoothed correlation functions were Fourier trans- 
formed to obtain the power and cross spectra. The coherence and phase 
were calculated from the cross spectral estimates. 

The maximum lag.time in calculating the correlation functions was 
taken as five percent of the record giving a spectral bandwidth resolu- 
tion of 0.0055 Hz and resulting in 40 degrees of freedom for each spectral 
estimate. The 90 percent confidence limits for 40 degrees of freedom 
using a chi-square distribution are found to be between 0.72 and 1.51 of 
the measured power spectral estimates. 

Measurements in the surf zone are not only hampered by the difficul- 
ties of a physically hostile environment, but can present conceptual 
analysis difficulties. The wave heights and spectral characteristics con- 
tinually change as the waves shoal, break and dissipate across the surf 
zone. Changes in the wave profile occur over short distances compared 
to the wave length within the surf zone which does not allow spatial 
averaging within the surf zone. Point measurements are also troublesome 
because the breaker position is continually changing. Thus, the waves in 
the surf zone are spatially nonhomogeneous and tend to be temporally non- 
stationary. 

As the wave height stochastically varies, the wave set-up changes re- 
sulting in a change in the mean water level at a particular location in 
the surf zone. The breaker position is approximately related to the wave 
height and local depth. Hence, the breaker position tends to wander, de- 
pending on the wave conditions. The breaker position tends to wander more 
on flatter beaches as was evident at Del Monte Beach experiment site. 
The shoaling processes on steeper beaches occur much more rapidly and over 
shorter distances, resulting in the breaker position being relatively fixed. 
The waves broke at nearly the same position for a particular tidal stage 
at the steeper Carmel River Beach site. 

The spatial nonhomogeneity and temporal  nonstationarity results 
in a smearing of spectral information of the breaking processes. This 
difficulty must be kept in mind when interpreting the results, but does 
not appear to be a severe limitation. 
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WAVES AND HORIZONTAL VELOCITY MEASUREMENTS 

Qualitative Description. A number of universal similarities of wave 
form can be observed for various types of breakers occurring on different 
beaches. Figure 3 is a typical analog record of plunging-spilling break- 
ing waves and horizontal velocities beneath the waves obtained from Del 
Monte Beach. In general, there is a quick drawdown of water just before 
the breaker arrives, followed by a steep, vertical leading edge, and a 
sloping profile toward the trailing edge, giving a generally sawtoothed 
shape. On the trailing edge, one or more secondary waves are often noted. 
The secondary waves are harmonics of the primary wave frequency and are 
indicative of strongly nonlinear waves. The authors have had the oppor- 
tunity to see in the field the secondary waves develop by standing on an 
instrument tower as the waves break past the tower. As the wave shoals, 
the secondary waves start to grow and, as the waves steepen rapidly just 
before breaking, the secondary waves likewise rapidly developon the back 
of the primary wave. The rapid transfer of energy from the primary wave 
frequency to the secondary wave is "mother nature's" means of maintaining 
the potential energy across the surf zone rather than converting to kinetic 
energy in the breaking process. The broken primary wave often reforms and 
continues toward shore closely followed by the secondary wave; this often 
results in two waves breaking close behind each other as the beach face 
is approached. 

Surging breakers generally occur on steeper beaches in which the 
shoaling wave becomes instable and forms a bore-like profile as the water 
progresses up the beach face. The breaking process on steep beaches occurs 
rapidly and secondary waves generally do not have time to develop. 

On steep beaches, the swash zone is much more important in the surf 
zone processes, and on very steep beaches can constitute a major extent 
of the surf zone. A strong interaction of the backwash of the proceeding 
breaker and the new breaker can occur which complicates the wave processes. 
Wave reflection from steep beaches is greater which further complicates 
the processes. 

The water particle velocity trace shown in Figure 3 reflects the 
general characteristics of the sea surface. The water cannot support 
sharp discontinuities which results in the velocities being considerably 
more smoothed. It should be emphasized that the smoothing in the velocity 
records is real and not a result of the frequency response of the flow 
meters. 

In a spilling breaker, the crest becomes unstable and slides down 
the face of the wave; the turbulent region is generally confined to the 
area above the trough and does not penetrate into the body of the flow. 
The crest of the plunging breaker curls over and penetrates deeper into 
the water column, although the velocities still have an appearance similar 
to the wave surface. Surging breakers, which are bore-like, are apparently 
turbulent on the small scale throughout the water column, but the body of 
the fluid translates with the wave profile. Hence, the primary motion 
even under the surging breakers can be associated with the surface and is 
wave-induced. The important point is that the velocities under breaking 
waves and in the surf zone appear to be primarily associated with the 
wave surface and not turbulent, disorganized motion. 
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Comparing Measured and Calculated Velocity Spectra Using Linear Wave 
Theory. A velocity spectrum was calculated from the wave spectrum using 
the transfer function derived from linear wave theory. Previous work in 
deeper water by Simpson (1969), Bowden and White (1966), and Thornton and 
Krapohl (1974) has shown that using linear wave theory to derive the spec- 
tral transfer function gave very good results in calculating the water 
particle velocity spectra under waves. It was not expected that as good 
results would be obtained in the surf zone, but would serve as a basis for 
comparison with other theories. Further, spectral analysis assumes super- 
position of the spectral component which only allows using a constant 
parameter linear theory for the transfer function. 

The elevation of the surface n(t) can be described as the superposi- 
tion of an infinite number of sinusoids of the form: 

00 00 

n(t) = ^J»ncos (£.x - ant + en) = £nn (1) 

n=l n=l 
where a is the amplitude, x is the horizontal Cartesian coordinate, t 
is the time, e is an arbitrary angle, t  is a horizontal vector wave num- 
ber, and a is the frequency related in linear theory to k by 

an
2 = gkntanh knh (2) 

where g is the acceleration of gravity. The n(t) represents the sum to- 
tal of all component wavelets. Summing in the manner of (1) implies a 
linear system and restricts the analysis to the use of linear wave theory 
to describe the wave-induced motion. 

Linear wave theory can be used to calculate the wave-induced water 
particle velocities. The equation for the horizontal velocity is 

cosh kn(h + z) 
»(t) = )     " " <i„h v "h cos (t-* - at + e n n n n' 

Vangn cos 

LJ sin 
1=1 

00 

Y% cosh kn(h + z)   nn     = YUcz 
/  . sinh k h n L-> 
n=l n n=l 

(3) 

where h is the total depth and z is the vertical coordinate measured 
positively upward from the still water level. The solution says that the 
amplitude of the velocities is a function of wave amplitude, frequency 
and depth, and that the water surface and horizontal water particle 
velocities are in-phase. The term in (3) in braces represents the com- 
plex spectral transfer function, H (a,z), and is used to calculate the 
wave-induced horizontal velocity spectrum, S,,(a), from the wave spectrum 
S„(a): 

Su(a) = |H(a,z)|2 Sn(a). (4) 
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In the formulation of linear wave theory, the boundary conditions 
are linearized in order to obtain an analytical solution. In the lineariza- 
tion, it is assumed that the amplitude is small in comparison with the 
wavelength, that is, ak « 1. Higher-order solutions to the boundary value 
problem, generally obtained by perturbation analysis, give a better repre- 
sentation of a constant profile wave. However, the nonlinearities intro- 
duced in the solution preclude their use where the principle of super- 
position is invoked. 

Figure 4 shows typical spectra of the measured and calculated water 
particle velocities using Eq. 4 for the case of plunging-spilling breakers 
in the surf zone taken at Del Monte Beach. The waves are narrow-banded 
with a primary frequency of 0.06 hz (16.6 second period). 

Strong harmonics of decreasing energy density are evident. The 
measured horizontal velocities were always greater than the calculated 
by 20-100 percent. That is to say, linear theory underpredicts the hori- 
zontal velocities. This is not surprising because of the steepness of 
the waves, but the amount of underestimation is surprising. The amount 
of deviation from linear theory demonstrates the strength of the non- 
linearities of shallow water waves and some contribution by turbulence. 

The strong harmonics are both real and artifices. The secondary waves 
are real harmonics of the primary wave and show up as energy at harmonic 
frequencies. Due to the very peaked wave form of the primary wave, spec- 
tral analysis will also show energy-density at harmonic frequencies as a 
result of viewing the breaking waves as an infinite sum of sinusoidal wave 
components. 

Also shown in Figure 4 are the coherence squared (here-after referred 
to simply as coherence) and the phase difference between waves and hori- 
zontal velocity. The coherence between waves and horizontal water particle 
velocities was high, ranging above 0.75 at the peak of the spectrum and 
decreasing at higher and lower frequencies. The generally high coherence 
indicates the water particle motion is primarily wave-induced. 

The decrease in coherence can be attributed primarily to the veloci- 
ties being converted to turbulence during breaking and the nonlinearities 
associated with finite amplitude wave motion. The decrease in coherence 
due to turbulence can be demonstrated by considering the horizontal velo- 
city, u, as being decomposed into wave-induced, U, turbulent, u', and mean, 
u, contributions, such that the velocity is given by 

u = U + u1 + u. (5) 

Assuming the wave-induced and turbulent velocity spectral component are 
statistically independent, the horizontal velocity spectrum is given by 

Su(o) = Su,(o) + Su(a). (6) 

The wave-induced velocity spectrum is calculated from the wave spectrum 
using equation (4). For a constant parameter linear system the coherence 
is identically equal to unity, 
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S„» 
'5n<«> • ^rspr ='• (7) 

Since the turbulent and wave-induced velocities are assumed to be statisti- 
cally independent, then 

Sja) -  SUr|(a) • (8) 

The substitution of (6), (7) and (8) into the definition of coherence 
between the total horizontal velocity and waves results in 

*unW 

Su,(a) 
-1  Su(a) 

w1 < 1 (9) 

Increasing lack of coherence is due to an increasingly high ratio of 
turbulence (noise) to coherent wave-induced velocity fluctuations (signal). 
Using this interpretation for the coherence, the results of Figure 4 sug- 
gest that 94% of the spectral energy at the primary wave frequencies (peak of 
the spectrum) is wave-induced. 

The phase difference between waves and horizontal velocities for 
all runs varied between 5-30 degrees at the primary frequency. Theory 
states that the waves and horizontal velocity are in phase, or have a 
zero phase difference. The measured phase difference is interpreted as 
showing the breaking wave crest leading the wave-induced velocities be- 
neath. 

Wave and velocity spectra characteristic of collapsing breakers taken 
at Carmel River Beach are shown in Figure 5. Wave No. 1 and horizontal 
velocity spectra were measured at the breaker line. Wave No. 2 spectrum 
was measured 3.5 meters shoreward. The spectra do not exhibit the strong 
harmonics on this steeper beach because the secondary waves do not have 
time to develop during rapid shoaling. The energy density is greatly 
attenuated in the breaking process from Wave No. 1 to Wave No. 2. The 
coherence and phase difference shown are between Wave No. 1 and horizontal 
velocity. The phase difference shows the waves leading the velocities 
at the primary frequency by 15 degrees. The coherence is high, again 
indicating the motion to be primarily wave-induced. 

Wave Celerity. The wave speed, or celerity, was measured using 
two wave gauges separated in a line perpendicular to the propagating 
wave crests. Consider a spectral wave component propagating perpendicular 
to the beach in the x direction measured at point, x-, = 0, and a point 
shoreward by an amount, x2 = Ax, given by 

n-. (a) = a-, (a) cos at , 

nz(<0 = a2(a) (kAx - at) . (10) 

The phase difference of the waves between the two measurement points is 
given by 
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AX 
T (11) • (a)  = kAx = ^ 

where the celerity, c = o/k. 

Figure 6 shows two wave spectra measured at Del Monte Beach within 
the surf zone. Wave gauge one was at the approximate breaker line and 
wave gauge two was 11 meters shoreward. The wave spectra exhibit strong 
harmonics. The energy density is shown to decrease as the waves break and 
progress shoreward. The coherence is high at the primary frequency and 
decays from the peak. The phase difference between the wave gauges con- 
tinuously increases with frequency. 

Expected phase differences were calculated using both the linear 
wave theory relationship 

c = (| tanh kh^2 (12) 

and the shallow water relation assuming nondispersive waves 

c = /g(h + <xH) (13) 

where h is the total depth of water, H is the wave height and a a constant. 
It should be noted that even though the water is shallow, the higher fre- 
quency wave components can be considered intermediate or even deep water 
waves. 

The phase differences calculated using equation (11) are shown on 
Figure 6. The dashed line is the phase difference calculated using the 
nondispersive wave speed, equation (13), for a  equal to 0.5. The com- 
parison of all measured and calculated phase differences shows that linear 
theory wave speed is not valid, but that the waves are nondispersive. The 
nondispersiveness of the waves across the frequency band of significant 
wave energy is because the wave components are phase-coupled to the pri- 
mary frequency wave, i.e., the higher frequency wave components travel at 
the phase speed of the primary frequency wave. The phase-coupling of the 
wave components is another indication of the strong nonlinearities of 
breaking waves. 

CONCLUSIONS 

The measured breaking waves, derived characteristically from swell- 
type waves, can be described as highly nonlinear, although the kinematics 
are more orderly than intuitively presupposed. The measured wave and 
velocity spectra show strong harmonics of the peak frequency of the waves. 
The harmonics are secondary waves of the primary wave frequency and are 
indicative of strongly nonlinear waves. As the wave shoals, the second- 
ary waves start to grow and, as the waves steepen rapidly just before 
breaking, the secondary waves likewise rapidly develop on the back of the 
primary wave. The development of secondary waves indicates a transfer of 
energy to higher frequencies. 
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Spectra and cross spectra were calculated between waves and velo- 
cities measured directly beneath the waves. The wave energy-density 
spectral components were converted to velocity spectral components using 
linear wave theory. The measured horizontal velocities were always 
greater than the calculated by 20-100 percent. The amount of deviation 
from linear theory demonstrates the strength of the nonlinearities of 
shallow water waves. 

The measured phase difference between waves and horizontal velocities 
indicates the waves generally led the velocities on the average by 5-20 
degrees, implying that the "curling" crest of the wave arrives prior to 
maximum water particle velocity. The coherence values- between the sea 
surface elevation and the horizontal water particle velocity were high in 
all runs, ranging above 0.8 at the peak of the spectra and decreasing at 
higher and lower frequencies. The decrease in coherence can be attributed 
primarily to the velocities being converted to turbulence during breaking 
and the nonlinearities associated with finite amplitude wave motion. The | 
high coherence suggests that most of the motion in the body of the break- j 
ing waves was wave-induced. Hence, breaking waves may be more amenable 
to theoretical treatment than previously thought, although still very   j 
nonlinear. 

The wave speed was measured using two wave gauges separated in a 
line perpendicular to the propagating wave crests. The measured phase 
difference was compared with theoretical values calculated using celerity 
relations from linear wave theory and the shallow water relation assuming 
nondispersive waves. The measurements show that the breaking waves are 
frequency nondispersive; this is further evidence of the strength of the 
nonlinearities of the waves in the surf zone. 
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CHAPTER 27 

DEFORMATION  UP  TO  BREAKING  OF  PERIODIC WAVES  ON  A  BEACH 

lb A.  Svendsen*   and    J.  Buhr Hansen* 

ABSTRACT 

An experimental description is presented for 'the transformation of 
periodic waves which approach breaking on a gently sloping beach. The 
data include the variation of wave height, phase velocity, wave surface 
profiles, and the maximum value of the wave height to water depth ratio 
(H/h)max around the breaking point. 

The results are compared with the theories of sinusoidal and cnoidal 
wave shoaling, and the latter is shown in most cases to agree remark- 
ably well when the laminar energy loss along the walls and bottom of 
the wave tank is included. 

An empirical relation is established between wave length to water 
depth ratio L/h at the breaking point and the deep water wave steep- 
ness H0/L0. Also the maximum wave height to water depth ratio at 
breaking shows considerably less scattering than found previously, 
when plotted versus S = hx L/h, hx being bottom slope. 

1. INTRODUCTION 

The literature shows a considerable number of experimental investi- 
gations of the slow transformation of waves on a sloping bottom, which 
is denoted shoaling,  in particular, data for the variation of the wave 
height have been reported. 

Most of these results, however, do not confirm each other. Thus no 
definitive conclusion has been obtained so far neither about the real 
variation of the wave height nor as to which theory will predict the 
variation sufficiently accurately. 

Iversen (1952)' presented experimental data which showed that the 
height of periodic waves on a sloping bottom grows much faster than 
predicted by the sinusoidal wave theory, and Brink-Kjaer and Jonsson 
(1973) showed that actually the variation resemble a cnoidal wave 
shoaling. 

Similar experiments were made by Ippen and Eagleson (1955) , and 
Eagleson (1956) arrived at the same conclusion though the pattern was 

*Assoc. Prof., Institute of Hydrodynamics and Hydraulic Engineering 
(ISVA), Technical University of Denmark. 

The paper by Iversen (1953), 'Waves and breakers in shoaling water,' 
Third Conf. Coastal Engrg., Cambridge, Mass. 1952, is almost identi- 
cal with Iversen (1952). 
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less pronounced, partly due to considerable scattering.  Also the ex- 
periments by Vera-Cruz (1965) should be mentioned. 

Iwagaki (1968) compared his experiments with the theory of hyperbolic 
waves, in which the wave profiles are approximated by parts of solitary 
wave profiles. As far as it has been possible to ascertain from the 
graphical presentation in the paper, the agreement is good for waves 
with small deep water steepness (HQ/L0 < 0.005), (though the theoreti- 
cal curves have not been extended to the full region of water depths 
for which measurements are presented). Actually it may be shown (Svend- 
sen, 1974) that to the first order the hyperbolic wave height varies as 
h~ , i.e. as a shoaling solitary wave.  Further, in particular waves of 
small deep water wave steepness (swell-type) will more and more resem- 
ble a solitary wave in shape as the water depth decreases. Hence the 
best agreement with hyperbolic waves should be expected for swell-type 
waves.  For steeper waves the comparison seems inconclusive as should 
also be expected, as the theory does not apply to such waves. 

Against this stand the solitary wave experiments by Ippen and Kulin 
(1954) and by Camfield and Street (1969) indicating that although a sol- 
itary wave is as far from a sinusoidal wave as well possible, the varia- 
tion of its height is much better predicted by the h-1/1* rule valid for 
long sinusoidal waves. This is further confirmed by the numerical cal- 
culations by Madsen and Mei (1969), which agree quite well with the re- 
sults of Camfield and Street. 

Finally, Wiegel (1950) claims that in general his experimental re- 
sults for periodic waves on slopes 1:10.8 and 1:20 follow the linear 
theory. 

One possible reason for these discrepancies is that all the experi- 
ments for pure solitary waves, and Wiegel's with periodic waves, have 
been performed on slopes which are actually too steep to allow the 
shoaling assumption to be valid.  Another important factor is the fric- 
tion losses, which can be shown to have a considerable effect on the 
shoaling process, in particular in a relatively narrow laboratory wave 
flume. 

Also part of the surprisingly large scattering which appears in many 
experimental results for wave quantities is most likely due to the free 
second harmonic waves generated by the sinusoidal motion of a piston- 
wave-generator . 

The aim of the present investigation has been to try to clear up 
some of these uncertainties, using the facilities for generation of 
waves of extremely regular and permanent form, described by Buhr Han- 
sen, Schiolten and Svendsen (1975). 

In addition to the wave height, the phase velocity and the mean wa- 
ter level ('set-down') have been measured, and records have been ob- 
tained for the wave surface profiles. The results are compared with 
theory, and since it is rather evident from previous investigations 
that the linear theory is doomed to fail, the major emphasis is placed 
on a comparison with cnoidal wave theory.  Perhaps it should be added 
for completeness that a second or higher order Stokes theory will be 
out of question, too, when the Ursell parameter U (defined as HL2/h3) 
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(as in most cases) grows far beyond 30 or 40, which is about the limit 
for which a higher order Stokes theory is applicable.* 

In each case will be discussed outcome of the comparison, and an 
analysis will be attempted of the possible reason for discrepancies. 

2. DESCRIPTION OF EXPERIMENTAL FACILITIES AND PROCEDURE 

The waves are generated by a flap-type wave generator in a flume 
33 m long, 60 cm wide, with a plane beach sloping 1:35 (see Fig. 1). 
The motion of the wave generator is controlled by a PDP 8 mini-com- 
puter, which generates a command signal of the form 

£ = ej sin ut + e2 sin(2ut+82) U) 

(Buhr Hansen and Svendsen, 1974).  Fig. 2 shows a comparison between a 
resulting measured wave profile (with almost no free second harmonic 
components) and a second order Stokes wave. The parameter U = HL2/h3 

is about 2.  It appears that even for U as large as 40-50 (which is 
far up in the cnoidal region), the waves generated by (1) remain of 
clean and constant form. 

This is important because the waves in the constant depth part of 
the wave flume represent the initial conditions for the shoaling pro- 
cess.  (It may be noticed that it has no meaning to consider whether 
the wave produced by (1) is a 'Stokes' or a 'cnoidal' wave, as long 
as it is of constant form.) 

The water surface variation is recorded by a resistance wave height 
transducer (two silver wires, 0.17 mm diameter, 5 mm apart), the signal 
of which is scanned by the computer 400 times per second. The trans- 
ducer is mounted on a carriage which is moving slowly along the flume. 
Vertical irregularities of the rails for the carriage are eliminated 
by storing in the computer a zero level correction, which is obtained 
from the wave transducer during a carriage-run without waves. 

In the experiments, the computer determines on line the height H of 
each wave, the mean water level n, and by means of an additional wave 
height transducer, the phase velocity c.  At the same time selected 
wave profiles are stored.  After each experiment the results may be 
plotted out on an ordinary pen-recorder. 

In all experiments reported, the still water depth was 36.0 cm and 
the plane slope was 1:35. The wave frequency varied between 0.3 Hz 
and 1.2 Hz, the wave height in the constant depth part of the flume 
between 3.5 cm and 10 cm. 

The calibration factor for the wave transducers was determined by 
linear regression on 10 - 12 data points corresponding to 1 cm incre- 
ments in the submergence of the transducer.  In all experiments the 
minimum submergence was more than 1.5 cm, corresponding to a regres- 
sion coefficient larger than 0.999. 

*The limit referred to corresponds to the largest value of H for which 
there is no secondary wave crest in the trough.  In the second order 
this means that U < (L/h)3 ir""1 (3 coth3kh - cothkh)-1, the maximum of 
which is 26.3 for kh •* 0 (see Svendsen and Jonsson, 1976).  For higher 
order theories U may be slightly larger. 
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The reproducibility of the experiments is illustrated in Fig. 3 
showing two records of the same experiment. The figure also shows 
that even most of the small and apparently inexplicable irregulari- 
ties in the records are obviously repeated exactly the same way. 
Some may be due to irregularities in the wave flume (though the ac- 
curacy of alignment of sides and bottom is well below 1 mm) but most 
of them seemed to be generated by either capillary waves, secondary 
waves generated by the breaking process, and perhaps the rest of the 
free second harmonics. 

3. THE SHOALING ASSUMPTION 

The notion of wave shoaling or wave transformation on a beach was 
introduced on an intuitive basis by Rayleigh (1911).  In his approach 
there are three more or less independent assumptions involved: 

(a) The wave will — to the first approximation in bottom slope — 
continuously adjust its form so that surface profile, phase and 
particle velocities, pressure variation, etc. can be determined 
from the horizontal bottom theory, applying the local values of 

water depth and wave height. 

(b) The wave energy flux through a vertical section is constant, which 
implies that the reflection is negligible. 

(c) The number of waves.remain constant during the shoaling process 
so that the wave period T is conserved. 

Essentially each of these assumptions requires a 'sufficiently gently 
varying water depth', but how gently will actually depend on the wave 

theory considered. This question can be analysed theoretically by 
rigorous perturbation expansions including the effect of the bottom 
slope hx. 

Rayleigh, of course, presented the ideas in terms of the linear 
wave theory, and for that case it may be shown that the shoaling as- 
sumptions will be satisfied provided the relative change in water 
depth over a wave length is of the same order of magnitude as the wave 
steepness (or smaller), i.e. 

S = hxL/h = 0(H/L) (2) 

For higher order Stokes waves only smaller values of hx are allowed 
(depending on the order considered), and for (first order) cnoidal 
waves, Svendsen (1974) showed that a consistent shoaling theory re- 
quires S = 0(h/L)3. 

In conclusion we notice that in all cases the parameter S occurs 
and that shoaling conditions imply that S is too small to be of impor- 
tance. This will be discussed further later on. 

4. THE WAVE HEIGHT VARIATION 

Experimental  Results 
Since the wave period is assumed to be constant, one of the princi- 

pal problems in wave shoaling is to determine the wave height H as a 
function of the water depth h. 
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Figs. 4 and 5 show the recorded variation of the wave height for 
deep water wave steepnesses ranging from 0.0039 to 0.064. Both dimen- 
sionless wave period TVg/h, wave height to water depth ratio H/h in the 
constant depth part of the flume, and the theoretically determined deep 
water wave steepness H_/L are given in each figure. 

There are two experimental curves in each figure.  One represent 
each individually measured wave height, the other a moving average 
over the length of the reflection pattern. 

Though the curves for the individual wave heights seem to show a 
continuous variation they are actually step-curves. This is because 
the' carriage with the wave transducer moves 2 - 4 cm (depending on the 
wave period) along the wave flume during one wave period, i.e. between 
each new result for the wave height. 

In the following the origin of the theoretical curves is described 
and discussed, but first we consider the effect of energy loss due to 
friction. 

Energy  Loss   due   to  Friction 
This effect was taken into account in the theoretical curves by re- 

ducing the energy flux at each station with the energy lost since the 
previous station in the calculation, due to friction along the bottom 
and along the side walls. 

In these calculations laminar boundary layers were assumed in all 
cases although the longest and highest waves according to Jonsson (1966) 
should have turbulent boundary layers, at least close to the breaking 
point.  The effect, however, of introducing the turbulent value of the 
wave energy loss on the last part of the slope appears to be insignifi- 
cant. 

In the calculation of friction losses were used wave particle veloc- 
ities determined by the linear theory. This also applies to the region 
where the wave height variation was calculated from the cnoidal theory. 
In fact it is a reasonable simplification since the friction only 'eats' 
a minor part of the energy flux anyway. 

Linear  Wave  Shoaling 
It is not surprising that the present results confirm the conclusion 

quoted in the introduction from other investigations, namely that shore- 
ward of the point of minimum wave height, i.e. roughly h/LQ = 0.10, the 
linear theory predicts divergingly smaller wave heights than measured. 
This is evident from Fig. 4 b where the linear curve is shown through 
to breaking. 

On the other hand we notice that as long as the deep water steepness 
is less than 3-4% (Figs. 4 a and 5a), the linear wave theory seems to 
work quite well in deeper water. This is of particular interest because 
the cnoidal theory cannot be applied for h/L jb 0.10. 

In fact, for the small wave steepnesses the agreement is better than 
in the interpretation of Iversen's measurements given by Brink-Kjjer and 
Jonsson (1973). They found that even for smaller wave steepnesses ah 
appreciable discrepancy seemed to develop between the linear theory and 
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the measurement as h/LQ decreased towards the value 0.10. Fig. 6 shows 
an example of this where HQ/LO is 3.58%, and the linear theory yields 
results up to 8% higher than the measurements {i.e. a minimum value of 
H/H0 = 0.913 against 0.85 measured). 

It has turned out that the major reason for this discrepancy is that 
friction has been neglected in Brink-Kjaer and Jonsson's calculation of 
the theoretical curves.  In particular in Iversen's case, with a wave 
flume only 30 cm wide and a horizontal bottom depth of 77.8 cm in the 
case considered, the friction along the side walls has a considerable 
effect. Taking this into account brings the theoretical minimum value 
of H/H down to 0.869 in the case shown in Fig. 6, and this must be 
considered in fair agreement with the measured value. The theoretical 
variation with friction included is shown in the figure.  It may also 
be noticed that the wave heights measured by Iversen are most likely 
influenced by the fact that the first 4.6' (= 1.40 m) of Iversen's 
slope are steeper (1:5.75 = 0.174) than the value 1:13.8 = 0.072 re- 
ferred to as the slope for the experiment. 

Fig. 6 
The effect of friction 
losses on Iversen's 
results 
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For the experiment shown in Fig. 4 a, H0/L0 is almost the same (3.57%) 
and here the measured minimum value of H/HQ is 0.875 against the calcu- 
lated value (including friction) of 0.889. 

From Fig. 5a-c, however, we see that if the deep water steepness 
increases, the wave height to water depth ratio will grow to large val- 
ues already outside the cnoidal region.  In the case of H0/LQ =6.4% 
(Fig. 5c) the wave actually breaks at h/LQ =* 0.10, so that the entire 
shoaling process has been determined by the linear theory,  tod quite 
obviously, linear theory cannot handle the large values of H/h. 

Since we here at the breaking point have Omax ~ 45 (H/h ~ 0.71 and 
L/h ~ 8) it seems likely that the problem could be overcome by using a 
second or third order Stokes shoaling theory. 

Cnoidal  Wave  Shoaling 
The theory of cnoidal wave shoaling used here was developed by Svend- 

sen and Brink-Kjaer (1972) who on the same intuitive basis as Rayleigh 
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solved and tabulated the variation of the wave height. A more direct 
presentation of the results can be found in Skovgaard et al. (1974). 

Perhaps it should be mentioned that this theory is based on (8) (see 
Sect. 6). A slightly different version will appear if (10) (in which 
I'I + A H/h is substituted by 1 + ^AH/h) is used, and other differences 
of similar nature are possible too.  Formally all these versions (as 
e.g. Shuto (1974) and Ostrovskiy and Pelinovskiy (1970) are equal in 
that they only differ in the way the small terms are handled.   For 
practical applications, however, where H/h is not really as small as 
envisaged in the theory they result in considerable differences in the 
numerical results for e.g. the wave height variation, in particular as 
we approach the breaking point.  In our numerical calculations we have 
found that the best fit to the measurements is obtained by using the 
version developed by Svendsen and Brink-Kjaer. 

As appears from Fig. 4 b and c, the combined linear-cnoidal shoaling 
model fits the experimental data surprisingly well in those cases where 
the H/h-ratio remains small for h/LQ > 0.10. The predictions even fol- 
low the development all the way to the breaking point, although the 
theory should not be applicable there. 

It should be emphasized, however, that essentially this only indi- 
cates that the relationship between cnoidal energy flux and wave height 
shows a realistic variation with water depth. The absolute value of 
the energy flux is determined from the wave height in the constant depth 
part of flume and may not be correct (and other cnoidal wave properties 
as e.g. the position of the mean water level may be even rather inaccu- 
rately predicted by the same theory). This must be recalled in those 
experiments were h/LQ ~ 0.10 in the constant depth part of the flume. 
Then linear wave theory is applied for h/LQ > 0.10, and at h/LQ = 0.10 
the theoretical result must be matched with the cnoidal shoaling, which 
is used shoreward of that point.* Svendsen and Brink-Kjaer (1972) 
matched the two theories by assuming continuity in energy flux. How- 
ever logical this approach seems it results in a discontinuity in wave 
height at the matching point. 

Since, however, neither of the two theories yields the exact energy 
flux for a given wave height it may be argued that it is equally cor- 
rect to match the wave heights, which we know are continuous, and ac- 
cept a discontinuity in the theoretically determined energy flux (which 
is approximate anyway) at the matching point. This is actually the 
method chosen here.  Finally is mentioned that in the numerical evalua- 
tions the still water depth has been corrected for wave set-down. 

Disaussion 
As mentioned the figures show a reasonable agreement, though discrep- 

ancies up to 6 - 8% in wave height develop close to the breaking point. 
This cannot surprise, however, since the energy flux used for the cal- 
culations was based on the assumptions that H « h, that the horizontal 
velocity u is constant over the water depth, and that the excess pres- 
sure p due to the wave is constant too, and proportional to the local 

*In principle any point shoreward of h/LQ ~ 0.10 could be chosen as the 
matching point between the two theories. 
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value of the surface elevation. As is evident from e.g. velocity meas- 
urements in waves near breaking (see e.g. Iwagaki and Sakai, 1976), the 
velocity is far from constant over the water depth, and the constancy 
of p+ actually represents neglection of the vertical accelerations in 
this context. 

A few comments will also be appropriate about the matching procedure 
between linear and cnoidal wave theory. 

The wave tables prepared by Skovgaard et al. (1974) are based on con- 
tinuity in energy flux. The tables may also be used, however, for cal- 
culations with continuity in wave height at the matching point, if it 
is noticed that the corresponding shift in energy flux is represented 
by a formal shift in the deep water wave steepness.  The procedure is 
illustrated in the appendix. 

As mentioned in Sect. 3, a proper measure of the steepness of the 
sloping bottom is the parameter S = hx L/h. 

Since L is approximately proportional to v^gh, a plane slope will cor- 
respond to S ~ h h-1/2 so that for fixed h the value of S grows with 
decreasing water depth, indicating that the slope appears steeper and 
steeper to the waves as they propagate shoreward.  Hence the shoaling 
condition (which requires S small) will sooner or later be invalidated. 
With reference to the assumptions in Sect. 3 this would cause appreci- 
able reflection and disintegration of the wave form (T not constant). 
No such phenomena were observed in the experiments recorded here, which 
suggests that S in all cases have been small enough. 

5. WAVE SURFACE PROFILES 

Let us assume that a rigorous perturbation expansion is carried out 
for waves on a sufficiently gently sloping bottom. Then the shoaling of 
the wave will represent the first approximation, but even though the 
slope of the bottom does not directly influence this first order solu- 
tion, a second order solution exists which will represent the first ap- 
proximation to the effect of the bottom slope, which has the effect of 
making the wave skew. 

Svendsen (1974) carried out the calculations for this second order 
solution in the case of cnoidal waves, and the result for the skew wave 
profiles can be written 

n = n(°) + T^1' (3) 

where r\ (°) is the constant depth cnoidal wave profile 

n<<» = H(B(m) + cn2(2K6,m)), 6 = | - | (4) 

K being the complete elliptic integral of the first kind, m its parame- 
ter, and 8 a function of m. ri'1) is the above mentioned first approxi- 
mation to the effect of the sloping bottom,  n'1) is given by 

^p = 3 s ^T^Th f(e,u,jj) (5) 

where 

H'l • 7=h I "80)-2 ] ^0) I ^{°\ - ^(0)] « « ce  (e, 
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with indexes g and ^ denoting partial differentiation with respect to 6 
and h, respectively, under the restriction that the energy flux E^ is 
constant. This solution has been evaluated for a number of cases cor- 
responding to wave profiles measured in the experiments. As input for 
the evaluation of the theoretical profiles has been used the wave pe- 
riod, the local measured wave height, the water depth (including set- 
down) , and the bottom slope. 

Figs. 7 and 8 show a comparison between measured and calculated pro- 
files, in each case for three different phases of the deformation of a 
wave towards the breaking point. 

It is immediately evident from the figures that the agreement is good 
even for wave height to water depth ratios as large as 0.75.  It should, 
however, also be noticed that all the cases in the figures correspond to 
situations where the deviation from the symmetrical (ordinary) cnoidal 
wave profile is small.  In other words, situations where the shoaling 
assumption about a local equilibrium is still valid. This is required 
also in the theory for n'1' because n'1' has to be a small perturbation 
on n'0'- Consequently the large deformations which rapidly develop just 
before breaking cannot be predicted by this theory. 

An interesting feature is that the skewness of the surface slopes is 
not so pronounced in the wave crest. The major effect of sloping bottom 
is concentrated in the wave trough, which has its deepest point right in 
front of the next wave crest. 

6. PHASE VELOCITY 

The measurements of the phase velocity c were obtained by measuring 
the time (in milliseconds) it took the wave crest (identified digitally 
by the computer) to travel the distance between two wave gauges placed 
20.0 cm apart in the direction of wave travel. 

The results obtained in this way are rather sensitive to small 
changes in the shape of the wave crest between the two wave gauges. 
As a consequence, the individual measurements show a considerable 
scattering (± 10 - 25%) .  This is particularly pronounced for the very 
small wave steepnesses. Consequently the scattering is much reduced 
when the waves steepen on the slope. 

The results for c presented in Fig. 9 a-d represent a moving average 
over a number of waves. The results have further been confirmed by a 
different method based on measuring electrically the time it takes the 
wave to travel between two pointed metal-rods placed 20 cm apart. The 
mean value of the measurements obtained in this way confirmed that the 
results obtained from the computer when the pointed ends of the metal- 
rods were placed at a level close to the wave crest. 

It can be mentioned that one of the reasons for the large scattering 
in the experimental results is that small free second harmonic waves 
still exist in the flume.  Such disturbances result in phase velocities 
which are constant in time, but vary from point to point.  Hence the 
tendency mentioned in Sect. 2, that even the irregularities are repro- 
duced when an experiment is repeated. 

The measurements are compared with linear and cnoidal results for 
the phase velocity.  From linear theory we have 
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c = 2. tanh kh (7) 

which is used for all values of h/LQ > 0.10. As the cnoidal result for 
c is used (for h/LQ < 0.10) 

Hll1/2 h(1 + 4) (8) 

A = 1 - 1 - if (9) 
m     m K 

where E is the complete elliptic integral of the second kind. 

Since cnoidal theory assumes H/h « 1, (8) may also be written 

C = ^h(l + iA|) +0(f}
2 (10) 

which is equally valid.  In the analogy with the wave height variation 
we realize that for waves near breaking the numerical results obtained 
for (8) and (10) differ appreciably.  It turns out that the results ob- 
tained from (8) fit the measurements better.  In (8) the theoretically 
determined wave height (i.e. from the shoaling process) has been used. 

In general-the conclusion is positive. The two theories predict the 
phase velocity to within a few per cent, the linear theory for h/LQ > 
0.10, the cnoidal shoreward of that point. The only exception is close 
to breaking, where the cnoidal theory overestimates the finite amplitude 
effect and yields results somewhat above the measurements. In Fig. 9 c 
is for comparison given the linear curve even though h/LQ < 0.10 every- 
where . 

7. WAVE BREAKING 

The last topic to be discussed in this paper is the characteristics 
of the waves at the breaking point, including the prediction of the po- 
sition of this point, e.g. in terms of the water depth where breaking 
is initiated. 

Even though cnoidal theory seems to predict the wave height varia- 
tion reasonably well, no information can be deduced from that theory 
(or any other known theory) about where the breaking occurs.  In that 
question we must rely entirely upon empirical data. 

One of the problems is to define exactly where the breaking has 
started.  Often breaking is defined to start 'where the front of the 
wave becomes vertical', though in the case of a spilling breaker there 
is no such point. Also the initiation of foam may be a very uncertain 
definition in small scale experiments where the surface tension will 
cause scale effects for the foam production. 

In consequence of these arguments we have chosen to define the break- 
ing point as the point where H/h is maximum.  Since the wave height has 
a maximum close to the point where the energy dissipation starts and h 
is decreasing, H/h appears to have a rather sharp maximum. In the eval- 
uation of h the set-down is incorporated.  The choice of H/h to iden- 
tify the breaking point has the advantage that from an engineering point 
of view the maximum of H/h is one of the primary information about the 
wave breaking. 
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Part of the large scatter in breaking data for earlier experiments 
is believed to be due to free second harmonics in the waves (Battjes, 
1974). And even when this irrelevant effect is removed, as in our ex- 
periments, each breaking wave will generate wavelets which influence 
the breaking of the next wave etc. This is particularly pronounced for 
plunging breakers and represents an effect which must be expected also 
in the nature. 

In the attempt to find coherence in the data obtained, many different 
plots and relationships among the parameters have been tried.  One of 
the most promising is shown in Fig. 10. 

It shows the value of the wave length to water depth ratio (L/h)B at 
the point where H/h is maximum. Since all the experiments were per- 
formed with a slope 1:35, Iversen's (1952) data for slopes, 1:10, 1:20, 
1:30 and 1:50, and those reported by Iwagaki and Sakai (1976) for slopes, 
1:10, 1:20 and 1:30 have been included, too. For all the points, L has 
been determined from the cnoidal wave theory using the wave period, and 
the wave height and water depth at the breaking point. 

The abscissa in Fig. 10 is the theoretically determined deep water 
wave steepness H0/LQ.  It appears from the figure that within the accu- 
racy expected by the experiments (and the more advanced ISVA-experiments 
show a smaller variation, as they should) the data can be described by 
the relationship 

(L/h)B = 2.30(Ho/Lo)
_l/2 (11) 

From this relationship several deductions follow. Since L/h is increas- 
ing monotonously shorewards, this relation means that breaking starts 
when the wave length to water depth ratio grows to a value which depends 
only on the deep water wave steepness. 

It is of particular interest to note that (L/h)B does not depend on 
the bottom slope hx, and that the scattering is considerably smaller 
than for any other correlation between breaking parameters. The first 
suggests that shoaling conditions are satisfied in most of the experi- 
ments (Iversen's 1:10-data showing a weak tendency to larger values of 
(L/h)B).  Since L/h varies rapidly with the position in the breaking 
zone, the small scattering indicates that the initiation of breaking 
depends strongly on the value of L/h. 

Once the relation (11) has been established, the wave height at the 
breaking point HB is actually theoretically  fixed too for a wave with a 
given deep water steepness H0/LQ. From (11) we get (L/h)B, and since 
L/h is a monotonous function of h/L0 for given H0/LQ (Svendsen and 
Brink-Kjaer, 1972) this means that (L/h)B corresponds to one particular 
value of hB/LQ. This value can in principle be determined, though none 
of the tables published so far are suited for this purpose.* Finally, 
from hB/LQ and H0/L0 the value of (H/h)B can be determined (using e.g. 
Table 3 in Skovgaard et al., 1974). 

Notice that if only HQ/L0 is given we cannot determine the absolute 
value of hB and HB, only the ratios described above.  Often, however, 
the wave period will be given too, and then LQ = g/(2ir) T

2 yields the 

*The table required should have the entries L/h and H0/L0 and yield 
values of h/LQ. 
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length required to specify the absolute values from the dimensionless 
ratios. 

In Fig. 11 a the values of (H/h)B are plotted versus S = hx(L/h)B. 
A comparison between theoretical and experimental results here would 
yield no information, which could not be drawn from Figs. 4 and 5. 

The measurements of Iversen, and Iwagaki and Sakai (Fig. lib) do not 
quite fit into the pattern of the present investigation but the tend- 
ency is the same. Their results all correspond to smaller values of 
(H/h)B and the scattering is considerable.  As mentioned before, this 
is probably to a large extent due to the free second harmonics gener- 
ated by their wave generator.  The scattering, however, is considerably 
decreased by using S instead of (L/h)B.  Thus the value of H/h at the 
breaking point is actually a function of the bottom slope hx. 

It will be seen that the values of the (H/h)B are in general some- 
what larger than the height 0.827 h considered the largest possible for 
a solitary wave on a horizontal bottom (Longuet-Higgins and Fenton, 
1974), and other results usually quoted for the maximum possible height 
of periodic waves.  Also, the largest values of (H/h)B correspond to 
the largest values of S. 

In both these respects, the results seem to fit into the pattern 
found by Camfield and Street (1969) who for solitary waves (i.e. theo- 
retically infinitely long waves) found (H/h)g-values up to 2. 

8. CONCLUSION 

Linear ('sinusoidal') and cnoidal wave theories are compared with 
experimental results obtained with waves without free second harmonic 
disturbance on a plane slope h = 1:35.  It is shown that: 

(a) Linear theory can predict the shoaling as long as the wave height 
to water depth ratio H/h is small (Fig. 4 a). 

(b) Cnoidal theory, which can only be used for h/L0 < 0.10 (L0 being 
deep water wave length), predicts the variation of the wave height 
quite well even close to breaking (Fig. 4 b and c) . 

(c) LinSar theory is used for h/LQ > 0.10, and wave height is matched 
with cnoidal theory at that point. For waves with large deep water 
steepness H0/L0 (> 3 - 4%) the value of H/h is not small for h/LQ > 
0.10.  Hence linear theory fails (Fig. 5 b and c) . Second or higher 
order Stokes theory is recommended in this case for h/L > 0.10. 

• 
(d) The skew shape of the wave profiles is well predicted by a theory 

taking into account the effect of the bottom slope (Figs. 7 and 8). 
The theory cannot predict breaking. 

(e) Both the linear and the cnoidal formulae for phase velocity c fit 
remarkably well to the data for h/LQ > 0.10 and < 0.10, respectively 
(Fig. 9). 

(f) At the breaking point the wave length to water depth ratio (L/h)R 

appears to be independent of bottom slope, for bottom slopes less 
than 1:10, i.e. (L/h)B = f (HQ/L0) , Fig. 10, whereas (H/h)B is pri- 
marily a function of the slope parameter S = hx(L/h)B (Fig. 11). 
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APPENDIX 

Given a wave with period T = 12 s, and H0/L0 = 0.01. 

Find the wave height H at h = 7 m. 

Since LQ = g T
2/2ir. = 225 m, we have h/LQ = 0.031 > 0.10 so that 

cnoidal wave theory is appropriate to use for'this wave at h = 7 m. 

Continuity in energy flux at the matching point, Table 3 in Skov- 
gaard et al., yields directly (using h/LQ and H0/LQ as entry) that 
H/HQ = 1.133, or H = 2.55 m, since H0 = 2.25 m. 

Continuity in wave height at the matching point requires that we 
stage the calculation through that point. Linear theory yields (1^ 
denoting the depth at the matching point) 

hm/L0 = 0.10 =» H/H0 = 0.933   H = 0.933 • 0.01 • 225 = 2.10 m 

1^ = 0.10 • 225 = 22.5 m 

At this point the table for linear (i.e. sinusoidal) waves yields 
Hsin/HQ = 0.933, whereas the cnoidal result for H0/L0 = 0.01 is Hcn/HQ= 
0.867.  If we now require that at the matching point Hcn = Hs^n, we find 
that in the cnoidal calculation we must formally use a deep water wave 
height HQ cn = HQ • 0.933/0.867 = 2.43 m, i.e. in the cnoidal computation 
the deep water steepness must be HQ cn/LQ = 0.01076 ~ 0.0108. The wave 
height at h = 7 m can then be found from Table 3 (Skovgaard et al.) 
using h/LQ = 0.031 and HQ/L0 = 0.0108 as entry.  We get 

H/HQ =1.140   H = 1.140 • 2.43 = 2.78 m 

against 2.55 m obtained by the other matching procedure. 
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ABSTRACT 

Wave shoaling is calculated, based on finite amplitude wave theories on a 
uniform depth which were extended by the authors using the Stokes second defi- 
nition for wave celerity. Change of wave characteristics with decrease in water 
depth is discussed from numerical computation, and difference in shoaling charac- 
teristics is considered in comparison with results obtained from usual wave theo- 
ries by the first definition. Theoretical results are compared with preliminary 
experimental ones on the wave transformation in shoaling water conducted by the 
experimental facilities satisfying the physical conditions corresponding to the 
definition for wave celerity as well as possible, and the validity of each theo- 
ry for practical purposes is investigated. 

INTRODUCTION 

There appears to be some problems in calculating wave shoaling by finite 
amplitude wave theories on a uniform depth under the assumption that energy flux 
of waves and wave period are invariable with change in water depth. One of them 
is the fact that as already pointed out by Stokes (1880), the physical definition 
is necessary to determine the wave celerity in the extension to the higher order 
approximate solution of finite amplitude wave theory. The one is the Stokes first 
definition for wave celerity, which means that the average horizontal water parti- 
cle velocity over a wave length vanishes, and the other is the Stokes second defi- 
nition for wave celerity, which means that the average momentum over a wave length 
vanishes by addition of a uniform motion. 

The authors (1972) already calculated finite amplitude wave theories such as 
Stokes waves and cnoidal waves using the Stokes second definition for wave celeri- 
ty and investigated the applicability by comparison with experimental results for 
wave celerity and water particle velocities. 

In the calculation of wave shoaling, Le Mehaute and others (1964 and 1966) 
used usual Stokes wave theories of the third and the fifth orders by the first 
definition. Iwagaki and Sakai (1967) also used the hyperbolic wave theory of the 
second approximation. The hyperbolic wave theory was derived by Iwagaki (1968) 
from Laitone's cnoidal wave theory (1961), in which the wave celerity is calcu- 
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latedby the second definition. 
In this paper, change of wave height and wave length with decrease in water 

depth is calculated using the above-mentioned theories by the second definition, 
and difference in shoaling characteristics is considered in comparison with 
results obtained from the usual wave theories by the first definition. Nextly, the 
applicability of each theoretical result is briefly discussed by the comparison 
with a preliminary experimental one. 

ENERGY FLUX OF FINITE AMPLITUDE WAVES 

According to Whitham (1961), mean energy flux of waves over a wave period W 
is defined as 

1  f772    p     f 1 ) 

Tj_r 2)-ftilT
|OC"2+",2}+P+'0(JZ\"d2dl     (1) 

in which T is the wave period, h the depth of water, £ the surface displacement 
from the still water level, p the wave pressure, f  the density of fluid, g the 
acceleration of gravity and u and w are the horizontal and vertical water particle 
velocities respectively. Eq. (1) is transformed into Eq. (2) from Bernoulli's 
theorem, in which y> is the velocity potential. 

j.    1 rr/, r,  to   (2) 
*  J-T/I J-/, dt 

Mean energy flux of waves calculated from the Stokes wave theory of the 
fourth order by the second definition W „ is given as 

s2 

J • • (3) 
An At* 3 AhB22 A., A.. •        K^> 

cosh khi : sinh 2kh H—z A?> sinh 2kh + —~— 
4 16 8 

in which c is the wave celerity, A the small expansion parameter corresponding to 
the wave steepness, k the wave number and A.. and B.. are the function of kh 
respectively. In the calculation, the contribution or the higher order terms than 
the fourth order term to the result is neglected. Eq. (3) agrees exactly with Le 
Mehaute's result by the usual Stokes wave theory if A  - 0. 

On the other hand, mean energy flux of Chappelear's cnoidal wave theory 
(1962) by the second definition W  is expressed by Eq. (4), based on the second 
order approximation. 

W^n'V^f {,-1+2(2-s,(f)-3(f )!j+f L«.{«.-l.M(f )-*.(f )-3(f)'} ; . . . . (4) 

+ ^{l8j;'+ni!-29+(-36«H6tH124)(|-)-5(7«:'+25)^y+3o(|-)'n + 0(t1»L,») ; 
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In Eq. (4), )f is the modulus of elliptic function, K and E are the complete el- 

liptic integrals of the first and second kinds respectively and L and L the 

small expansion parameters given in Eq. (15). 

Mean energy flux of waves obtained from cnoidal wave theory by the first 

definition W  is calculated as the following equation. 

+ ^J23ic' + 6«'-29+(-46*' + 31«,+ 119)(f)-15('l«! + 7)(f)*+15(|yj] + 0(t,-W) 

.... (5) 

Substituting the relation between expansion parameters in Chappelear's first order 

approximate theory L and L given as 

2t,+t,(«H|]=0  (6) 

it is found that Eq. (5) coincides with Eq. (4) within the order of this approxi- 

mation. 

Based on Laitone's cnoidal wave theory expressed by the mean water depth, 

energy flux W  is given as 

*»=«*• Vrt [£ {«•-!- W-2) (f )-3(|)
!) (f )VJ^{4(-«H3^-2) + <*.-. 

+e«,-2,(f)'+75(!)Kf)*+o((f)')] 

53*«+53)(~) 
" (7) 

Eq. (7) agrees exactly with that obtained from the second order approximate solu- 

tion by the first definition within this approximation, and moreover if the para- 

meters L and L are expanded into power series of the ratio of water depth to 

wave height H/h, energy flux by Chappelear's theory, Eqs. (4) and (5) yields Eq. 

(7). This is a self-evident truth, because expanding the parameters L and L in 

Chappelear's theory into the power series of H/h, Laitone's theory coincides with 

Chappelear's theory to the second order of H/h, as the authors (1974) already 

proved. 

WAVE SHOALING OF FINITE AMPLITUDE WAVES 

In general, the calculation of wave shoaling using energy flux from a theo- 

ry on a uniform depth is based on the two assumption that energy flux and wave 

period are invariable with change of water depth. Then, under the assumption that 

energy, flux of waves in deep water may be given by the results from the Stokes 

wave theory of the fourth order, in case which wave theories by both the defi- 

nitions coincide each other, equations to calculate wave shoaling by Stokes wave 

theory are formulated by the following ones. 
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+ 4AoiAu cosh kk + 2AnA„ cosh ft* + A„A> sinh 2kh+jA\< sinh 2** H—^cosh 2M 
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2^1+V)(-£-) = IsA(l+W>)taiihfcA        (9) 

in which C1 is the function of kh. The parameters ^\ andy\ are given in Eqs. (10) 
and (11) respectively. ° 

x«,+x«      (10) 

*^=ft„l>+;i  (ID 

Under the similar assumption as the case of Stokes waves, equations to deter- 
mine shoaling characteristics by the cnoidal wave theory are expressed as 

'4+i*<> w^r^^yy • - • c»> 

h^imHikl (13) 

in which W  is the energy flux by each cnoidal wave theory mentioned above. Eqs. 
(14) and (15) are further added to calculate wave shoaling by Chappelear's theory. 

•«K>LI(I + J/-I(7JC«+10)+6L,J  (14j 

2l* + i,(ic« + |J + ^j-|l-9iC*-6«» + lK2(^+l)(|J}+6L1^(^+f ) + L,»=^    (15) 

Numerical computation was done by use of iterative technique composed of 
the combination with the Regula-Falsi method and the Newton method. 

NUMERICAL RESULTS AND CONSIDERATIONS 

Fig. 1 shows change of wave height calculated from Stokes wave theories by 
both the definitions, in which the breaking inception is obtained from the Stokes 
criterion that the wave celerity equals to the horizontal water particle velocity 
at the water surface. In addition to the well-known fact that change of wave hei- 
ght calculated from stokes wave theory is more evident than that by Airy wave 
theory with increase in deep water wave steepness H /L , the wave height calcu- 
lated from Stokes wave theory by the second definition is larger than that by the 
first definition by about 7 % at most. It is also noted that the ratio H/H  is 
greater than unity in the range of relatively large value of the ratio h/L , in 
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case when the Stokes wave theory 
by the second definition is used. 

Fig. 2 is the results based 
on Chappelear's cnoidal wave theory 
as well as the Stokes wave theories 
mentioned above. Wave height in- 
creases rapidly with decrease in 
h/L compared with the results by 
the°Airy wave theory, as extended 
by Iwagaki and Sakai, using the 
hyperbolic wave theory. Results 
from cnoidal wave theories by both 
definitions do not differ from 
each other in relatively small 
ratio of h/L . This is expected from 
the fact that the cnoidal wave theo- 
ries by both the definitions coin- 
cide each other in the case of a 
solitary wave. 

The comparison between change 
of wave height computed from 
Chappelear's cnoidal wave theory by 
the second definition and that from 
Laitone's theory is given in Fig. 3, 
in which the ratio from Chappelear's 
theory becomes greater than that 

h/Lo 
6      8     I 

Fig. 1 Change of wave height calculated 
from Stokes wave theories by both defi- 
nitions 

h/Lo 

Fig. 2 Change of wave height calculated from 
Stokes and cnoidal wave theories by both defi- 
nitions 
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from Laitone's theory with increase 
in deep water wave height H /L - 
Since, moreover, the horizontal 
water particle velocity at phase 
of wave crest at the water surface 
by Laitone's theory greatly in- 
creses compared to that by other 
finite amplitude wave theories in 
the vicinity of breaking point, the 
ratio H/H at breaking point calcu- 
lated from the Stokes criterion by 
Laitone's'theory becomes consider- 
ably smaller than that by Chappe- 
lear's theory. 

Fig. 4 shows change of wave 
length computed from the Stokes 
wave and cnoidal wave theories by 
Chappelear. As shown in the figure, 
the wave length calculated from 
Stokes wave theory by the first 
definition as well as the cnoidal 
wave theories by both definitions 
increases with H /L for the same 
ratio of h/L , whereas the result 
from the Stokes wave theory by the 
second definition decreases with 
H /L within a range of the ratio 
O? h?L . 

$he comparison between result 
for change of wave length L/L computed from Chappelear's cnoidal wave theory by 
the second definition and that from Laitone's theory is shown in Fig. 5. There is 
little difference between them as well as the result for wave height shown 
previously except for a region near the breaking point and a range of relatively 
large values of h/L and H /L , where the applicability of cnoidal wave theory is 

i'-, o     o o questionable. 

Fig. 3 Change of wave height calcu- 
lated from Chappelear's theory and 
Laitone's one 

COMPARISON WITH EXPERIMENTAL RESULTS AND CONSIDERATIONS 

A preliminary experiment of wave shoaling was conducted at Ujigawa Hydraulic 
Laboratory, Disaster Prevention Research Institute. The wave tank used in the 
experiment is 25 m long, 0.5 m wide and 0.65 m deep. Various devices were made 
by Tsuchiya and Yasuda in order to keep the uniformity of mass transport induced 
by waves. That is to say, the wave tank of which both the ends are opened was 
installed in the wide semi-cicular basin of which diameter is 35 m. Nextly, 
attaching a big float to the usual piston-type wave generator, the generation of 
waves with opposing direction was suppressed, and a special wave absorber was set 
adjacent to the end of wave tank and at the sidewall of wave basin. These are 
owing to prevent the return flow in relation with the hydrostatic pressure gradi- 
ent caused by mass transport of waves. 

The experiment was carried out in the two cases. In the first case, a 
sloping model beach which gradient is 1/50 was installed in the wave tank so as 
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to keep the water depth at the end of wave tank finite. This is corresponding to 
the experiment to realize the physical condition for the Stokes first definition 
to some extent. In the experiment, the care not to make the waves break on the 
sloping beach was taken, because wave breaking at the end of wave tank induces 
excess mass transport. 

In the second case, the sloping beach model was installed under a situation 
that the outflow and inflow of water through the end of wave tank do not exist. 
Consequently, the dry bed on which waves are run up was ensured. This is corre- 
sponding to the experiment to realize the physical condition for the second defi- 
nition. 

Surface displacement was measured by six resistance-type wave gauges and 
wave celerity was estimated from propagation time between each gauge. 

Since wave height and wave length in deep water are not uniquely determined 
from the given wave height and wave period at an arbitrary water depth when the 
wave theories by both the definitions are used, change of wave height and wave 
length starting from those at the most offshore wave gauge were treated for com- 
parison. 

The effect of wave damping due to bottom and sidewall friction on change of 
wave height with decrease in water depth was estimated by applying the following 
formula of wave damping step by step. The formula by Iwagaki et al. (1967) is ex- 
pressed as 

L (16) 

f=eXP(-r*) 

n*"=\^Al + lf)^nh2kh + 2kh    >      *=sinh2 

>~&? j 
which was derived from laminar wave boundary layer theory on a uniform depth, in 
which x is the distance of wave propagation, B the width of wave tank and \J  the 
kimematic viscosity. The value of ol was adopted as 1.4 from comparison with their 
experiment on wave damping in order to take into account the effect of wave non- 
lineality and water surface contamination on wave damping. Consequently, it was 
found that the effect of wave damping on change of wave height is very important 
to be about 15 % for 1/50 slope. 

Fig. 6 is one of examples for change of wave height with decrease in water 
depth, in which h. and H are the water depth and wave height measured at the 
most offshore site respectively. In spite of wide scatter of experimental results, 
it appears that the qualitative tendencies of experimental results may be explain- 
ed by each theory. 

Fig. 7 shows change of wave length estimated from the experimental results 
for wave celerity. Wave celerity measured was regarded as the one at the middle 
point of two wave gauges. The experimental results agree relatively well with the 
theoretical ones for each experiment. 
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Fig. 6 Comparison between theoretical results and 
experimental ones for change of wave height 
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Fig. 7 Comparison between theoretical results and 
experimental results for change of wave length 
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CONCLUSIONS 

Wave shoaling was calculated, based on finite amplitude wave theories on a 
uniform depth which were extended by the authors using the Stokes second defi- 
nition for wave celerity and difference in shoaling characteristics was consider- 
ed in comparison with results obtained from the usual wave theories by the first 
definition. It was found that the difference is considerably significant for a 
region of applicability to Stokes waves. 

From comparison with the experimental results made under the considerations 
to satisfy the physical condition corresponding to each definition for wave 
celerity as much as possible, the tendency of shoaling characteristics obtained 
from each wave theory was qualitatively confirmed. 

ACKNOWLEDGEMENTS 

Part of this investigation was accomplished with the support of the Science 
Research Fund of the Ministry of Education, for which the authors express their 
appreciation. 

REFERENCES 

Chappelear, J. E. (1962). Shallow-Water Waves, Jour. Geophys. Res., Vol. 67, No. 
12, pp. 4693 - 4704. 

Iwagaki, Y., Tsuchiya, Y. and Chen, H. (1967). On the Mechanism of Laminar Damp- 
ing of Oscillatory Waves Due to Bottom Friction, Bull. DPRI, Kyoto Univ., 
Vol. 16, Part 3, pp..49 - 75. 

Iwagaki, Y. and Sakai, T. (1967). Wave Shoaling of Finite amplitude Waves, Proc. 
14th Conf. on Coastal Engg., JSCE, pp. 1 - 7(in Japanese). 

Iwagaki, Y. (1968). Hyperbolic Waves and Their Shoaling, Proc. 11th Conf. on 
Coastal Engg., pp. 124 - 144. 

Koh, R. C. and Le Mehaute, B. (1966). Wave Shoaling, Jour. Geophys. Res., Vol. 71, 
No. 8, pp. 2005 - 2012. 

Laitone, E. V. (1961). The Second Approximation to Cnoidal and Solitary Waves, 
Jour. Fluid Mech., Vol. 9, pp. 430 - 444. 

Laitone, E. V. (1965). Series Solutions for Shallow Water Waves, Jour. Geophys. 
Res., Vol. 70, No. 4, pp. 995 - 998. 

Le Mehaute and Webb, L. M. (1964). Periodic Gravity Waves over a Gentle Slope at 
a Third Order of Approximation, Proc. 9th Conf. on Coastal Engg., PP. 23 - 
40. 

Stokes, G. G. (1880). On the Theory of Oscillatory Waves, Math. Phys. Paper, Vol. 
8» pp. 197 - 229. 

Tsuchiya, Y. and Yamaguchi, M.(1972). Some Considerations on Water Particle 
Velocities of Finite Amplitude Wave Theories, Coastal Engg. in Japan, Vol. 
15, pp. 43 - 57. 

Whitham, G. B.(1961). Mass, Momentum and Energy Flux in Water Waves, Jour. Fluid 
Mech., Vol. 12, pp. 43 - 57. 

Yamaguchi, M. and Tsuchiya, Y.(1974). Relation between Wave Characteristics of 
Cnoidal Wave Theory Derived by Laitone and by Chappelear, Bull. DPRI, Kyoto 
Univ., Vol. 24, Part 3, pp. 217 - 231. 



CHAPTER 29 

Refraction of Finite-Height and Breaking Waves 

by James R. Walker, Ph.D., P.E.* 

ABSTRACT 

The primary objective of this study was to ascertain the influence 
of wave height and breaking on wave refraction over a three-dimensional 
shoal. The subject wave transformations were studied in an hydraulic 
model.  Wave shoaling, decay in the breaker zone, and phase velocities 
were analyzed in a base test series over a bottom slope of 1:30. A 
second test series was conducted over a three-dimensional shoal. Wave 
patterns were photographed and wave heights and celerities were meas- 
ured. The measurements were compared with wave refraction patterns and 
coefficients computed by analytical methods. Wave shoaling observed 
over the constant 1:30 slope was 25 percent greater than predicted by 
Airy theory at the breaking point for wave steepness H0/L0=.030 and 50 
percent greater than predicted for H0/Lo = •002.  Shoaling measurements 
were compared with other empirical data sets, confirming the inadequacy 
of commonly used practice using linear wave theory near the breaker zone. 
The celerity measurements indicated that the non-breaking celerity was 
given by C = (1+.25 H/d)Ca, where Ca is the Airy celerity.  The discus- 
sion and results give a basic understanding of wave refraction near the 
breaker zone, supplementing analytical papers on refraction procedures 
using finite amplitude wave theories. 

INTRODUCTION 

The topic for this study evolved from field investigations of wave 
transformations over recreational surfing shoals in Hawaii. Walker, 
Palmer, and Kukea (1972) noted through observation of aerial photo- 
graphs that, in some cases, breaking waves had a diverging pattern over 
the centerline of the shoal where linear refraction theory predicted a 
strong convergence.  Figure 1 shows an observed wave at 5-second inter- 
vals propagating over Queens surf shoal in Waikiki.  Orthogonals drawn 
from the wave crests are compared with those computed by linear refrac- 
tion theory.  The observed orthogonals tended to be considerably less 
affected by the bathymetry than were the theoretical orthogonals.  This 
observation raised several questions concerning the applicability of 
extending refraction analysis into the breaker zone, especially over an 
irregular shoal. Whalin (1971) observed effects of finite height al- 
tering wave refraction patterns, but focused his attention on diffrac- 
tion. Weigel and Arnold (1957) state that refraction theory is valid 
within two to three wave lengths seaward of the breaking position.  Un- 
fortunately, the coastal engineer often extends the limits of theory 

*Moffatt & Nichol, Engineers, Long Beach, California. 
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FIGURE      I 
OBSERVED VS COMPUTED REFRACTION 
AT QUEEN SURF SHOAL, WAIKIKI 
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into the surf to acquire the required design wave or frequency of occur- 
rence of a given wave height. 

The purpose of this study is to determine the influence of finite 
height and breaking on wave refraction over a three-dimensional shoal 
for application to surf shoal design and prediction of the influence 
of the shoal on adjacent beaches.  The effects of diffraction, wave- 
induced currents, reflection, and energy dissipation other than breaker 
decay are assumed negligible in this study.  This study was conducted 
in an hydraulic model of a shoal of specific shape; however, the results 
also have general application in understanding the nature of error and 
order-of-magnitude of error when conventional refraction techniques are 
employed near the breaking region. 

THE MODEL 

The primary objective of the model was to study the transformation 
of waves propagating from deep water into the surf zone over a three- 
dimensional shoal.  Several compromises were made in design of the mod- 
el basin and test shoal.  Since wave propagation was to be followed 
through the surf zone, the scale should be as large as possible to re- 
duce scale effects due to viscous dissipation and air entrainment. The 
bottom slope should be constant for a distance of at least a wave length 
seaward of the test shoal according to criteria developed by Camfield 
and Street (1966).  The bottom slope should be representative of condi- 
tions typically found in nature.  The wave generator should be located 
in water depth to wave length ratio d/L > .1 such that wave shoaling 
could be measured from relatively deep water and to ensure that secon- 
dary wave crests described by Galvin (1968) would not be generated. 

Space limitations restricted the basin length to 50 feet and the 
wave generator established the basin width at 20.6 feet.  Figure 2 
shows the model basin dimensions.  The basin side walls were 2 feet and 
the water depth was 1.8 feet. The test shoal was modeled after a gen- 
eral concept of a surf site discussed by Walker and Palmer (1971). 

The bathymetry of the test shoal was required to: 

a. induce a theoretical wave orthogonal convergence by applica- 
tion of linear refraction theory; 

b. induce a wave to break in a form similar to that at a recre- 
ational surfing shoal; 

c. produce a spilling to plunging breaker-type; 

d. have minimum reflection effects and minimum effects from side 
walls or beach; 

e. have sufficient water depth to minimize scale effects induced 
by dissipation at the bottom boundary and in the turbulent 
breaking region; and, 

f. have the parameters under study be of a scale sufficient to 
deduce significant conclusions. 
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The selected shoal shape was a truncated cylinder inclined on a 
1:20 slope relative to the horizontal. The cylinder was truncated on 
the bottom by the 1:30 basin slope and on the top by a 1:42.5 slope. 
The plan view of a truncated cylinder transcribes an ellipse. The 
semi-major axis of the 1:30 slope was 15 feet and was oriented parallel 
to the direction of wave approach. The semi-minor axis was 6.71 feet 
on a horizontal projection.  The shoal and coordinate system are shown 
in Figure 2.  The toe of the shoal starts at station x=0 feet, y = 15 
feet and intersects the shoreline at station y = 0 feet, x=±5 feet. 
The 1:42.5 slope starts at the shoreline to form a plane which also 
transcribes an ellipse. The 1:42.5 slope intersects the 1:20 slope at 
z = 0.222 feet at station y=9.44 feet, x = 0 feet.  The bathymetry of 
the model and shoal for y less than 33 feet is give by three equations: 

1. z1=y/30, fory<33, /x/ > 5.0(1. - y2/152)x/2 

2. z2= (y/20)-(15/20) (1.-X2/45)1/2+ 0.5, fory<15, /x/< 
5.0(1.-y2/^2)1/2 

3. z3 = y/42.5, fory<9.44, /x/< 5.0(1.-y
2/9.442)x/2 

The depth, z, is everywhere less than or equal to the z\ plane and 
greater than or equal to the Z3 plane. The curved portion of the shoal 
is described by z2. 

The model basin and shoal were constructed of reinforced, finished 
concrete. Measurements of the bathymetry after construction indicated 
that the 1:30 bottom slope was accurate to within ±0.005 feet and that 
the test shoal was accurate to within ±0.010 feet. 

Waves were generated by a 20.5-foot-long plunger-type wave genera- 
tor.  The wave period was adjusted on a variable speed crank and the 
amplitude of the waves was changed by adjusting the stroke of the plun- 
ger. A wave filter was placed in front of the generator to reduce high 
frequency noise produced by the generator.  A wave-absorbing beach was 
placed at the shoreline along x = 0 to reduce the entry of reflections 
into the measurement area.  The absorber comprised a 1:15 beach slope 
covered by two layers of 1/4-inch stone.  The stones extended on the 
1:30 slope to y=1.8 feet. 

Wave heights were measured with double-wire resistance-type wave 
rods.  Signals were displayed on a light beam oscillograph recorder. 
Wave crest patterns were photographed from a platform located 20 feet 
above the model. 

Two series of tests were conducted using 15 test waves in each 
series.  The base test series was conducted over the constant sloping 
bottom to calibrate the model and waves.  The shoal test series was 
conducted using the same generator settings as the base tests to moni- 
tor the changes in wave response induced by the bathymetry. 

The 15 test waves selected for study had periods of 1.16, 1.67, 
2.00, and 2.33 seconds.  Four wave generator settings were used with 
each wave period with the exception that the four-inch half-stroke was 
not used with the 1.16-second period.  This latter wave overtopped the 
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basin walls. The tests covered a range of waves which broke approximate- 
ly between station y=2 feet, depth z = 0.067 feet, and station y=12.5 
feet, z = 0.42 feet on the constant slope. The breaker heights ranged 
from 0.08 feet to 0.38 feet. 

Eighty-one gage locations were used for the base tests.  Eighty 
gages were located on I-beams along x = 0, 2.5, 5.0, and 7.5 feet and at 
y = 2, 4, 6,...40 feet.  Figure 3 shows the locations of the gages during 
the base tests.  In addition to the evenly spaced gages, a portable gage 
was used during a separate run of the group of test waves to measure 
breaker heights and locations. 

Sixty-one gage locations were monitored in the shoal tests.  The 
gages were located at stations x = 0, 1.25, 2.5, 3.75, 5.0 feet, and 7.5, 
and at y=2, 4, 6,...20 feet. Figure 4 shows the location of the gages 
for the shoal series of tests.  An additional group of test waves was 
run with a portable gage to measure the initial breaker height on the 
center line of the shoal at x=0 feet. 

Wave rod calibrations were taken prior to and after each group of 
test waves had been run.  The gage calibrations were slightly non-linear 
over a large range of submergence. A second order polynomial was fit to 
seven calibration points by the method of least squares to describe the 
calibration curve.  Calibration on gage 13, located at station y= 16 
feet on the wave test, was unstable and the results were assumed to be 
unreliable. 

Test procedures consisted of running the wave generator for approx- 
imately one minute while the recording was made.  The recording chart 
speed was 1/4 inch per second for the series of gages from stations y = 
22 feet to y=40 feet, and one inch per second for the gages located 
from stations y = 2 feet to y = 20 feet. 

Small variations in the generated wave height and tolerances in 
basin depths caused the wave to break non-uniformly across the basin. 
The variations in wave breaker position induced a current system which 
influenced the refraction and the breaking patterns.  Even on the 
straight beach, the breaking pattern varied considerably when the gen- 
erator was allowed to run for an extended period of time. For this reas- 
on, measurements were confined to the first five to ten waves, which 
were relatively unaffected by the induced currents.  In most cases, 
little temporal variation in the wave height was evident.  The great- 
est temporal wave height variations occurred when a gage was located 
close to the breaking point. The average wave celerity between suc- 
cessive gages was determined by measuring the time differential of 
crest passage between gages separated by 2-foot intervals. 

The results of this investigation may be viewed in terms of dimen- 
sionless parameters. However, lengths and times may be scaled for ap- 
plication to coastal design. Scaling of the model was done through use 
of the Froude modeling relation. Viewed in terms of a model experiment 
of a prototype surf shoal, the length scale selected in the design of 
the model was 1:36 and the velocity and time scales were 1:6. 
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The laminar dissipation was calculated by the method of Keulegan 
(1950) to obtain an estimate of the dissipation in the model prior to 
wave breaking. Approximately five percent of the energy from non-break- 
ing waves was dissipated by laminar dissipation by the time the wave 
reached station y = 2 feet. Horikawa and Kou (1962) indicated that wave 
height decay in the breaking region was greater in the model than in 
the prototype. When applying these data to a prototype situation, 
these factors must be taken into account. Wave energy reflecting from 
the beach was computed by the Miche (1951) formula.  The maximum cal- 
culated reflected wave height, Hr, was less than 14 percent of the in- 
cident wave. 

The accuracy of the model procedures was estimated from a prelim- 
inary test series. The wave rods were spaced 2 inches apart and strung 
across the basin at y=26 and 27. Eight test waves were run to deter- 
mine the variation in wave height. The measured wave heights were with- 
in a ±10 percent deviation at two standard deviations. Wave height var- 
iation across the basin introduced an additional ±5 percent error. Wave 
celerity was estimated to be within 10 percent error due to tolerance 
in positioning the wave gage and in reading the zero phase position on 
the wave. 

RESULTS AND ANALYSIS 

Wave Shoaling 

The base test series was conducted to study transformations of 
waves propagating from intermediate water depths over a sloping bottom 
into the breaking region in shallow water.  The primary topics investi- 
gated were wave height growth due to shoaling water depths and the in- 
fluence of wave height and wave breaking on wave celerity.  Measure- 
ments were compared with values predicted by application of linear wave 
theory commonly used in refraction analysis. 

The characteristics of incident test waves and their breaking pro- 
perties measured in the model are summarized in table 1. Figure 5 shows 
a typical wave height profile as a function of distance offshore.  The 
figure indicates the typical scatter and accuracy of the data.  The 
breaking position was measured by a single gage. An equivalent deep- 
water wave height was determined by application of the Airy shoaling 
coefficient to the wave measurements at gages located at Stations 26, 
28, 30 and 32. Utilizing the calculated deep-water wave height and the 
Airy shoaling coefficient, the predicted wave height is shown by the 
dashed line in Figure 5.  The wave shoaling measured in the model in- 
creases much more rapidly than the predicted wave shoaling. This in- 
crease is most noticeable just prior to the wave breaking position. 
The slope of the measured wave height profile appears to increase sig- 
nificantly when H/d> .25. 

Wave shoaling from each of the tests was plotted in dimensionless 
form as a function of d/L0-  The data were smoothed and shoaling curves 
are shown in Figure 6 as a function of H0/L0. The data are compared 
with Airy shoaling theory.  The rate of shoaling increases rapidly just 
prior to breaking. The low steepness waves, H0/L0= .002, break at a 
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height 50 percent greater than the Airy shoaling coefficient predicts. 
The higher initial steepness waves, H0/Lo

= -03, break at a height 25 
percent greater than Airy theory predicts. 

Figure 6 represents an empirical set of wave shoaling curves for 
waves propagating over a 1:30 slope. The significance of these results 
is that the waves in shallow water shoal at a much greater rate than 
Airy theory predicts.  Consequently, application of Airy theory in shal- 
low water predicts a significantly lower wave height than observed in 
this model.  These results are similar to those obtained by Iwagaki and 
Sakai (1972). The wave shoaling curves given in Figure 7 are compared 
with the shoaling curves based on cnoidal wave theory developed by 
Svendsen and Kjaer (1972) and stream function theory by Dean (1974). 
The comparison shows similar trends, height of shoaling as a function 
of H0/L0.  Cnoidal theory predicts a shoaling height less than unity 
for d/L0 greater than .05.  This is not confirmed by observation. 
Cnoidal theory also appears to predict a slightly greater rate of wave 
shoaling than measured for H0/L0 less than 0.01. However, the compari- 
son is not strictly valid since H0' rather than H0 was measured. Stream 
function theory compares well with the expected set for H0/L0 2; .01 with 
the exception that the published data uses the breaker index Hb/db= .78 
compared to the observed index = 0.95. This may be attributable to the 
effect of bottom slope not accounted for in the theory.  For H0/L0< .01, 
the stream function shoaling is significantly greater than the observed. 
This is attributed in part to the estimate of H0 made in the model at 
the low d/L0 region. The wave had undergone more transformation than 
predicted by Airy theory. Consequently, the indicated H0/L0= .002 curve 
may in fact be representative of some lower Ho/L0. Conversely, the 
shoaling curves are theoretical over a constant sloping bottom.  The 
breaker index is equal to 1 for the measured data as drawn in Figure 6. 
Shoaling from deeper water d/Lo> .1 through breaking for H0/L0< .01 
over different bottom slopes requires further research; however, the 
results of the studies indicate the magnitude of error when Airy theory 
is invoked. Figures 6 and 7 could be used in design, model, and field 
studies and in evaluating wave data. 

Comparison of measured breaking height to deep-water height with 
values predicted by empirical data developed by Koh and Le M&iaute' 
(1966) indicate that predicted values are 10 percent to 15 percent 
lower than measured. The difference between the observed and predic- 
ted values is attributed in part to the method of estimating the deep- 
water wave height. Rarely in the field or model is the deep-water wave 
measured and directly related to a shallow water breaking wave. Appli- 
cation of a linear shoaling coefficient to a measured wave height in- 
troduces a potential error which increases in magnitude with decreasing 
d/Lo. The relative breaker height to breaker depth index, B, is also 
listed in Table 1.  The average value of B= .95 for this data set. Ap- 
plication of methods developed by Galvin (1968) predicted an average 
value of B= .85. 

Wave Celerity 

The average phase velocity, c , between two wave gages was deter- 
mined by dividing the elapsed time for passage of the wave crest between 
gages by the distance between the gages. Figure 8 shows typical average 
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celerities measured in the model in the base tests.  The celerities in- 
crease as a function of wave height. 

The measured celerities were compared with celerities commonly used 
in refraction analysis by defining a Froude number, Fr=c/ca, 

fYl c dy=—-— fYl  -|^ tanh(dk)dy, 
yr-y2 Y2    yi-y2 y2 2* 

where k = —, and y^ is gage i coordinate. 

The Froude numbers are plotted in Figure 8 as a function of H/d. 
The results indicated a significant departure from Airy theory which 
would have had a Fr=1 in all regions.  Several theoretical expressions 
were plotted against the data; however, the simple expression below 
fits the data through the non-breaking region well: 

Fr= 1 + 0.25 j 

This expression gives a maximum Froude number of 1.25 at breaking where 
H/d=l.  The curve is applicable to the region prior to breaking.  Airy 
theory predicts celerity approximately 6 percent too low at H/d* .25. 
This is also the region where the shoaling curve deviated noticeably 
from the Airy theory. 

The Froude number increases with H/d until it exceeds 1.25 at break- 
ing. The breaking and broken waves are shown in Figure 8 above Fr=1.25. 
The maximum value was Fr= 1.4.  The higher values appear to occur when 
the wave breaks.  A discontinuity in wave phase appears to occur during 
the plunge of the breaker as the crest curls over the face of the wave. 
This is a short-duration occurrence, but accounts for observed appar- 
ent divergences in wave form in aerial photos and high Froude numbers 
in Figure 8. Data were insufficient to ascertain a reliable expression 
for wave celerity in the surf zone. Considering wave decay, scale ef- 
fects, and the change of phase during breaking, c = /g(d+H) when H= .78d 
or Fr =1.33 gives a reasonable approximation in the surf zone. An analy- 
sis was made using wave setup, n , in the surf zone.  Setup was included 
in the velocity term where cb = /g(d+n); however, the analysis did not re- 
duce the scatter of data significantly. After the wave breaks, however, 
the application of refraction loses some meaning. The wave crest pat- 
terns become the only meaningful relation unless wave decay can be mod- 
eled more accurately in the surf zone in regions of converging and diverg- 
ing orthogonals. 

Shoal Tests - Refraction 

The shoal test series was conducted to study the influence of fi- 
nite wave height and breaking on wave refraction.  Comparison of wave 
crest patterns measured in the model and computed by linear refraction 
theory are shown in Figure 9.  The comparison shows the wave pattern of 
a wave as it propagates over the shoal.  The wave crests and initial 
surf line are traced over the shoal for test waves 3 and 14.  Compari- 
son of the theoretical with the measured refraction patterns shows that 
the low-height wave represented by test 3 tends to follow the conver- 
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gent patterns predicted by the theoretical analysis. With increase in 
wave height represented by tast 14, the pattern tends to become diver- 
gent over the center of the shoal. 

Computed refraction coefficients, Kr, range from 0.75 to 2.0. The 
waves approaching the shoal converge toward the centerline over the 
curved portion of the shoal. The conventional refraction analysis pre- 
dicts wave concentration over the shoal centerline. The high refrac- 
tion coefficients are located over the center of the shoal and the low 
coefficients along the side of the shoal.  The observed wave patterns 
vary considerably as a function of wave height. The most noticeable 
feature of the observed patterns is the marked divergence in the vici- 
nity of breaking as shown in the large wave in test 14. 

The conclusion drawn from these observations is that finite height 
and wave breaking have a very significant influence on wave refraction 
over a shoal.  The waves with small heights in Tests 1 through 5 con- 
verged toward the center of the shoal and conformed in general with 
linear refraction patterns up to a short distance seaward of breaking. 
The larger waves, however, tended to diverge. The combination of ortho- 
gonal divergence and diffraction, current, and reflection effects re- 
duced the breaker height to less than that over the planar 1:30 slope 
for the larger waves. The application to design indicates that refrac- 
tion over the shoal may not necessarily increase the wave height as 
would intuitively be expected. 

MODIFIED REFRACTION TECHNIQUE 

The influences of wave height and wave breaking were show to af- 
fect wave refraction patterns in the hydraulic model. Linear refrac- 
tion procedures were modified to account for the effects of wave height 
and wave breaking. The basic algorithm utilized the results of the 
base tests on celerity and shoaling to construct wave fronts at suc- 
cessive time intervals.  Chu (1974) and Skovard and Petersen (1976) 
have developed computer programs utilizing the finite height theories 
to predict refraction of finite height, but not breaking waves. 

The modified refraction theory is briefly described below using 
test 7 as an example.  The incident wave parameters were H0 = 0.126 feet 
and L0=14.22 feet, resulting in H0/L0=0.00885. The wave height was 
determined as a function of depth from Figure 6, neglecting refraction 
effects by the equation 

i-£><!?<¥> 
The wave celerity in the region prior to breaking was determined by the 
equation 

c=ca(l + 0.25 H/d) 

The wave in the breaking region was determined by c=1.33/gd. Breaking 
was assumed to occur at H/d=l. Refracted wave crests were drawn by the 
wave crest method and refraction coefficients were determined from or- 
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thogonals drawn through the crests. The method is tedious and not rec- 
ommended for design practice.  The wave front method was also employed 
using conventional refraction procedures for direct comparison of wave 
crest patterns and refraction coefficients shown in Figure 10. 

The modified technique, which incorporates wave height and wave 
breaking, predicts a smaller degree of orthogonal convergence in the 
center of the shoal and a smaller degree of orthogonal divergence along 
the sides of the shoal.  The refraction coefficients determined by using 
the' conventional analysis predicts coefficients as high as 2, whereas 
the modified procedure yielded a maximum refraction coefficient of 1.25. 
Both procedures had coefficients» .75; however,a smaller area had val- 
ues less than .75 in using the modified procedure. 

The observed refraction patterns have an orthogonal divergence in 
the vicinity of the initial breaking region over the center of the shoal. 
During breaking, the wave crest slides down the front of the wave. This 
is manifested as a greater local wave celerity.  This phenomenon was 
not modeled in the modified refraction procedure. 

FINDINGS 

The findings of this investigation illustrate the importance of 
considering the effects of finite height and wave breaking on wave 
transformation near and in the surf zone.  The base test series study- 
ing the transformation of waves over a 1:30 slope indicated that the 
observed increase in wave height at the breaker point relative to the 
deep-water height was 25 percent greater than that predicted by appli- 
cation of Airy theory for Ho/Lo = 0.03 and 50 percent greater at H0/l<o = 
0.002. This result has a significant application when transforming a 
shallow-water wave to either a deep-water wave from a gage reading or 
transforming the wave to a breaker position.  The result also suggests 
that model experiments should generate the waves in as deep water as 
possible, at least as deep as H/d< .25.  Simple corrections to Airy 
theory have been deduced from the data to include the effects of fi- 
nite height and breaking on wave celerity.  In addition, during the 
breaking process, the lip transforms into a bore resulting in a consi- 
derably greater local celerity than the aforementioned correction.  The 
conclusions above are more applicable to long-period wind-generated 
swell of regular form, as found in the Hawaiian Islands, as opposed to 
sea or locally generated waves found in the North Sea.  Shorter period 
waves of greater steepness conform better to conventional analysis. 

The model tests on the refraction of waves over a three-dimensional 
shoal illustrated the influence of finite height on wave refraction. 
The wave orthogonals tend to converge less over a shoal for increasing 
wave height due to the effects of finite height on wave celerity.  This 
factor becomes important near the surf zone.  The waves tend to diverge 
less over a trough.  The influence of finite height and breaking are, 
therefore, to reduce the effects of refraction. Most existing computer 
programs using linear theory tend to strive for accuracy of bathymetry 
interpolation in refracting by the ray equation. Care should be exer- 
cised in the application and interpretation of such programs where H/d 
exceeds about .25 or when c is increased 6 percent over the Airy celeri- 



522 COASTAL ENGINEERING-1976 

in 
z 
or 
UJ 
H- 
t- < 
0. 
Z o 
I- o 
< or 
LL 
UJ 
or 
h- 
I o 
UJ 
X 

z 
u. 
«/> 
ri 

< 
z 
o 
(- 
z 
UJ > z o 
o 
u. 
o 
z o 
tn 
tr 

s 
o 
o 

I 
o 
UJ 
or 
o 

X   STATION   -  FT. 



REFRACTION OF WAVES 523 

ty. The application of cnoidal theory presented by Skovgaard and Peter- 
sen, use of stream function shoaling curves, or a finite height scheme 
such as presented by Chu appears to be a step in the right direction. 
However, these schemes are for regular bathymetry. A wave front type 
method should be developed to more accurately predict finite height 
along a wave crest. 

APPLICATION TO DESIGN PRACTICE 

Application of a detailed refraction analysis using finite height 
procedures or corrections to linear analysis can be a time-consuming 
chore.  Linear refraction and shoaling techniques appear valid for H/d 
< .25. The recommended procedure is to generally employ conventional re- 
fraction analysis using Airy theory and select a few critical cases to 
study in more detail starting at H/d= .25. The study results indicate 
that in design of a surf shoal similar to the one tested, wave refrac- 
tion is of secondary importance relative to wave shoaling. The influ- 
ence of finite height decreases the wave refraction effects consider- 
ably over a shoal. This is not a diffraction effect since the wave 
front pattern which is prescribed by refraction can be accounted for 
to a large extent by finite height considerations. Effects of wave- 
induced currents and diffraction are also of importance, but were not 
studied in this paper. 
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ABSTRACT 

Wave height variability along the crest of breaking waves is 
shown to be a significant factor in the assessment of surf zone dynamics. 
Variations in excess of 50 percent of the maximum wave height can occur 
along a single crest without significant variations in bathymetry.  The 
horizontal scale of this longshore variability in crest height corres- 
ponds to the wave length of incident breaking waves.  Four possible 
mechanisms for this variability are postulated and then evaluated 
individually on the basis of field observations.  A major result of 
these evaluations is that two-dimensional shallow-water wave equations 
appear to be inappropriate for expressing natural surf zone wave trans- 
formations and water motions even under the condition of waves encroach- 
ing on a plane sloping bottom.  Consequently, three-dimensional equations 
of surf should be used for describing most natural surf zone dynamics. 

INTRODUCTION 

Conventional techniques for estimating dynamic conditions in the 
surf utilize linear or weakly non-linear transformations of a set 
of deep water wave parameters to predict a set of shallow water wave 
parameters assumed to be incident at the outer limits of the surf 
zone.  Once this set of shallow water wave parameters has been deter- 
mined it is then used to establish initial and seaward boundary con- 
ditions for calculating two-dimensional wave transformations and water 
motions within the surf zone.  To a first approximation two-dimensional 
irrotational motion of inviscid fluid on a shoaling beach satisfies 
nonlinear shallow-water equations (Meyer and Taylor, 1963; Ho, et al., 
1963). However, most natural surf conditions are not two-dimensional 
thus, it is necessary to determine if longshore variations in the 
initial and seaward boundary conditions are of significant magnitude 
to invalidate the use of two-dimensional theory. 

The three-dimensional time dependent shallow water equations of 
motion show that longshore variations in surf are caused primarily by 
longshore variations in the wave field approaching the coast and by long- 
shore variations in bottom geometry within the surf zone (Stoker, 1957). 
Meyer and Turner (1967) have shown, for initial and seaward boundary 
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conditions independent of distance parallel to shore, that when the 
longshore bottom profile slope is gentler than the normal bottom 
profile slope "weakly three dimensional" surf can still be analyzed 
directly by two-dimensional theory. However the effect of longshore 
variations in the incident wave field at the outer surf zone has not 
yet been investigated. 

Therefore, the primary purpose of this study was to measure 
three-dimensional variations in surf zone wave conditions and to 
relate them to incident wave conditions at the outer surf zone. An 
analysis of longshore variations in wave height at the outer surf 
zone was carried out in order to evaluate uniformity of the incident 
wave field.  Wave height probability distributions were calculated 
from the observed data in order to show the distributional changes 
related to wave breaking and transformation through the surf. 

THREE-DIMENSIONAL EQUATIONS OF SURF 

Derivation of a shallow water wave theory from exact hydrodynamic 
equations utilizing a formal perturbation procedure, where all 
quantities are expanded in powers of a = kh, (h is the depth and k 
is the maximum initial curvature of the free surface) has been carried 
out by Friedrichs (1948) and Stoker (1957). Defining the x, z plane 
as the undisturbed water surface with the y-axis positive upward, 
the free surface and bottom position are specified by y » n (x, z, t) 
and y =» - h (x, z) respectively.  The general three-dimensional problem 
is then formulated in terms of the equations of motion 

!u ,   3u ,   3u ,   h    1 3p /1S  + u h V ——H w   = — — —"^ (1) 3t    3x    3y    3z    p 3x v ' 

3v    3v    3v    3v _  1 3p_ ,,,. 
aF+u 3x"+v i7+w Si-" "FI7"S (2) 

3w.+ u|w + v|w + w|w = _l|p_ (3) 

and continuity 

3t    3x    3y    3z    p 3z 

3« + |v + ^=0. (4) 
3x  3y  3z 

It is assumed that the flow is irrotational with kinematic boundary 
conditions at the bottom and free surface given by 

u |^+ v + W7T-= 0  at y = - h (5) 



THREE DIMENSIONAL SURF 527 

3n ,      3n ,      3n _ .,. 
iT+u^T+w^=v     aty = 11 (6) 

respectively and a dynamic boundary condition at the free surface 
given by 

p = 0  at y = n. (7) 

Introduction of dimensionless variables through the use of a typical 
depth h and a typical horizontal length k into equations (1) through 
(7) and expanding u, v, w, n, and p in a power series of a  provides 
the opportunity to equate coefficients of like powers of a.  The first 
order approximation to u, w, and n are then given by the "three- 
dimensional shallow-water equations" (Stoker, 1957). 

9u    3u    3u  3n _ , . 
it"+Uix"+Wi^+ 3x"= ° (8) 

3w   ,        3w j_       3w       3n       . ,„. 
3F+UiI+W^+  3?=  ° (9) 

3jl .   3[u(n +h>]      3[w(n + h)1 = 
3t       3x 3z (10) 

TWO-DIMENSIONAL EQUATIONS OF SURF 

It is easily seen that if w is assumed to be zero and all other 
quantities are assumed to be independent of z that equations (8) 
through (10) become the "two-dimensional shallow-water equations" 
[Stoker, 1947; Friedrichs, 1948; Stoker, 1957; Meyer and Taylor, 
1963; and Meyer and Turner, 1967] 

3u    3u  3n _ . .  . 
^ + U 3l + ix" = ° (11) 

3n  3[u(n + h)] _ 
3t       3x K     ' 

Meyer and Turner (1967) also show these equations to be applicable 
to "weakly three-dimensional surf".  Equations (11) and (12) are 
further simplified by assuming that u and n and their derivatives 
are small quantities whose squares and products are negligibly small 
compared to the linear terms.  The resulting equations are the 
"linear shallow-water equations" 

SF + £-° («) 
g+^=0 (14) 
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The preceeding derivation depends upon three important simplifying 
assumptions with respect to longshore water motions and bottom 
variability: that the longshore velocity component is zero; that 
the incident wave field at the seaward boundary of the surf zone 
is uniform in the longshore direction; and that the bottom slope 
in the longshore direction is zero. Meyer and Turner (1967) 
showed analytically that unless B/e -*• 1, where e is the beach 
slope normal to shore and 6 is the beach slope parallel to shore, 
the first and third assumptions above are valid approximations. 
However, they accepted the second assumption implicitly, asserting 
it was, in fact, valid whenever initial and seaward boundary con- 
ditions were primarily dependent upon beach slope e.  This assumption 
that uniform wave crests are a reasonable expectation for an incident 
wave field at the outer surf zone is one of the most important 
assumptions in formulating the two-dimensional equations of surf. 
A field evaluation of this assumption forms the primary context 
for this paper. 

FIELD EXPERIMENT 

In order to evaluate three-dimensional conditions of surf a 
three by three wave gauge array was positioned in the surf zone with 
its longshore axis parallel to the crests of incident breaking waves, 
Figure 1.  Separation distance between individual wave monitoring 
positions was approximately one half the incident wave length.  The 
three outer most stations were located seaward of the zone of active 
breaking.  The six inner stations were located within the breaker 
zone and bracketed the region of most active breaking. Approximately 
eighty percent of initial breaking occurred within the monitoring 
array. 

The bottom in the study area was characteristic of a sandy 
barred coastline with isobaths parallel or slowly varying in the long- 
shore direction.  Positioning of the monitoring array was such that 
e was large (normal beach slope 1:20) and 8/e •+ 0 (to correspond to 
the conditions suggested by Meyer and Turner, 1967). 

Wave monitoring was carried out continuously for fifteen minute 
periods separated by fifteen minute intervals. Wave breaking and 
transformation in the surf zone was monitored using a super 8 mm 
motion picture camera.  The motion picture film records were taken 
in order to analyze the individual crests behavior as they passed 
through the monitoring grid.  The only conditions monitored were 
those when waves broke within the monitoring grid.  Conditions 
resulting in breaking or breaking and reforming seaward of the grid 
were not measured.  Conditions during which waves appeared to be 
arriving from more than one direction, at the outer surf zone, were 
also excluded from the monitoring periods. 
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EXPERIMENTAL RESULTS 

Initially the movie film records were analyzed using the in situ 
grid, provided by the wave monitoring stations, as a reference base. 
Wave height along a single crest was observed to vary noticeably 
over short horizontal distances.  Figure 2 shows successive wave 
crest height profiles for a single wave from approximately five meters 
seaward of the breaker zone to a position where fully developed 
breaking is occurring along the entire crest.  The primary result from 
these film records is that significant variation in wave crest height 
is observed seaward of the breaker zone and prior to the development 
of major instability in the wave crest. 

Nine free surface time histories from each monitoring period were 
evaluated directly and analyzed in two separate statistical contexts. 
First, wave height probability distributions were generated for each 
of the monitoring positions from the time history data and second, 
wave spectra were computed from each of the time series.  The use of 
probability distributions was extremely convenient for understanding 
individual crest transformations in the surf zone. 

Figures 3, 4 and 5 show five successive waves, measured at three 
positions along the crest, at the outer, middle and inner lines of 
the array (see Figure 1 for station locations).  This series of waves 
is representative of the longer time histories and clearly shows the 
characteristic variation in wave height along the crest.  Seaward 
of the surf zone, variations in excess of 50 percent of the maximum 
wave height occur along an individual wave crest, Figure 3.  The 
regions of high crest height, stations 10 and 4, tend to maintain 
the same relative relationship to the region of low crest height, 
station 7, for successive wave passages. Many of the wave profiles 
at stations 10 and 4, appear to be near breaking waves.  Film 
records verify, however, that no local breaking has occurred at or 
prior to reaching these stations.  As this same group of waves pass 
into the breaker zone the crest height variability appears to be 
less clearly related, Figure 4.  The low wave crests seaward of the 
breaker zone, station 7, have amplified and are steepening towards 
breaking limits, station 6.  High wave crests seaward of the breaker 
zone, stations 10 and 4, have generally decreased in height due to 
breaking, stations 2 and 9.  The result of these two inverse processes 
is to create a relatively uniform crest-wise wave height distri- 
bution.  Near the shoreward limit of the breaker zone, these same 
waves again exhibit variations in excess of 50 percent of the maximum 
wave height along an individual wave crest, Figure 5.  In contrast 
to the outer stations, Figure 3, the region of high crest height, 
station 5, is flanked by two regions of low crest height, stations 
8 and 1.  This result is, however, what would be anticipated due to 
wave height decay through breaking, at stations 8 and 1, and continued 
steepening or initial breaking at station 5.  Thus differential 
breaking seems to be a reasonable explanation for the systematic 
changes along the crest as an individual wave passes through the 
surf zone.  It is not, however, a satisfactory explanation for 
the initial conditions observed at the seaward boundary of the surf 
zone. 
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In order to verify that the wave crest height relationships, 
suggested by a limited sample of individual waves, Figures 3, 4 
and 5, were characteristic of the entire time series, probability 
distributions were computed for the entire IS minute monitoring 
period (approximately 200 waves).  Comparisons of the probability 
distributions from the outer and inner lines of the array support 
the relative wave height variability suggested in the analysis of 
individual waves.  Comparison of the probability distributions 
at the middle line of the array are inconclusive. Although the 
trend of the individual distributions is consistent with the 
inverse process argument posed earlier. 

Analysis of variance was carried out for each of the three 
lines of the array.  The results of this analysis supported the 
hypothesis that significant differences exist between individual 
probability distributions at the outer and inner lines of the array, 
F (2,600) = 5.27, p < 0.01 and F (2,600) = 10.54, p < 0.01 
respectively.  The results of the analysis failed to support the 
hypothesis that significant differences exist between individual 
probability distributions at the middle line of the array, F (2,600) = 
4.09 rejected at p < 0.01. 

Spectrum analysis of the nine stations individual time series 
indicated two major spectral peaks common to all of the series. 
A 6.0 second peak corresponded to the incident swell period and 
a 3.3 second peak corresponded to the breaker period. A long 
period component (T > 50 seconds) was present in all of the time 
series from the monitoring stations seaward of the breaker zone. 
This component also appears in all but one of the six breaker zone 
time series. 

DISCUSSION 

Longshore variation in wave crest height is neither an unexpected 
nor unrecognized physical occurrence in the surf zone.  Bowen (1969) 
showed that periodic longshore variation in wave height caused by 
either bottom geometry or mean water level fluctuations was responsible 
for the generation and spacing of rip cells.  Bowen and Inman (1969) 
suggested that edge waves could account for longshore variations in 
wave height on a planer beach.  Inman, Tait, and Nordstorm (1971) 
assert that "the interaction of edge waves with incoming waves of 
the same frequency produces systematic fluctuations in breaker height 
along the beach." Guza and Davis (1974) showed that waves incident 
on a planer beach can in fact generate these edge waves, but of a 
mode different from that of Bowen and Inman (1969).  Finally, Dalrymple 
(1975) has shown that longshore variation in wave height can be 
anticipated for conditions where two wave trains of the same frequency 
arrive at the outer surf zone from two distinct directions. 
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Subsequently there are four mechanisms which can be postulated 
for the causation of longshore variation in wave crest height: 
significant longshore variation in bottom geometry B/E ->- 1; inter- 
action of edge waves with the incident wave field; interaction 
of long-crested swell arriving from two distinct directions; and 
arrival of a "short-crested" wave field generated by local storm 
winds. Experimental conditions during the observations from this 
study tend to control for the first and third postulated causations. 
There were, of course, two distinct frequencies present in the wave 
spectrum at 6.0 and 3.3 seconds which clearly indicates the presence 
of two wave groups.  However, the direction of arrival of these wave 
groups appeared to be coincident and their frequency separation was 
quite large for significant interaction to occur. 

The possibility of edge wave interaction with the incident 
wave field is likely.  Fluctuations in the total longshore velocity 
field with a periodicity close to that of the zero mode edge wave 
have been observed under similar field conditions (Wood and Meadows, 
1975, Meadows, 1976). The wave length of the longshore wave height 
fluctuations, from this experiment, are equivalent to the incident 
wave length of the breaking waves.  Thus the periodicity of these 
fluctuations would seem to be much shorter than those calculated 
from edge wave theory for the observed conditions. Likewise the 
observed wave height fluctuations are in excess of those anticipated 
by edge wave theory. 

The final postulated mechanism, of an incident wave field arriv- 
ing with a "short-crested" structure independent of the first three 
mechanisms, is theoretically possible but, within the limitations 
of this experiment difficult to substantiate.  It has long been 
recognized that turbulence in a wind field can result in the gener- 
ation of a short-crested wave field (Jefferies, 1924).  Likewise 
McClenan and Harris (1975) analyzed 40,000 aerial photographs of 
waves in shallow-water and concluded that the dominant pattern is 
one of short-crested waves and randomness. Notably missing between 
these studies is the concurrent observation of wind and wave field 
structure in shallow-water.  The crest height wave length corres- 
pondence to incident breaking wave length and the large fluctuations 
in wave height along the crest do, however, present intriguing 
possibilities for short-crested wave structure.  Clearly, the 
question left to be answered is whether energy is being transmitted 
along the crests of these waves. 

CONCLUSIONS 

Significant variations in wave height occur along the crest of 
waves incident at the outer surf zone.  These variations are independent 
of bathymetric control and persist through the surf zone due to differ- 
ential effects of shoaling and breaking. The wave length of these 
variations is the same as that of the incident breaking waves. 

Of the four postulated mechanisms which might cause these variations 
only bathymetric variability seems an unlikely mechanism under these 
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experimental conditions.  Therefore, the assumption, accepted 
implicitly by Meyer and Turner (1967), that longshore variability 
in the incident wave field is negligible whenever S/e •* 0 and 
the normal beach slope is moderate to steep, is incorrect.  Con- 
sequently, treatment of surf zone dynamics utilizing two-dimensional 
shallow-water equations seems to be generally inappropriate.  In 
fact, the full three-dimensional equations of surf (8, 9, and 10) 
appear to be necessary to properly represent natural surf zone 
dynamics. 
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CHAPTER 31 

ENERGY SPECTRA OF IRREGULAR SURF WAVES 

by 

Fritz BUSCHING1) 

ABSTRACT 

The investigations under consideration are based on synchronous 

measurements of waterlevel deflections n(t) at some positions in 

a beach profile with a slope of approximately 1:40. 

Surf conditions are studied during a severe storm surge as well as 

during periods of attenuating wave action. 

By the use of a FOURIER ANALYZER 40 energy spectra are calculated 

which are also presented in integrated form (co-cumulative spectra). 

Because of different site arrangements it is possible to analyze the 

deformation of the spectra due to tide dependent changes of the water 

depth as well as due to coastward decreasing water depth. 

It happens that there are some phenomena associated with certain 

frequency bands. 

With the water depth decreasing the energy densities in surf spectra 

are distributed over a wider frequency band. 

In the present case unbroken waves are characterized by energy spectra 

in which at least 90 %  of the energy is represented by FOURIER components 

in the frequency range 0 - f - 0.5 Hz. Increasing distribution of the 

energy densities over a wider frequency band represents at first breaking 

and finally broken waves. Sometimes the amount of energy coastward of the 

surf zone is higher than seaward ofthe breakers. This phenomenon can be 

explained by refraction effects caused by local nearshore bathymetry. 

All of there investigations were sponsored by the DEUTSCHE FORSCHUNGS- 

GEMEINSCHAFT (German Research Foundation). 

' Dr.-Ing., Div. of Hydrodyn. and Coastal Engineering 
Techn. Univ. Braunschweig, Federal Republic Germany 
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1. INTRODUCTION 

As it is well known that the energy dissipation processes taking place 

in the surf zone cannot completely be simulated in a model (FOHRBOTER 

1970 and 1971), since 1971 comprehensive field investigations have been 

performed on the west coast of the isle of SYLT/North Sea, see Fig. 1. 

FOHRB'OTER (1974) investigated the behaviour of waves in the nearshore 

zone and inside the surf, presented first results on the influence of 

a longshore bar and on the energy decay perpendicular to the coast. 

Additionaly he proposed a 8-number for a quantitative breaker classifi- 

cation. 

DETTE (1974) reported on longshore currents in the range of high REY- 

NOLDS-numbers and BOSCHING (1974) investigated the orbital velocities 

of irregular surf waves. Subject of the investigations under conside- 

ration are the changes in surf energy spectra due to tidal dependent 

and coastward decreasing water depth. 

The intended structural analysis is based for the one thing on synchro- 

nous measurements of the waterlevel deflections n(t), which were carried 

out during a heavy storm surge and for another on two measurements du- 

ring attenuating weather conditions. 

2. MEASURING EQUIPMENT AND DATA ANALYSIS 

For the purpose of wave height measurements (water level deflections 

n(t)) pressure type wave meters working on inductive principle were 

attached to steel supports driven into the seabed at positions 85 m, 

100 m, 120 m and 128 m distant from the shoreline. Thus the deformation 

of the waves in a beach profile with a slope inclined 1:40 could be 

analyzed. 

During the storm surge of December 13th to 14th 1973, only the devices 

at measuring positions 85 m and 100 m functioned satisfactorily, whereas 

during the later measurements also records from the two more offshore 

situated pressure devices at 120 m and 128 m could be received. 

In order to analyze the data on a FOURIER ANALYZER all the measuring 

signals were fed to an analog magnetic tape recorder. 
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Fig. 1: Investigation area and underwater bathymetry west of the 

middle part of the isle of SYLT. Measured by surveying ships 

of DHI and WSA Kiel. After KOSTER (1974) 
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The details of the measuring system are commented on by BOSCHING (1974) 

and FOHRBDTER and BOSCHING (1974), 

Because of lack of space only a few things will  be pointed out here: 

1.    For a wave analysis the maximum frequency 

Fn,=,v = FM = TVT= 3.125 Hz max      N     z A t 

is relatively high. 

2. The frequency resolution is characterized by 
p 

A f = wir  = %5ir= °-012207 Hz and 

3. By averaging 10 successively calculated energy spectra, each 

representing Ti = 81.92 s measuring time, the resulting time 

of measurement was: 

TR = 10 x 81.92 = 819.2 s. 

Comparing spectra calculated in the same manner one can expect to re- 

cognize the fundamental changes involved. This is why it seemed not to 

be necessary to deal with the method of calculation itself. 

3. ANALYZED MEASURING SERIES 

3.1. Storm Surge of December 13th to 14th, 1973 

The present storm surge data (water level deflections n(t)) had been 

previously analyzed by the author together with simultaneously recorded 

orbital velocity data. 

Among others in that work an attachment of NORMALIZED ENERGY SPECTRA 

and surf phenomena could be established. 

Contrary to that the present evaluations deal with ABSOLUTE SPECTRA 

taken simultaneously at measuring positions 100 m and 85 m. 
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During the storm surge period of about 30 hours at 16 measuring inter- 

vals samples were analyzed, see Fig. 2 and 3. 

Each measuring interval is represented by 4 diagrams consisting of the 

energy spectra at positions 100 m and 85 m with the respective co- 

cumulative spectra beneath them. 

In correspondence with wind and tidal dependant water level fluctuations 

peak energy densities (Ef ) occured in the range of 

0.87 m2/Hz - Ef -  4.38 m2/Hz 

3.2 Simultaneous measurements of January 20th and 23rd, 1974 respec- 

tively 

During the period of attenuating wave activity another two measurements 

have been carried out, each, however, consisting of 4 spectra, as to be 

seen from Fig. 4 and 5. 

At the farther offshore positions (at 128 m and 120 m) on January 20th 

a much wider peak due to higher wave activity at Bft. 6 can be seen than 

on January 23rd at Bft. 3 only. 

On the other hand both measurements show similar values of maximum 

energy density: 

Ef « 1.1 m2/Hz 
r 

In order to attach also these spectra to the respective wave deformation 

the synchronously recorded wave traces of two neighbouring devices have 

been shifted in such a way that there exists nearly no phase difference 

between them and thus changes could be recognized very well, see Fig. 6 
and 7. 
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POS.128m 

POS.120m 

POS.100m 

POS. 85m 

Fig. 6:    Synchronous water level deflections n(t) 

on January 20th, 1974, 11.44 a. m. 

P0S.128m 

POS.120m 

POS.IOOm 

POS. 85m 

Fig. 7:    Synchronous water level deflections n(t) 

on January 23rd. 1974, 00.55 a. m. 
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Comparing those two sets of strip charts the overall impression is that 

on January 20th 

the magnitude of water level deflections is somewhat higher, 

the waves at position 128 m are steeper and 

the periods at position 85 m are much larger 

As regards, however, the deformation and the stability of the waves in 

the measuring profile, a similar behaviour can be seen for both measure- 

ments : 

particularly the traces at positions 128 m and 120 m are 
similar to a high degree; at Pos. 120 m they are only little 

steeper. At Position 100 m on an average nearly breaking 

waves are much steeper and at position 85 m less steepness 

indicates broken waves. 

4. THE STRUCTURE OF SURF SPECTRA 

The problem of energy dissipation in limited water depth (in the ELBE 

estuary) was studied by SIEFERT (1974) using energy spectra. With regard 

to the structure of the spectra he agrees with the results of WALDEN and 

RUBACH (1967) and HASSELMANN and COLLINS (1968); 

With the energy dissipation increasing the energy density decreases and 

the peak of energy density shifts to shorter periods (higher frequencies). 

For the swash zone S0NU, PETTIGREW and FREDERICKS (1974) found the con- 

trary to be true: 

Energy spectrum variation in the upbeach direction reveals a low-pass 

filter effect of the beach along with an enhancement of energy density 

in an infragravity frequency band. 

Regarding the appearances in nomalised energy spectra of breakers, 
breaking and broken waves, from the auther's previous investigations 

the breaker zone turned out to be a transitional area: 
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With the water depth decreasing on the one hand the peaks of energy 

densities shift to lower frequency FOURIER components and at the same 

time some energy densities of a certain amount appear at higher frequen- 

cies. 

In order to have a closer look into the processes taking place in the 

surf zone in the following the absolute spectra and co-cumulative 

spectra are analyzed, see Figures 2, 3, 4 and 5. 

In the present study evaluations are carried out only to get a better 

interpretation of surf spectra; conclusions regarding the amount of 

energy dissipation are not drawn. In order to characterize the diffe- 

rences between the storm surge measurements and the remaining two mea- 

surements at attenuating wave action it shall only be mentioned here 

that the maximum peak energy density maxEf as well as the maximum 
2 p 

variance max a 

maxEf = 4.3817 m2/Hz and 

max a2 = 0.5278 m2 

both are a multiple of the respective measurements on January 20th and 

23rd, 1974. 

Already from the graphs of the co-cumulative spectra (see Fig. 2 and 3) 

one can see that there is only a percentage of the total variance 

present in the frequency range in between 0 and 1 Hz. 

In this connexion total variances are denoted as the numerical values a 

calculated for the total analyzed frequency band and plotted into the 

upper part of the graphs. 

The following 4 figures are prepared for further illustration: 

2  fl 
In Fig. 8. the development of the variances a    = f    Gnn(f)df at the 

o 
measuring positions 100 m and 85 m respectively are shown along with 

the tide curve of the investigation area. The characterizing changes 

shall be discussed describing the curves ®, © and ©. 
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• (-5* NSL) 

NSL+5.0 

Fig. 8: Changes of the variance a during the storm surge 

measuring period of December 13th to 14th, 1973 
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A. Frequency range 0 - f - 3.125 Hz (Curve © ) 

Apparently the coherence between wave energy and tide level at 

position 85 m is less than at position 100 m: 

At 100 m distant from the shoreline high tide levels are in 

agreement with high wave energies whereas this is not true for the 

development of the variance at position 85 m where 5 maxima are to 

be recognized and the absolute maximum occurs at an extremely low 

water level at the end of the measuring period. 

Comparing curves (D at position 100 m and 85 m it is also obvious 

that sometimes the amount of energy nearer to the shore (i.e. at 

pos. 85 m) is higher. 

B. Curve © describes the variances of FOURIER components in between 

0 and 0.3 Hz 

At position 100 m there is not a great difference to curve CD - 

but at position 85 m it is: 

From the areas between curves ® and © it can be stated that the 

increase of energy is predominantly due to high frequency FOURIER 

components at low water depth. 

C. Also the amount of energy belonging to the longperiodic Fourier 

components (T > 8 s, curve ©) shows good correlation to the water 

levels at position 100 m. This is also true for the position 85 m 

until 8.00 a.m. on December 14th 1973, but later on there are some 

changes to be recognized: 

C.l  There is a minimum of energy coincident with the third 

high tide level and 

C.2  just before and after this high tide level in this frequency 

range there are higher energies at position 85 m than at 
position 100 m. 

In Fig. 9 some percentages of the total variances (calculated for the 

frequency band 0 - f - 3.125 Hz) are shown up to 1.0 Hz. In order to 

illustrate the fundamental changes involved there are 3 areas limited by 

the 50- and 90 percentage variance isoline respectively. 
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• (-5* NSL) 
8.0 

NSL+5 

Fig. 9: Percentage variance isolines of the storm surge 

measuring period of December 13th to 14th, 1973 
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At the measuring position 100 m from the coastline the relationship 

between tide level and certain percentage isolines is not quite clear: 

The amount of 50 % of the total energy seems to be constantly present at 
frequencies lower than 0.2 Hz whereas there is a fluctuation in the 90 % 
isoline. 

At position 85 m, however, those two isolines show significant correla- 

tions to the tide levels: Exclusively at very ni9n tide levels at least 

90 %  of the total energy are present at frequencies between 0 and 0.5 Hz, 
and in correspondence with low tide levels 50 %  of the total energy 
require a wider frequency band, i.e. frequencies up to 0.36 Hz maximum. 

The evaluations of the synchronous measurements of 4 pressure devices on 

January 20th and 23rd have been carried out in a similar manner. Contrary, 

however, to the plots of the storm surge data in Figures 10 and 11 the 

changes are shown as functions of the shoreline distance. 

During the measurements on January 20th at position 128 m nearly the 

total energy (more then 99 % of a = 1097.64 cm ) is present in the 

frequency range 0 - f - 0.5 Hz. With the waves approaching the shore 

the energy continously decreases. 

On January 23rd the energy at the farthest offshore position is only 

about half as much but similar to the above mentioned appearences there 

is an increase of energy nearer to the shore (at pos. 100 m). 

5. CONCLUSIONS: 

In consideration of the surf phenomena detected from strip chart records 

of the storm surge measurements (see B0SCHING 1974) in generell it can 

be stated that at low tide levels the energy present in surf spectra is 

distributed over a wider frequency band. This statement is in accordance 

with 

a)  the results of a theoretical investigation on the deformation 

of sinusoidal waves increasingly deformed (steepened) by 
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0      20 
STATION 

Fig. 10: Coast normal wave energy decrease 

on January 20th, 1974, 11.44 a.m. 

Percentages of the 

energy present in the 

frequency range 

0 - f - 0.78 Hz 

0      20 
STATION 

Fig. 11: Coast normal wave energy decrease 

on January 23rd, 1974, 00.55 a.m. 

Percentages of the 

energy present in the 

frequency range 

0 - f - 0.78 Hz 
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decreasing water depth. SCHULEJKIN (1956) found out that 

the energy associated with higher harmonics increases at 

the expense of the fundamental oscillation. 

b)  The decomposition of original waves into two or more 

waves (solitons) reported from wave tank investigations 

by GALVIN (1972). 

Comparing surf energy spectra and respective strip chart records of the 

storm surge measurements for the present case it can be stated that un- 

broken waves are characterized by spectra in which at least 90 % of the 
energy is represented by FOURIER components in between 0 and 0.5 Hz. In- 

creasing destribution of energy densities over a wider frequency band 

at first stands for breaking and finally signifies broken waves. 

The statement is in accordance with the measurement on January 20th, 1974 

(see Fig. 10) but for the measurement on January 23rd it demands for the 

instability of the waves to have occured seaward of position 100 m (see 

Fig. 11). Thus it can be concluded that the interpretation of the wave 

deformation (see Fig. 7) has to be changed in such a way that the wave 

trace at position 100 m already represents breaking waves - probabely 

spilling breakers. 

As far as the energy increase in upbeach direction is concerned, it is 

obvious that this increase is due to Fourier components of frequencies 

higher than 0.3 Hz emerging at relatively low water levels. On the 

other hand at minimum water depth (before and after the last high tide 

of the storm surge measurement) there is another energy increase in the 

frequency range 0 - f - 0.12 Hz (curve © , Fig. 8). 

Apparently this is in accordance with the shifting of peak energy den- 

sities to lower frequencies in line with coastward or tidal dependent 

water level decrease (see S0NU et al 1974 and B0SCHING 1974). 
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In the following an explanation of the temporary energy increase in the 

upbeach direction is presented. Fig- 1 shows the investigation area on 

the isle of Sylt with a bar located offshore perpendicular to the coast. 

Although this bar is relatively far away from the beach it can not be 

excluded that some phenomena result from it even on the beach: 

The higher energies may be explained by refraction effects (interference) 

in such a manner that breaking waves are focussed on a special point in 

the measuring profile. The position of this point, i.e. the distance 

from the shoreline depends an the water depth present. This explanation 

is in agreement with visual observations. Frequently wave systems of 

little differing directions of propagation could be watched thus pro- 

ducing cross surf. Accordingly on January 23rd a focal point must have 

been near position 100 m whereas on January 20th at a higher tide level 
broken waves collided coastward of position 85 m and therefore could 

not be registered by the pressure devices. 

As concerns the intensity of the interfering waves another conclusion 

can be drawn from the above mentioned previous study: 

In Fig. 12 the resulting wave directions calculated from orbital velo- 

city components (via transfer functions) are shown for the storm surge 

measurements on December 13th and 14th at position 85 m together with a 

levelling curve also describing the changes of the wind directions. In 

the study under consideration (BOSCHING 1974) an explanation of the 

deviations from the mean line could not yet be given. 

If, however, those deviations are compared with the fluctuation of wave 

energy present at position 85 m (see Fig. 8) a rather good correlation 

turns out until December 14th, 8.00 a.m. 

As this agreement also would be significant after 8.00 a.m, if the 

amount of energy due to long periodic wave run up (just before and 

after the last high tide level) would not be considered, it might be 

concluded that the indicated variations of velocity directions result 

from the differing intensities of the contributing wave systems caused 

by refraction. 
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ABSTRACT 

A laboratory and theoretical study of the transition from strongly 
reflected surging to dissipative plunging breakers on a relatively steep plane 
beach (1:8) has revealed the following: (1) The run-up and offshore variation 
of sea surface elevation of surging waves are well predicted by linear theory. 
(2) The fluctuating part of the run-up (related to the amplitude of the reflec- 
ted incident wave) reaches a maximum value; a further increase in incident 
progressive wave energy results in increased dissipation. (3) Subharmonic 
edge waves (the growing instabilities of surging waves) are driven primarily by 
the swash motion, which does not increase with increasing incident breaking wave 
height. However, the turbulence accompanying incident wave breaking, and the 
effective eddy viscosity, rapidly increases with increasing breaker height. As 
a result, subharmonic resonances do not occur with spilling or steep plunging 
waves; very strong viscous effects suppress the nonlinear instabilities. (4) 
edge waves generated by a surging incident wave can be suppressed by superimpos- 
ing an additional breaking wave of different frequency on the incident wave 
field. Thus, any excited edge waves are likely to have length scales at least 
the order of a surf zone width. 

INTRODUCTION 

The shoaling and breaking of a regular train of surface waves has been 
the subject of many extensive experimental investigations. However, the primary 
interest has been in waves which break by spilling or plunging and surprisingly 
little attention has been given to surging, or collapsing, waves. Surging occurs 
when the reflection from the beach is strong, and the interference between the 
incoming and reflected waves results in complex patterns of elevation and veloc- 
ity markedly different from the essentially monotonic changes in wave height 
associated with spilling waves. 

Surging waves, and the transition from surging to plunging, are of 
interest for several reasons. One is the suggestion that steady, wave-induced, 
bottom currents having convergences associated with either nodes or antinodes of 
a standing wave component, are responsible for the formation of offshore bars. 
However, except for the field work of Suhayda (1974) involving a complicated 

560 
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spectrum of waves, there is little data to support the theoretical location of 
nodes and antinodes. A second motivation for a more detailed study of wave 
surging involves the resonant generation of edge waves. It has been shown 
theoretically that completely reflected, monochromatic, incident waves are un- 
stable to edge wave perturbations (Guza and Davis, 1974; Guza and Bowen, 1975). 
Qualitative laboratory studies (Galvin, 1967; Guza and Inman, 1975) show that 
the edge waves excited by nonlinear interaction may have amplitudes at the shore- 
line more than twice as large as surging incident waves. However, as the incident 
wave amplitude is increased and the waves break by plunging, the resonance ceases 
and the edge waves disappear. In order to understand why the resonance ceases, 
it is clearly necessary to have a detailed understanding of the incident wave 
behavior. 

Before considering the complexities which arise in three-dimensions due 
to edge waves, it is useful to first consider the two-dimensional case. In 
section II, a linear model is formulated for normally incident waves, partially 
reflected from a plane beach. This theoretical model is found to be in close 
agreement with laboratory measurements of sea surface elevation, seaward of the 
break point, when the coefficient of reflection, r, is greater than about 0.3. 
For lower reflections, that is steeper incident waves, nonlinear effects become 
significant. 

In the experiments described in section III, the width of the wave basin 
is adjusted so that edge waves generation becomes possible. The two-dimensional, 
monochromatic, incident waves can now force edge waves at the subharmonic a/2 
of the incident wave frequency 0. Measurements show that these edge waves also 
have an offshore variation very close to that predicted by linear theory. The 
equilibrium amplitude of the edge waves was determined for various incident wave 
conditions, and the disappearance of the resonance with increasing incident wave 
amplitude was investigated in detai.l. Additional experiments superimposed a 
second wave train on a resonant situation so that the effects of a surf zone, not 
associated directly with the primary incident wave of the resonance, could be 
examined. 

II. TWO-DIMENSIONAL WAVES 

Linear Theory 

When waves approaching the shore are reflected by a beach they propagate 
from water which is effectively infinitely deep, to zero depth and then back out 
into deep water. Although exact linear solutions for this problem are known, 
they are extremely cumbersome, especially for small beach slopes (Stoker, 1947). 
Simpler linear theories exist, but none provide a satisfactory description of 
the total motion even if frictional effects are neglected; different approxima- 
tions apply for deep and shallow water. 

Clearly, at the shoreline and for some distance offshore the appropriate 
approximation is provided by linear, shallow water theory. The solution for a 
wave, frequency a, partially reflected from a plane beach of slope tane is 
(Lamb, 1932; Suhayda, 1974) 
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*  = a    IVX) sin0t + Vx' C0Sat + r {VX' s•(at  " e) " Y0(
x) cos(at - 8)}  (1) 

2  4a2x where x = - t   , a$ is the amplitude of the incoming wave, r the reflection 
coefficient and e a phase shift in the reflected wave, x is positive in the 
offshore direction with the shoreline at x = 0. 

Offshore, in deeper water., the slowly varying Stokes solutions are valid, 
where in water depth h 

d   adg cosh k(z + h) ( ,  fx -,     ,  fX 
*  = ~a cosh kh  lcosl I k dx + * + at\  + rcos[ I Wx + * - at + 8 

-1/2 provided a2 = gk tanh kh, and a<j = a„(tanh kh + kh sech2 kh)  ' ; where a„ 
is the amplitude of the incoming wave far offshore (kh •* ») and ip is a constant. 

Friedrichs (1948) showed that the shallow water limit of the Stokes sol- 
ution and the offshore limit of the shallow water solution smoothly match together 
at intermediate depths if appropriate values of as and ijj are chosen. Then 

, lim a^."V4 

=   lim<t>s   •=   lim<f>     =     cos(x - i + at) + rcos(x - | - at + e) 
x + <»  hi1* »   °^ 

A general solution on a sloping beach, valid everywhere is given by 

$ = <fs + »d - $lim 

where if *  or $  are outside their range of validity they are cancelled by 
$l.im leaving the other as the only contribution in the relevant region. We note 
that the linear Stokes progressive wave solution (equation 2, r = 0) may be 
improved upon by adding a linear correction term of O(tane) (Chu and Mei, 1970). 
This correction term smoothly matches to a higher order expansion of the shallow 
water Bessel function solutions (eq. 1), and it appears possible to produce a 
matched asymptotic solution which is an arbitrarily good approximation to the 

(2) 

where    h*   =   a-f-   =    ff2x
g
tane (3) 

if   as = a„(ir/2 tans) and   * = - ir/4.    In the matching regions   x >> 1 = 
h* « 1, so that 

tan2e « h* « 1 (4) 

For a wave totally reflected at the shore, a purely standing wave, the ratio of 
the wave amplitude at the shoreline to that in, deep water, given by equation 3, 
is equivalent to the amplication factor known f(rom the exact solution (Stoker, 
1947) if the beach slope is small (B = tang = sing). 

(5) 



RESONANT INTERACTIONS 563 

exact linear solution. However, a comparison of the sea surface elevation given 
by the exact linear (Stoker, 1947) and smoothly matched solutions on a 6° slope 
shows insignificant differences between the two, and suggests that little is to 
be gained by linear improvements on equation 5. The marked profile asymetry 
attributed to linear O(tanp) corrections by Biesel (1952) and Gaughan and 
Komar (1975) do not appear in the exact solution. The applicability of eq. 5 
is limited because nonlinearities are neglected, and it is not likely to be a 
particularly good representation of the wave field right in to the break point 
unless r is large. The larger wave steepnesses which lead to smaller values 
of r produce plunging or spilling breakers whose size is generally under- 
estimated by linear theory (Komar and Gaughan, 1972). However, the present 
experiments show that eqs. 1-5, are satisfactory up to breaking if r > 0.3, 
which does include part of the regime in which waves break by plunging. Figure 1 
shows the normalized local sea surface displacement for a fully reflected wave 
(r = 1, e = 0) calculated from both the shallow water and Stokes solutions for 
three different beach slopes. Offshore the shallow water solution diverges 
from the correct solution, errors in amplitude > 5t  occurring for h* > 0.25. 
The phase of this solution diverges at even smaller values of h* (phase errors 
tend to be cummulative) and on small slopes may become large where the amplitude 
is still well predicted. The parameter which limits the offshore validity of 
the shallow water solutions is h* = o2h/g, not the scale depth which actually 
appears in the solution h* tan"2s. Consequently the shallow water solutions 
are valid much further seawards on beaches of gentle slope. As a rough rule, 
the shallow water solutions are valid for h* < 0.1. 

It is evident in Figure 1 that, regardless of beach slope, the linear 
Stokes solution will correspond very closely to the matched solution except in 
the immediate .vicinity of the shoreline. Here, however, the discrepancy is 
serious; the solution has a singularity of order h*~i and cannot provide a 
reasonable value for the amplitude at the shoreline in terms of deep water con- 
ditions. Higher order solutions (both linear and nonlinear) for the Stokes wave 
have even stronger singularities at the shoreline. 

It is perhaps worth noting that although the linear shallow water and 
Stokes1 solutions match smoothly together, their higher order, nonlinear terms 
do not. To provide a uniformly valid non-linear solution an additional inter- 
mediate zone governed by nonlinear equations of the Kortweg-De Vries type on a 
sloping beach is probably needed. Fortunately, waves which are strongly reflec- 
ted are of low steepness and nonlinearities are negligible everywhere except on 
the beach face. Figure 2(a), discussed more fully later, shows the measured 
values of sea surface elevation for totally reflected waves of three different 
periods, which are in very good agreement with the theoretical estimation derived 
from the linear theory (eq. 5). 

Partial Reflection 

Carrier and Greenspan (1958) used the fully nonlinear, inviscid, shallow 
water equations to study the maximum possible size a standing wave can attain on 
an impermeable sloping beach. A review of their work, and of the general problem 
of waves on a sloping beach is given by Meyer and Taylor (1972). Carrier and 
Greenspan found that a standing wave solution is possible if 

a„a2 

e • ?W - 1 <6> 
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Figure 1. Theoretical local standing wave displacement (a) normalized by off- 
shore amplitude (2a„). Stokes solutions are valid offshore, while shallow 
water solutions properly describe the run-up. 
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where 2a0/tan8 is the total horizontal excursion of the swash, and a0 = 2as 
(eq. 1; r = 1.0, e = 0) is the standing wave amplitude away from the immediate 
vicinity of the shoreline. Munk and Wimbush (1969), coincidentally, obtain the 
same limit condition (eq. 6) using linear theory. If e = 1, the standing wave 
is of maximum possible size, the nonlinearities producing considerable distor- 
tion of the wave profile; in the run-up the Fourier amplitude at frequency 2a 
is theoretically about a quarter of the amplitude of the motion at a.    However, 
for nonbreaking waves the maximum horizontal displacement of the shoreline, 
2a0/tanB, is exactly the same as presented by the linear standing wave solution 
with amplitude a0. Thus, if the waves are nonbreaking and the effects of vis- 
cosity and percolation on the beach face are small, a measurement of the horizontal 
displacement of the shoreline provides an appropriate value of a0 to compare 
to offshore measurements where the wave is essentially linear. Away from the 
immediate vicinity of the shoreline, the nonlinear shallow water standing wave 
does not differ appreciably from the linear solution and (3) provides the 
appropriate patching. The deep water condition for a standing wave which will 
not break at the shoreline is therefore that 

2a o2 r TT u   5/2 
rJ tan"  6 < 1 (7) 

that is, incoming progressive waves amplitude a„ in deep water will be totally 
reflected provided (Meyer and Taylor, 1972). 

a«,°2      1    -5/2 
ei    =     — (2TT)

2
 tan ' B <  1 (8) 

This result differs by a constant factor of about two from the formula 
of Miche (1951) which has been commonly used (Moraes, 1970; Suhayda, 1974; and 
others) to estimate the maximum amplitude of an incoming wave which will be 
totally reflected 

Y~ (2^)* fk siV% < 2 (9) 

For small 6, Miche's formula therefore implies that complete reflection may 
occur provided £j < 2. For e-j > 2 Miche assumes the wave is partially 
reflected and that the reflection coefficient r decreases with increasing e-| 

r - fr •  *i >2 

Now the offshore amplitude of the wave reflected from the beach is ra^ so 
2ra  firii   5/2 

tan"  3 = re. (10) TM-a1 

and the Miche hypothesis is 

. ei 
er " Z/e. 2. (11) 
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Battjes (1974) has suggested a similar expression based on a shallow water para- 
meter similar to E (eq. 6). There is, however, no allqwance for the tan'ig 
(theoretical) amplification in shallow water (3), so Battjes deep water reflec- 
tion parameter differs from (10, 11) by tan-zg 

*r " 0^787 tan-e : Ei > °-787 tan"^ °2) 

The formulas (11, 12) are numerically identical when g = 8.8°, and both follow 
from the assumption that when wave breaking occurs, the wave field outside the 
breakpoint (or surge line) consists of an incoming progressive component plus a 
standing wave of the maximum possible amplitude which can occur without breaking. 

Field Observations 

The idea that the surf zone can be represented as the sum of a standing 
wave of some maximum amplitude, and an incoming progressive component which decays 
shoreward of the break point, suggests that the motion at the shoreline is 
determined primarily by the standing component and should be given by 

V2 
e
 = g-S55B = C°nStant = ec 

Therefore, if an incident wave field consists of several narrow banded components, 
the energy spectrum of the wave run-up (vertical) 

E(o) £ a/ = g^tan^s o-* e* (13) 

provided the wave components behave, at lowest order, as independent (linear) 
waves. Although the assumption of independence seems a gross approximation with 
the breaking bores observed in real surf zones, field observations do seem to 
show a region in the run-up spectrum where the energy varies as a~k  (Huntley, 
Guza, and Bowen, in press). 

An immediate question is whether this agreement provides real support 
for the conceptual model of the surf zone and run-up as a simple sum of standing 
and progressive waves which is implicit in the formula for reflection coeffic- 
ients. If so, then measurements of shoreline displacement should give the size 
of the standing wave component and hence the amplitude of the wave components 
reflected from the beach. The critical relation is then between the wave ampli- 
tude at the shoreline and the wave amplitude seen in the reflected wave outside 
the breakers. Clearly, a first look at this relationship will be most easily 
obtained in the laboratory. 

Laboratory Experiments 

To investigate the relevance of the various theoretical suggestions,, 
detailed laboratory measurements were made to: (i) check the limits of appli- 
cability of the matched linear solutions (eq. 5) for fully and partially reflected 
waves; (ii) determine the criteria for the onset of breaking in terms of the 
parameters e and e^; and, (iii) to compare the behavior at the shoreline with 
the reflection coefficients determined from the observations offshore. 
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Experiments were conducted in the 15.2 m x 18.2 m wave basin at the 
Hydraulics Laboratory at SIO. The beach was a concrete sloping section (B = 7 ) 
extending from the shoreline end of the basin for 8.7 m, the depth being constant 
(65 cm) for the 5.1 m between the toe of the beach and the plunger type wavemaker. 
The width of the working area was adjusted so that no subharmonic edge waves 
could be excited by the incident waves. Incident periods of 2.39, 2.76 and 3.39 
sec. were studied in detail. 

Measurements of sea surface elevation were made with a sensitive resis- 
tance gauge from the beach toe to as shallow water (^  TO cm) as the gauge design 
allowed. The records were either filtered to remove higher harmonics before the 
wave amplitude was measured or, equivalently, Fourier analyzed to obtain spectral 
coefficients. The offshore measurements, therefore, relate linear theory to that 
part of the wave field at the primary frequency. Ideally, it is possible to 
measure only the total wave height, and to allow for the harmonics with higher 
order Stokes theory (Goda and Abe, 1968; Moraes, 1970). However, in real lab- 
oratory experiments, a wavemaker producing the primary wave at a,  will in general, 
generate free waves at harmonics 2c, 3a, ..., even if the wavemaker motion is 
perfectly simple harmonic (Madsen, 1971). As the free harmonic waves and Stokes 
corrections are dynamically distinct, having different wavenumbers, they are 
affected differently by reflection and viscosity, and the total motion a 2a may 
therefore be a complicated combination of standing and progressive waves of two 
different wavenumbers. Fortunately, the total Fourier amplitude of 2a was 
generally small compared to a, and the harmonic free waves probably had little 
effect on the overall wave dynamics. They may, however, provide some errors in 
the run-up and run-down measurements (done with a meter stick). 

To eliminate as far as possible the effects of general boundary dissipa- 
tion not associated with wave breaking, estimates of reflection are based on 
measurements of sea surface elevation made in shallow water on a rather steep 
beach (tane = 0.123). On very gentle beach slopes viscous effects will invali- 
date the amplification factors predicted by inviscid theory, and measurements 
in relatively deep water will always indicate less than complete reflection. 
Moraes (1970) clearly shows lower coefficients of reflection at small B for 
similar values of <=n-. We did some qualitative experiments with 1.5 sec waves 
on a 15 m long 2.3° beach and found (based on offshore measurements) relatively 
low coefficients of reflection no matter what the value of e-j. This is to be 
expected since gentle beach slopes result in a large zone of shallow water waves 
with high shearing (short wavelengths, Figure 1) and dissipation. 

Figure 2a shows some typical measured amplitudes of the primary frequency 
wave normalized by the amplitude at the shoreline, a0, where 

2aQ = R tans (14) 

and R is the horizontal displacement on the beach face. These very closely 
fit the theoretical profile for a completely reflected wave, as expected since 
e = 1. The values of a and hence ei, were computed by fitting the offshore 
points to eq. 5 (here r = 1, e = 0). The close correspondence between e and 
e-j shows that for completely reflected waves, the amplification at the shoreline 
relative to deep water, is correctly given by 

ao = ^ • ^MHBF 
= 7-Ma»      °5) 
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Figure 2a. Measured standing wave displacements (a) compared to linear theory 
(eqs. 1-5, r = 1, e = 0). Complete reflection occurs because e < 1. 
Ei = 0.49, 0.99, 0.66 for T = 3.38, 2.76, 2.39 sec. 

This remains true and the waves are essentially completely reflected provided 
e, e-j < 1 as predicted by Carrier and Greenspan (1958). When t\ >  1 the 
incoming waves are partially reflected. Figure 2b shows data from several 
experiments where r % 0.4, the agreement between observations and linear theory 
is emphasized by the superposition which occurs when experiments of different 
wave heights and periods are properly scaled. There is some variation of z\ 
with T for the same value of r.  Figure 3 shows a series of experiments for 
wave period 2.39 sec. where the deep water wave amplitude is the only variable 
which is changing and provides the corresponding increase in e-j. Generally, 
the results are well predicted by linear theory for ei < 6. At larger values 
the amplitude variation with distance from the shore departs markedly from the 
theory both in the position and in the relative size of the antinodes outside 
the surf zone. It is clear that finite amplitude effects must eventually become 
important both directly in the solutions to the wave equations and indirectly 
through second order effects such as wave set-up. However, there is a suggestion 
in Figure 3 that the phase shift of the nodes and antinodes increases roughly as 
the width of the surf zone. Interactions between incident and reflected bores 
may also contribute to the discrepancy. 

1                  1                  1 

P-T             T 6; 
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Figure 2b. Measured sea surface displacements (a) of partially reflected waves 
compared to theory (eqs. 1-5, r = 0.4, e = 0). The agreement is good right 
up to the break point, x? = 10. 
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Figure 3. Measured wave displacements (a) for T = 2.39 sec, and various aa, E^. 
=     +     X     A    0    A   I 

e.j    0.66    1.3    2.1    3.0  4.24  6.9  8.2 
r    1.0    0.8   0.55   0.4  0.26 
6      0      0     0     0  0.25 

The reflected wave amplitudes are shown in Figure 4 in terms of er, see 
eqs. 11-12, with r = er/ei- Tne Miche reflection prediction (11) is frequently 
reduced by an "intrinsic" reflection factor which varies according to roughness 
of the reflecting surface, ^ 0.8 for smooth surfaces, the maximum £r is then 
1.6. It is emphasized that although Carrier and Greenspan (1958) provides sound 
theoretical insight into the maximum possible amplitude completely reflected wave, 
there is no basic theory which predicts the variation in the reflection coef- 
ficient with increasing e-j (eqs. 11-12 are essentially empirical). The 
experimental data (Figure 4) suggests that the offshore standing wave amplitude 
continues to increase with increasing e-j past the range of total reflection, 
ei = 1, reaching a slight maximum when e-j = 2.5. It is clear from Figure 4 that 
Miche's concept of a standing wave of constant amplitude provides a reasonable 
approximation to the data in this range of Ei- However, although the wave begins 
to break at £-,- - 1, this does not impose an immediate upper limit on the ampli- 
tude of the reflected wave and the standing wave of constant amplitude with 
2<ej < 6 is not the amplitude of the maximum size standing wave which can occur 
without breaking, er ^ 1. 

The horizontal displacement at the shoreline R gives a measure of a0 
(eq. 14) and £ (eq. 6) as a function of £i (Figure 5). For £, < 1, 
E = E1 = cr  (Figure 2a) and the motion at the shoreline is completely explained 
by the excursion of the standing wave at the shoreline; for 1 < ei < 2.5 the 
swash motion continues to be appropriate for the offshore standing wave associated 
with the partially reflected wave. However, for e-j > 2.5 the motion at the shore- 
line (e) continues to slowly increase although the reflected wave (er) estimated 
from wave conditions outside the surf zone tends to decrease slightly in amplitude 
(Figure 4). For very large values of e-j, £ appears to reach a maximum value of 
about 4 (Fig. 5). The odd E-J axis on Fig. 5 (linear when E-J < 10) emphasizes 
the detailed studies for e, i  10 and is intended to show qualitative behavior for 
larger e-j. Although the measurement of run-up and particularly run-down is somewhat 
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subjective, these results are substantially different from those reported by 
Battjes (1974) where e ~ 1.26 is suggested as a reasonable fit to data 
obtained on steep beaches. However, at the same time Battjes has proposed that 
reflection takes place as a standing wave where 

er = 0.787 tan"^B 

For very steep beaches this may be small but even when tang = 0.123 (1:8) this 
requires er = 2.3 (Figure 4). For gentler slopes, Battjes requires er to 
become large, reaching 4.0 for the 2.3° slope used for some of the data in 
Figure 5. 

Figure 4. Nondimensional reflected wave amplitude (er) as a function of incident 
wave (e-j), based on data seaward of breakpoint as in Figures 2a, b. 

 . Battjes (eq. 12) 

Z^T    Miche (eq. 11) 

Figure 5. Swash parameter e = a0u
2/gg2 versus offshore incident wave parameter 

e-j (eq. 8). Note the ei axis is linear for ei * 10, and log for e^ > 10. 
"Uw 'a>-   "-• "-•• •- • -•  — •- 

'•j axis is linear for ei ^ 10, and log for 

•     X      0     A     o 

T (sec) 3.06 2.48 3.38 2.76 2.39 1.00 
tang 0.04 0.04 0.123 0.123 0.123 0.123 



RESONANT INTERACTIONS 571 

In the present experiments £ and er are very much the same size for 
Ei < 3, the run-up and down being primarily determined by a standing wave at 
the incoming wave frequency. For e-j > 3, e tends to increase while er 
remains steady, or slightly decreases. The ratio of the wave amplitude at the 
shoreline to the amplitude offshore will be effected by set-up, but other non- 
linear effects are probably more significant and e may reflect the contributions 
of the various free and forced harmonic frequencies 2a, 3a, etc. to the swash 
on the beach. 

III. EDGE WAVE EXCITATION 

Normally incident waves strongly reflected at the shoreline are known to 
be unstable to perturbation by edge waves; edge waves can grow by extracting 
energy from the primary incident wave via a nonlinear interaction (Guza and 
Davis, 1974). The edge wave with the most rapid theoretical growth rate, and 
the experimentally observed wave, is a zero mode subharmonic having velocity 
potential 

e   ae9   "kex 
<l>  = — e   cos k y sin(a t + e) 

(16) 

where       a  = |- , and a| = g kgtanB 

Various experimenters (Galvin, 1965, 1967; Birchfield and Galvin, 1975; Guza 
and Inman, 1975) have qualitatively determined the final steady state edge wave 
amplitude as a function of incident wave parameters and beach slope. In all 
these experiments, the edge wave amplitude was determined through measurements 
of the swash. At an edge wave antinode, the run-up of the incident wave is 
alternately in and out of phase with the edge wave, so the difference between 
successive uprushes gives an approximation of the edge wave amplitude at the 
shoreline, a . 

(R2 - Rjtang 

where Rj, R2, are the maximum (horizontal) shoreward intrusions of successive 
incident wave uprushes. Thus, the existing edge wave amplitude estimates are 
based on measurements at the shoreline where nonlinear distortion and viscous 
effects may be significant. In the present experiments the edge wave amplitude 
is measured as a function of offshore distance and the exponential (e"'<ex) decay 
verified. The offshore amplitude measurements qualitatively agree with the 
swash observations, especially at low amplitudes. However, when the incident 
waves break by plunging the swash measurements tend to give too low a value for 
the edge wave amplitude. 

The incident wave amplitudes were also not well determined in the previous 
experiment; Guza and Inman (1975) measured the fluctuating part of the run-up, 
R, (with no edge waves present) and determined ae as a function of e.  How- 
ever, e is not linearly related to e-j, the incident wave parameter in deep 
water (Figure 5), so there is some ambiquity as to the amplitude of their 
incident waves. Galvin (1967) measured only "wave height at the toe of the 
beach". If reflection is significant, it matters whether the measurement is 
near a standing wave node or antinode. Birchfield and Galvin (1975) present 
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incident wave data as the "amplitude of the primary wave at the shore" but 
obtain values of e % 9, which is much larger than observed elsewhere; perhaps 
they refer to the incident wave amplitude at the break (surge) line. Here, we 
have taken the incident waves studied in detail in II, altered the basin width 
to allow edge wave excitation, regenerated the same incident waves, and measured 
the wave field with edge waves present. 

The incident waves, periods 2.39, 2.76, and 3.39 sec. studied in II now 
generate subharmonic edge waves, periods 4.78, 5.52, and 6.78 sec. whose wave- 
numbers ke satisfy the boundary conditions of no flow through the side walls 
separated by distance b, 

ke = F"  * m inte9er t17> 

for m = 2, 3, and 4 if b = 8.8 m. Measurements were made at various distances 
offshore at a longshore position corresponding to an elevation antinode of the 
edge wave. The wavemaker conditions were identically of those of II, so the 
form of the incident wave prior to edge wave growth, is known; theoretically, 
the incident wave may be substantially modified by the interaction with the 
edge wave. 

-k x 
The measurements of edge wave amplitude show the e e  decay expected 

from (16), and hence provide a measurement of ae, the edge wave amplitude at 
the shoreline. It is useful to also express ae in a dimensionless form ee 
where , 2 

- Ve 
ee   g tanzp (18) 

Figure 6a shows the observed variation of ee, as a function of the incident wave 
conditions defined by e^. The edge wave resonance disappears when e-j > 8 
for wave period 2.39 sees. The paddle was not powerful enough to make incident 
waves of the longer periods large enough to suppress the resonance. The 
T-j = 1.0 sec point from Galvin (1967) is based on the amplitude at the beach 
tow, acceptable in this case of large e-j, and minimal reflection. 

Galvin's (1968) classification of breaker type is (Battjes, 1974, gives 
similar criterion) 

H. 
surging-collapsing 

0.09 < ~-r   < 4.8      plunging (19) 
Lo6 

H 
4.8 < j-9^- spilling 

Lo6 

and when e-j £ 10; H0/L0$
2 %  0.44 and the resonance ceases near the low steep- 

ness end of the plunging wave regime. 

Figure 6b shows ee versus e (the incident wave run-up parameter) and 
indicates that resonance ceased (Tj = 2.39) when e £ 3.2. Guza and Inman (1975) 
present similar results for a range of periods and beach slopes, their edge wave 
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amplitudes are qualitative, being based on a swash measurement rather than 
detailed measurements offshore. Some maximum values of e for which they 
observed resonance are shown (I— a—I, l-b—I) indicating that emax decreases 
with decreasing slope and period. 

ojfi" 

Figure 6a, b. Nondimensional edge wave amplitude ee (eq. 18) versus nondim- 
ensional incident wave offshore (e-j) and swash (e) parameters. Solid line 
is theory (eq. 21), independent of Ti for Cv = 0; Cv = 3 corresponds to 
T = 2.7 sec. 

T(sec) 
tang 

X 0 A a a b 
3.39 
0.123 

2.77 
0.123 

2.39 
0.123 

1.0 
0.149 

1.9-2.4 
0.1 

2.7-3.1 
0.1 

The theory of edge wave excitation by completely reflected incident 
waves is based on a weak nonlinear interaction formalism using the shallow water 
approximation for the incident wave (Guza and Davis, 1974; Guza and Bowen, 1976). 
The forcing of an initially small, zero mode, subharmonic edge wave by the 
incident wave results in an initial inviscid edge wave amplitude growth 

aQ = a ft = 0) eaeait , a = ( f(x) dx = 0.0169    (20) 
e    e )o 

where f(x) is a complicated function which expresses the spatial coupling 
bewteen incident and edge waves. Guza and Bowen (1976) have theoretically 
determined the equilibrium amplitude, based on the assumption that the incident 
wave is totally reflected (e = e-j). For a basin width and edge wave frequency 
satisfying (17) 

c|/E 7.871 - 0.203 d; + (2.9 x 10"3 - 3.79 x 10"2 d): (21) 

where = vC2/a a^ 
v e o 

and viscous effects have been modeled with laminar boundary layers and an 
effective viscosity, v', where 

C2v (22) 
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For clean water, smooth bottoms, etc., Cv = 1.0 and bottom boundary layers 
account for most of the damping. If v' is some constant, independent of ee, 
viscous effects determine the minimum incident wave amplitude which will excite 
edge waves but do not limit edge wave growth if it occurs. The edge wave growth 
is finally curtailed by finite amplitude effects, radiation and finite amplitude 
detuning (Guza and Bowen, 1976). The condition that nonlinear forcing can over- 
come viscous damping and initiate resonant growth is 

~2 rC
2v 

7.36 (23) ge2 { c-i J 

Figure 6b shows a comparison between the laboratory measurements and theory 
(eq. 21) for Cv = 0 (inviscid) and Cv = 3; using the observed shoreline values 
for a0 to calculate e. The agreement is good for e < 2.4 (corresponding to 
ei - 5, HQ/L03

2
 i  0.22). Above e = 2.4 the edge waves are generally smaller 

than predicted, the resonance disappearing altogether at large values. 

The existing theory is for totally reflected incident waves which do not 
break and it is not surprising that the observed edge wave amplitudes diverge 
from theory when the assumption of total reflection is violated. The presence 
of the progressive incident wave component, and the turbulence which dissipates 
its energy, have been neglected. We now consider these factors. 

The forcing of the edge wave by the incident waves, whether standing or 
progressive, is expressed as an integral over the entire fluid (eq. 20). It 
can readily be shown, however, that most of the resonant forcing occurs quite 
close to shore where the edge wave is large. When only a standing wave is 
present, a(20) reaches 50% of its total value when x2 = 8.0, and 70% when 
X2 = 12.8. Now when en- % 3.5, r £ 0.4, s % 1.8, the surge line is about 
X2 = 10 (Figure 2b). Therefore, when e-j is so large that significant dissipa- 
tion occurs, most of the edge wave forcing by the standing wave occurs inside 
the breakpoint, and is concentrated in the swash. Hence, e determined by the 
value of a0 measured at the shoreline will be assumed to give the edge wave 
forcing (eq. 20) by the standing component of a partially reflected incident 
wave. If the progressive incident wave component (whose amplitude after break- 
ing is proportional to the depth) is superimposed on the standing wave the 
integral in (20) might be recalculated. This simple, surf zone model is clearly 
related to Miche's concept of reflection, but is probably a gross oversimplifi- 
cation of the actual conditions. However, because the resonant forcing tends 
to occur very close to the shoreline where the progressive wave vanishes the 
integral in (20) might be almost unaffected and it seems that the edge wave 
forcing is not greatly altered by the progressive wave component. The hypo- 
thesis that the edge wave forcing is determined primarily by the swash parameter 
(e) implies that the forcing increases almost linearly with e^    when ej $2, 
increases more slowly when E-j > 2, and eventually reaches a maximum correspond- 
ing to e £ 4 (Figure 5). 

The edge wave damping, however, might be expected to increase dramat- 
ically with increasing <^, when <=i > 2. Significant incident wave breaking is 
beginning to occur, and the associated turbulence results in an "eddy viscosity" 
much larger than molecular viscosity. If the edge wave dissipation increases 
much more rapidly than forcing, then it would be expected that there is some 
maximum e-j for which resonance can occur; a simplistic model shows that this 
is indeed the case. 
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There is no generally accepted form for the eddy viscosity (A) in the 
surf zone, but the model of Battjes (1976) is certainly plausible; 

,1/3 

A = Mh(D/p) 

where D is the rate of energy dissipation of incident waves and M is a 
constant. For completely progressive waves 

3/2  3/2 
Dp = 0.31 pg ' h ' BY

2
 ; * < xB 

where the constant ratio between progressive wave height and water depth, 
Y = H/h %  1.0 on steep beaches. For partially reflected waves, the dissipation 
rate depends on the progressive component, and we take D = Dp(l - r)2 where 
r = 2/£i (Miche's form, Figure 4). The average (across the surf zone) eddy 
viscosity is then 

, ,1/3 "t/3       1/2 

A = 0.4M 0.31 Y2(1 - r)2   B  *B(
9V (24) 

Assuming that the eddy viscosity is determined by the breaking incident 
waves (eq. 24), and that the edge wave damping can be modeled (allbeit grossly) 
by replacing molecular with eddy viscosity, the average edge wave dissipation 
per unit longshore length is then 

„       5/2     ,    , V 
pa2 a   .1/2  XB  _2. 

D  =   e e   A        e ^kx dx (25) 
2./2S2       J0 

The surf zone width, and hence average eddy viscosity (eq. 24) and edge wave 
dissipation (eq. 25), depend on e-j. We take as an approximate fit to our data 

xl    -    0       e. < 2 

X^ - 4(e, - 2) e. > 2 

which results in 
1/2     1/6 2/3     1/3      3A  -(El-2)/2., 

De - Pa^ g2(8an.) '(0.4M)  (0.31Y
2)   B  [l - ~\       (ei-2.)  [l-e       j(26) 

The condition for any subharmonic edge wave excitation is that the rate of 
energy input from the incident waves (eq. 20) exceed the rate of dissipation. 
Thus, the maximum e-j which can generate edge wave occurs when (assuming Y = 1-) 

E - 3.8e-1/3(e, - 2)3/lfl - e-^i-2>/2lfl - 2_]1/3M1/2     (27) ^-Z^.e-^-^Kl-^H172 

Now the present observations (Figure 6) with B = 0.123tsuggest the resonance 
ceases when e Z  3, and e1 £ 10, which implies that M± *  0.1. Battjes (1976) 
has computed values of M from 20 longshore current experiments with fully 
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developed breakers on steep beaches and finds 0.55 < M5 < 1.34. Since the 
edge wave dissipation rate (26) is proportional to Hi,  M* % 0.1 implies a 
dissipation rate an order of magnitude less than with fully developed surf 
zones, but an order of magnitude greater than laminar damping. It is possible 
to use the eddy viscosity model to predict e as a function of e-\    (analagous 
to eq. 2, Fig. 5b) but this seems pointless in view of the unutterable crude- 
ness of the model. The crux of the matter is that if edge wave forcing is 
approximately constant (or at least the same order) for breaking and non- 
breaking waves, then the orders of magnitude increase in viscous effects due to 
wave breaking effectively suppresses the resonance. 

To look more closely at the idea that increased damping, rather than 
the changed form of the incident wave, is responsible for the absence of 
resonance, experiments were made in which an additional wave was superimposed 
on a resonant situation. Waves of period 2.76 sec of constant amplitude 
(ei = 2.16, e = 1.72), strongly reflected from the beach (r = 0.77) generated 
a subharmonic resonance f=e = 0.75 in the absence of any further waves, in good 
agreement with theory (Figure 6). Waves of 1.0 sec period were then super- 
imposed, the wave amplitude being measured in deeper water and a value of the 
breaker index, H0/L08

2 obtained, the beach slope being 0.123. Table 1 shows 
the disappearance of the basic resonance, in terms of the edge wave amplitude, 
as the size of the 1.0 sec wave is increased. Other experiments show this to 
be a general result, the particular mix of incident wave frequencies and 
amplitude in Table 1 but one of a multitude of possibilities. 

Table 1. Subharmonic edge wave amplitudes in the presence of high frequency 
waves of 1 sec period 

H0/L0e
2 (T = 1 sec)        0   0.74   1.6   2.2   3.0   3.8 

ee (Te = 5.56 sec)      0.75   0.76   0.73   0.62   0.18    0 

The question of how much incident wave breaking at other frequencies 
is needed to suppress a given surging wave resonance is unanswered, and presents 
great theoretical difficulties. However, it is clearly an important component 
in the problem of edge wave excitation by an incident wave spectrum. It seems 
likely that the most important factor will be the ratio between the width of 
the surf zone (regardless of which breaking waves introduce the turbulence) and 
the offshore length scale of the edge wave. The instabilities of relatively 
very long surging waves will be unaffected by very short breakers, where the 
surf zone, and hence band of increased viscosity associated with the chop is of 
small extent relative to the incident surging wave and excited edge wave wave- 
lengths. Field situations with offshore breaker bars, and a shoreward zone of 
reformed potential waves present an even complex problem. Very short edge waves 
will not "feel" the offshore turbulence! 

IV CONCLUSIONS 

The model of a surf zone as a simple combination of a standing wave of 
fixed amplitude plus a progressive wave (decaying shorewards from the breakpoint) 
seems to provide an accurate representation of the sea surface elevations and 
run-up for large reflectivities (r > 0.3). 

The nondimensional amplitude of the standing wave is not, however, 
determined completely by the condition of the onset of breaking, correctly 
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predicted by e = 1, but continues to increase to a value of about 1.6 (Figure 
4). This agrees quite well with Miche's (1951) empirical suggestion. As the 
incoming wave height increases, finite amplitude effects seem to complicate the 
general picture and the relationship between the swash motion e and er the 
reflected wave becomes less clear. 

The generation of subharmonic edge waves is known to be dependent on 
the breaker characteristics, the resonance disappearing when the incoming wave 
breaks cleanly (Galvin, 1965). Simple calculations suggest that the change is 
due to an increase in damping and not an alteration in the forcing itself, 
which seems primarily associated with the standing component of the incoming 
wave field. Experiments in which a surf zone is generated by a wave unconnected 
with the resonance, while the forcing remains constant, further supports the 
idea that the resonance is suppressed by the increase in the effective viscosity 
of the nearshore region. 

This has substantial implications for the existence of any edge waves in 
surf. To exist at all they must be strongly forced and are most likely to 
survive if their offshore length scales are large in comparison to the width of 
the surf zone. 
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ABSTRACT 

By wave breaking, an incident monocromatic wave is transformed to a wave 
composed of its harmonic frequency waves inside a surf zone. 

Based on a dimensional consideration, the "-1 power law ", the "-2 power 
law ", the "-2/3 power law " and the "-1/2 power law " on the wave height spec- 
trum ,H(f), are derived as sorts of equilibrium spectra. 

These spectra except"-l/2 power law" are shown to agree with experimen- 
tal data. 

1. INTRODUCTION 

The authors-'already revealed that 25% - 40%  of total wave energy was dis- 
sipated due to a bottom shear friction and a horizontal roller formed by a 
plunging breaker in a surf zone. 

Therefore, the turbulence with air entrainment will be thought to play 
an important role in the wave energy dissipation. It is necessary to measure 
an accurate time-history of water particle velocity in order to clarify the 
characteristics of turbulence, but, it will be impossible by lack of precise 
measuring instruments. 

Since a wave profile is thought to be an expression of turbulence after 
breaking, it will be expected that some features of turbulence can be deduced 
by analysing wave surface profiles. -,-, 

Inside the surf zone, as the authors already clarified/an incident mon- 
ocromatic wave is transformed to a complicated breaking wave composed of high- 
er frequency component waves due to non-linearity of breaking phenomenon, and 
dissipates its excess energy which can not be kept for wave motion. Therefore, 
the wave will be considered to reach some critical state for maintaining the 
wave motion. In this critical state, there will exist some sorts of critical 
conditions for wave height distributions of component waves. With this situ- 
ation,dimensional consideration is an efficient tool for deriving wave height 
spectral characteristics. 

2. DIMENSIONAL ANALYSIS 

The physical quantities to be considered in the dimensional analysis of 

580 
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wave height spectrum,H(£) are gravitational acceleration g. wave frequency £, 
still water depth h,density of water with air entrainraent? , molecular vis- 
cosity of water with air entrainment y*, and surface tension K as shown in 
Bq.(l), 

H(f) - f ( g , f , h , ?*, u*, K ) .  - (1) 

As the significance of these parameters changes according to four kinds 
of frequency range such as one of shallow water waves, deep water waves, cap- 
illary ripple waves and the frequency range in which viscosity is predominant, 
important physical parameters must be selected to fit the physical situation. 

Firstly, attension is paid to the wave frequency range associated with 
shallow gravity waves which satisfies the relation of f<fi, in which fi is 
given by Eq.(2) deduced from Eq.(3), 

fj -7 g / 4*h   ,     (2) 

h/Lo = 0.50      ,     (3) 

where, Lo is a wave length of deep water wave. In this case, the influence of 
surface tension K is unimportant. Furthermore, the direct effect of f* and y* 
is manifest in wave damping, and under the condition with which we are con- 
cerned, these two factors may be the second order terms and may be included 
in the non-dimensional coefficient of wave height spectrum. Therefore, in this 
region, three quantities such as g, f, and h are predominant physical factors, 
and wave height spectrum H(f) has a dimension^ L j, so that the following wave 
height spectrum is considered: 

H(f) = f (g, f, h,:y , u* ; ) , 
first    second 
order    order 

GnCJgh3"/(//?*))• S1/2- hV? f1  , 

(5) 

^^^•f1,        - (4) 

for f<f1(=/g7«h ) . 

2-,Next, consider the frequency range of f^<f <C fc, where fcis given by Eq. 

£ - 1  /.2JL.  .    (5) c  2/c /  K "• ' 

This frequency range corresponds to those of deep gravity waves and surface 
tension K is unimportant as the previous case, f  and u* are treated by combin- 
ing with h as the second order terms, then the predominant physical factors 
are g and f. Therefore, the following wave height spectrum is considered: 
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H(£) =f(    g , f ,    (U* ,  §*, hi)   , 

= G2(£hVVs*)) g- f"2 

c< g-£"2 , —-— — (6) 
for fx< f <£c 

In deep gravity waves, Michell '  gave the critical wave steepness as a 
breaking condition as shown in Eq.(7): 

( H/L )b - 0.142 .  ———- - — (7) 

_2 
By using the relation of L=(g/27t)f , the critical wave height H(f) is given 
as follow: 7 

H(f) =0.0226gf   .  ——— - (8) 

Comparing Eq.(6) with Eq.(8), the physical meaning of the dimensional analysis 
is clear and it may be pointed out that the wave height distribution is limited 
so as to satisfy a sort of critical wave steepness. 

As mentioned above, for a frequency range in which a restoring force is 
gravitational acceleration, the wave height spectrum H(f) consists of Eq.(4) 
and Eq.(6). By combining Eq.(4) and Eq.(6), the following expression may be 
possible: 

H(f) - G*(J&?/(»*/?)  ) gf"2( tanh(2chf2/g))1/2 , 

)1/2    . 
for f <f 

<xgf"2( tanh(2/Zhf2/g))1/2    ,         —-—(9) 

c 

For a frequency range of f <£,, the relation of (tanh(2xhf2/g))1/'2 ~(27thf2/g)1/2 

is established, and then, Hffjc^ghf"! is easily deduced. 
Secondly, aiming at the wave frequency(f^f^^ ) associated with capillary 

ripples, the influence of gravitational acceleration is ignored, where, fc is 
given by Eq.(5), and ffc is the highest frequency for which the surface tension 
is predominant. In this case, three factors such as f , K ,g*are very important 
physical factors and then the following wave height spectrum is considered: 

H(f) = £3( f , <?  , K ), 

= G3Kl/3s>*l/3£-2/3) 

<* K1/3 ^*1/3 f'2/3 ,    —„.-„.„(10) 

for fc<f < fk  , 

where, G, is a non-dimensional coefficient. 
Lastly, treat the very high frequency region( f>f^ ) in which viscosity 

of water is only predominant. In this case, we can select only three factors 
such as f , 5s* and u* as predominant physical factors. Therefore, the wave 
height spectrum given by Eq.(ll) is considered, 



BREAKING WAVE SPECTRUM 583 

H(£) - £4( £,J* , p* ), 

,1/2 ?A-l/2 £-l/2 

<x(uVj,*)V2. £-l/2 (11) 

for £>£k 

By summarising the above-mentioned wave height spectra given by Eqs.(4), 
(6),(10) and(ll), a wave height spectrum inside the surf zone may be expressed 
as shown in Fig.-l. 
From Fig.-l, it is 
easily understood 
that "-lpower law ",       ; 
"- 2 power law " ,"       : 

-2/3 power law " and       l 
" -1/2 power law " 
are established in 
turn as the frequency 
f increases in the 
wave height spectrum. 
The coefficients, G,-^ 
G4 express the levels 
of wave height spec- 
trum and their features 
must be examined by 
various kinds of ex- 
periment. 

3 EXPERIMENTAL STUDY 
Fig.-l. Schematic view of wave height spectrum. 

1. Equipment and 
Procedures 

Experiments were conducted to examine the characteristics of wave height 
spectra predicted by the dimensional analysis. In the experiments, an out-door 
wave tank in 0.65 m width, 0.95 m height,arid 50 m length was used. At one end 
of the wave tank was installed a plunger-type wave generator and waves were 
able to be generated in different periods and amplitudes. At the other end of 
the tank, four kinds of beach slopes such as 1/15,1/25,1/40 and a composite 
slope consisting of an approach ramp with 1/12 slope leading up to a horizontal 
surface, were installed. Experimental conditions are shown in Table-1. 

Wave profiles measured by a resistance-type wave gauge were recorded on 
magnetic tapes with 60 sec. periods and the data were sampled at each 1/50 sec. 
interval. Fourier analysis was carried out by FFT 4) method. 

For each experimental run, by using a high speed cine-camera(100«200 
frames/sec.), a breaking region was filmed through a grid on glass walls at the 
channel with the camera axis kept at a still water level. From these films, 
breaking points, breaking depths, domains of existence of horizontal rollers 
and the regions of air entrainment in breakers were decided. 
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2. Results and Discussion 

Fig.-2 shows a change of 
wave height spectrum during 
wave propagation in the hori- 
zontal bed. In Fig.-2, the 
upper figure shows the cha- 
racteristics of an incident 
wave, middle two figures are 
wave height spectra at a break- 
ing point and at X/L=1.07 inside 
the surf zone, and the bottom 
figure shows the wave height 
spectrum of a reformed wave 
after passing through the surf 
zone. At the breaking point, 
the wave is composed of high 
frequency waves against the 
monocromatic frequency of an 
incident wave, and harmonic 
frequency component waves of 
an incident wave frequency are 
predominant. Inside the surf 
zoneC 0<X/L<1„30), wave 
heights of the harmonic fre- 
quency waves grow larger than 
those of the incident wave and 
the reformed wave after passing 
through the surf zone. The re- 
formed wave has no higher fre- 
quency component wave differing 
from waves inside the surf zone, 

The fact that an incident 
periodic wave is transformed to 
a wave composed of its harmonic 
high frequency waves, shows the 
remarkable feature of breaking 
waves. Since wave breaking is 
non-linear phenomenon, waves in 
high harmonic frequency will 
grow due to non-linear terms of 
the wave motion. But , the effect of non-linear interaction among component 
waves may be small, because predominant periods of the component waves after 
breaking are, as mentioned above, harmonic periods of an incident wave period. 

Now, consider the relation between a measured height Hgx. and its Fourier 
component wave heights. The equivalent wave heights Heq. calculated by Eq.(lJ)) 
obtained with the Parceval theorem have good agreement with the measured wave 
height Hex. as shown in Fig.-3. This shows that the measured wave can be treated 
as the sum'of its Fourier component waves as follows: 

Hi (  plun ging 
breake 

Hi ) 'U= 0.H467 

1   c 1 

1   (c/ • ) 

wave n fron 

wave 

: of 

0.05^ J vi (-JV 

1 x/L ' 0    ( breaki 
po 

in 
int   ) 

J U ̂_A V i A A\   ^       , 

h 
< 1 1 1 

} 
\ ^ 

.A /A 
x/L . 1.07 

0.05 .A) A M 
x/L =  3.03 

1              ^              3             »           5             6            7             8 
f/f.              - "      '     - f   (c/s) 

Fig.- 2. Variation of wave height spectrum. 
C S - 0 ) 

eq. (.XZ H2 
J 

1/2 -(11) 

where, j=l-vVindicates Fourier component waves. 
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Fig.-4 and Fig.-5 show variation of wave height spectra plotted on 
log - log scale as waves propagate on a horizontal bed. Fig.-5 shows only 
predominant component waves,  fi = 3.3  (c/s)  and fc = 13.3 (c/s)  are obtained 
by Eqs„(2) and (5)  for waves shown in Figs.-4 and -5, and the domain of air 
entrainment X^/L is given to be 0^X^/1,^1.05 for the wave shown in Fig.-4 
and 04X/\/LSl.30 for the wave in Fig.-5 by the experiment. 

Fig.-4 and Fig.-S show that inside the surf zone with air entrainment, 
the slopes of wave height spectra are approximately proportional to " f-1 " 
for f<fi=3.3(c/s) and " f"2 " for f;]=3.3(c/s)<f<fc=13.3(c/s).  In cases of 
waves before breaking and waves after passing through the surf zone, however, 
the higher frequency component waves more than 5(c/s) can not be observed, 
and then, the slopes of wave height spectra are not proportional to " f-1 " 
and " f-2 " ( see Fig.-4 (a), (g) and (h), and points X/L=2.99 and 3.04 in 
Fig.-5 ). 

For the case of a spilling breaker , the slope of wave height spectrum 
at a breaking point is steeper than " f"2 " for 3.3(c/s)< f <13.3(c/s)in 
Fig.-4(b) and, at the point X/L=0 in Fig.-5(a). This isay be due to the reason 
that the turbulence of breaking is not saturated 5) all over the wave as 
shown in Fig.-6 and that the characteristics before breaking still remain. 
In the region such as X/L=0.322,0.523 and 0.775 in Fig.-4 where the turbu- 

lence of breaking is saturated, however, "-1 power law " and " -2 power law " 
are established as mentioned above. 

Figs.-7 and -8 show variation of wave height spectra plotted on the log- 
log scale on a uniform slope of 1/40 and 1/25 respectively. Fig.-9 shows a 
change of wave height spectrum of predominant component waves piled up on the 
same graph, where h is a still water depth and hb is a breaking depth. The 
characteristics of wave height spectra on uniform slopes are similar to those 
on the horizontal bed. As shown in Fig.-9, the slopes of wave height spectra 
are recognized to be nearly proportional to " f"2 " for the range of fi<f < 
fc independent'.of wave steepness,Ho/Lo, and beach slope,S. On the other hand, 
the slopes of wave height spectra for f<fi is roughly proportional to " f-1 V 

In sloping beaches, the values of wave height spectra decrease as waves 
propagate into  shallower water depth as shown in Fig.-10,  and inside the surf 
zone, the pattern of wave height spectrum such that a spectral slope is 
proportional to " f"1 " for f <fi , and " f"2 " for   fi<f<£_,  is still 
maintained.  In Fig.-10, the point of h/hb = 0.19 is outside the surf zone. 

Summarizing the above-mentioned experimental results,  it can be concluded 
that the wave height spectrum H(f) has the form of which slope is proportional 
to " f"1  '  for f<fi(=/g/4£h )  and to " f"2 " for fl<f;<fc(= l/2£7§*g/K ) as 
critical wave height spectrum inside the surf zone where the turbulence of 

breaking is saturated all over the wave. 
On the other hand, since values of wave spectra are very small at the 

present experiment for fc<f < f^ in which the surface tension is a restoring 
force, the characteristics may not be discussed sufficiently. But, in many 
experimental cases,  it is recognized that the slope of wave height spectrum 
is approximately proportional to " f"2/3 » as shown in Fig.-11. Therefore,  it 
may not be said too much that   " f-2/3 " can be established. 

For the frequency range of f/'f^ in which water viscosity is predominant, 
the authors can not discuss about " f-1/2 " ( because wave profiles were 
measured by using a low pass filter of which sheltering frequency is more than 
25(c/s), and values of spectra are considerably small.  In future,  the authors 
will carry out largp scale experiments and discuss in tetail. 
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Finally, variation of wave height of component waves will be discussed. 
The pattern of wave height decay of component waves is different between a 
spilling breaker and a plunging breaker. 

As shown in Fig.-12(a), in case of the spilling breaker, high frequency 
wave heights grow larger once soon after breaking. On the other hand, in case 
of the plunging breaker, wave heights of high frequency waves decay uniformly 
after breaking as shown in Fig.-12(b). This difference may be due to the reason 
that the spilling breaker is not saturated by the turbulence of breaking at a 
breaking point, differing from the case of the plunging breaker. 

The degree of wave height attenuation of component waves is generally larger 
as the frequency is higher, as shown in Fig.-12,where fo is the monocromatic 
frequency of an incident wave and f is the frequency of component waves. These 
mechanism may be due to the internal turbulent shear caused by breaking, and 
dissipating energy is proportional to uk2( k=wave number, u=kinematic viscosity) 
as predicted by the classical turbulence theory. 

4.CONCLUSION 

In this paper, the characteristics of wave height spectrum H(f) inside the 
surf zone of a monocromatic periodic wave are discussed. 

Firstly, due to the dimensional analysis  ,  it is predicted that there exist 
an critical wave height spectrum H(f) of which slopes are proportional to " f"1 " 
, "f ~2 ", " f-2/3 "   and " f~l/2 " in turn as the frequency f becomes larger. 

Secondly, experiments were carried out to examine the results of the dimen- 
sional analysis.  It is made clear that inside the surf zone, an incident mono- 
cromatic wave is transformed to a wave composed of high frequency component waves 
and that the subranges of "-1 power law ", " -2 power law " and " -2/3 power law" 
are established in the wave height spectrum as predicted by the dimensional 
analysis. 

REFERENCES 

1) Sawaragi.T and K.  Iwata : On wave deformation after breaking; Proc. of 14th 
Conf. on Coastal Eng.,Copenhagen, Denmark, June 1974,pp.481 - 499. 

2) Wiegel,R.L.   : Oceanographical Engineering, Prentice-Hall,  INC.,1964,pp.59 - 
60. 

3) Michell,A.G„M.   : The heighest wave in water,Phil. Mag. Vol.  36(5),1893,pp. 
430 - 437. 

4) Cooley,J.W. and J„W.Tuckey : An algorithm for the machine calculation of 
complex Fourier series, Math.,Compt.,1965,pp.297 - 301. 

5) Mehaute,B.L.   : On non-saturated breakers and the wave run-up, Proc.  of 8th 
Conf. on Coastal Eng., Mexico City, Mexico,  1963,pp.77 - 92 . 



BREAKING WAVE SPECTRUM 587 

Notations Values 

'    S 0,  1/15,  1/25,  1/40 

Ho/Lo 0.0031    -    0.1032 

Table - 1. Experimental conditions. 
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Fig. - 11.    Wave height spectrum. 
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ABSTRACT 

A bottom friction is an effective factor which will prove the deformation 
of progressive waves in shallow water, and many investigators have obtained 
the friction coefficients from field observations.  However, they have not 
considered the effect of turbulent loss due to sand ripple at a sea bottom. 

The authors, first of all, study on the friction coefficient for arti- 
ficial fixed ripple by using the boundary layer theory of rough turbulence, 
and a new formula on the friction coefficient is proposed.  The proposed 
friction coefficients are compared with Zhukovets' experimental results which 
were performed on a movable bed, and it is found that the theoretical friction 
coefficients for artificial fixed ripple have to be modified in order to apply 
for the natural beach.  Lastly, the wave deformation due to the bottom 
friction on the movable bed is calculated by the modified friction coefficient 
and the effect of bottom friction on the wave deformation is discussed. 

1.  INTRODUCTION 

It is very important to predict a wave height in shallow water for a 
design of coastal structure.  A bottom friction is an effective factor which 
will prove the deformation of progressive waves in shallow water. 
Bretschneider ', Iwagaki and Kakinuma -* and other many investigators have 
obtained the friction coefficient at the sea bottom from the measuring results 
of wave height in the field.  However, the friction coefficient given by 
Iwagaki and Kakinuma is larger than 0.01 which was given Bretschneider. 
We don't know the reason even now.  Many investigators have not considered 
the effect of turbulent loss due to a sand ripple at the sea bottom.  But 
we know that a boundary layer at the sea bottom in shallow water is turbulent 
in rough state, and that the sand ripple develops at the sea bottom. 

595 



596 COASTAL ENGINEERING-1976 

As a clue to eclucidate the wave deformation due to the bottom friction, 

the authors, first of all, study on the coefficient for artificial fixed 
ripple by using the boundary layer theory on rough turbulence which was given 
by Kajiura^), and a new formula on the friction coefficient is proposed. 

Secondarily, the friction coefficient given by the new formula is 
verified by experimental results at a movable bed, and it is found that the 
friction coefficient by assuming fixed ripple have to be modified in order 
to apply for the natural beach. 

Lastly, the deformation of shallow water waves on a constant beach 
slope is calculated by the modified friction coefficient, and the effect of 
bottom friction on the wave deformation is clarified,, 

2.   FRICTION COEFFICIENT FOR ARTIFICIAL FIXED RIPPLE 

The bottom friction under the ripple formation has been investigated by 
Bagnold^J, and Putnum and Johnson^) have obtained f =j!0.01 from the field 
investigation under the consideration of Bagnold's investigation results. 
This value of friction coefficient was verified by Bretschneider's field 
observation. However, these studies were not considered the effect of boundary 
layer. 

According to Kajiura theory3j on the boundary layer which expanded 
Bagnold's experimental results, the ranges of transition are given by the 
following equations. 

0.4^! o/D  ^ 5.0, for laminar-turbulent transition l 

I (1) 
0.4 £   D / DL fi 5.0, for smooth-rough transition     > 

furthermore, 

D/DL =  C M/N     , <J /DL =  C R N 

A 
= 30 ub Z0/i)   , R      = Ub IJ¥)T 

(2) 

A i 
where,   C is  an amplitude  of friction  coefficient,   V is  a coefficient of 
kinematic viscosity, (h is  an  angular  frequency of wave,  Ub  is  an amplitude 
of horizontal velocity at the sea bottom,     Z0 

is  a roughness  length,  D is 
Nikuradse's  equivalent sand roughness,   and N=12, 

The authors assume the sand ripple to be fixed artificial ripple, and 
Nikuradse's equivalent sand roughness D equals 30Zo. Andmore, it is already 
revealed that D equals 4 ^  by Motzfeld^). 

On the other hand,  some equations about the sand ripple are given by 
Homma,  Horikawa and Kashima?)  as  follow, 
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A 
for  criterion of ripple formation   :     U,  /(N\}>0.5 (3) 

for height  of sand ripple  :   1 =0.175 ( 2U, /(T-) "O-915^1-19   •, 
i   T   * 1-28" I  l  J 

for  length of sand ripple  :  A. = 0( T ( 2U /^) J 

where, ci and 8" are  given by the  function of sand grain size as  shown  in Fig. 
(1)   and the authors  approximate them by the  following equations. 

d    =  -389.4 dj?0   + 729.5 d^   -313.0 dSQ   +40.7 

r    =-82.7d5
3
0   +87.2d2

5()   -   28.6 d5Q   +3.3 

where, d  is a mean diameter of bed material, in centimater. 

(5) 

25 
•       a 

•       Y 

20 

15 

10 \\ 

5 <\ 

— _L J 

 ^ 

0 1   . 

3.0 

2.0 

1.0 

0.01    0.02    0.03    0.04    0.05 

D: Sand Grain Diameter (cm) 

Fig.l Relation between o£ , If and sand grain size. 

From the above Eqs. (1)  (5), it is known that the state of flow over 
the ripple due to wave shows almost rourh turbulence.  Futhermore, the 
relation between a bottom shear stress and a friction coefficient, C, is 
given by Eq.(6) due to Kajiura's theory. 

Tb/y b   b £*"• 

t 
e - 

-2/3 
1.7(30A/41)    ,     for    0.S4.UVX<1.0 

A(Ub/^Z0)- for    1.0 < Ub/^X 

(6) 

(7) 

where, "C", is a bottom shear stress, C is an amplitude of friction coefficient 
as shown in Fig.2, 8 is a phase of friction coefficient which is given by 
Kajiura as shown in Fig.3. 
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Fig„2  and Fig,3 are approximated by the dotted  line.     From the 
approximated  line,  A,B  in Eq.   [7]   and 6 in Eq.   (6)   are given by Table  1. 
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U/az„ OA(Ub/az0j"
B 9 

-685 1.7(D/az„)-°-667 IT 

~ 4 
685.3x103 

0.711 (U/az0r
0-536 1.558-0.2661 og^^) 

3xl03~8x103 0.240(U/az0r''' 1.524-0.257-1 og10(-J-) 

8xl03~2x10" 0.068(U/aZo)"0'26 1.287-0.1961 og10(-~) 

2xl0"~105 O.O68(0/azor°-
26 1.092-0.1501 og10(-J-) 

Table 1„  Approximated value of A , B and &• 

In terms of friction coefficient C, a mean energy dissipation <E> is 
given by Eq„ (8)„ 

<E>    =     f/2-CU^cos© 
b (8) 

On the other hand, in the ordinary definition of friction coefficient, 
f, which is used by many investigators, the energy dissipation, <E> is given 
by Eq„(9)„ 

<E> = 4/3-P-fU •ft3 
(9) 

So, the coefficient, f, is represented by Eq„(10) fr0m the comparison of 
Eqs„(8) and (9). 

= 3 /8 Ccos© (10) 

Summarizing the above relation, the friction coefficient, f   , provided 
that the sand ripple is assumed to be fixed artificial one, is given by Eq, 

for  C7)r<ReT<-ft(|)
T ffix- 0.116 (^°-

127ReT-°'
127 , 

f£ix=  1.18Acos4o„0467(fVa9jB   -Re^1'19^, 

for    Re>7C(fj* 

ReT    =     "bT/^ 

'(11) 

where, subscript "fix" shows that the sand ripple is assumed to be fixed 
artificial ripple,  o( andJTare given by Eq„ (S) and A , B and &  are given by 
Table 1„ 

Using the above relations, the friction coefficient for an arbitrary 
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sand grain size is obtained.  The relation between f„.  and Re of Eq„ 
for 4 kinds of sand grain size are shown by the full line in Fig.4. 

ill) 

In Fig.4 the friction coefficients in the field data obtained by many 
investigators are plotted, and they are scattered and indicate different 
values according to sand grain sizes.  The field data contain the effect of 
wave directional dispersion, wave breaking, etc., so it is difficult to 
compare the theoretical coefficient with the field data. 
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103 101* 105 
Ret 

TO6 107 

Fig. 4  Relations between f„. and Re 

3.  VERIFICATION OF THE FRICTION COEFFICIENT BY THE EXPERIMENTAL ON THE 
MOVABLE BED 

The friction coefficient of Eq. (11) is compared with the experimental 
values which were required by Zhukovets8) from the wave deformation on 
horizontal movable bed in a laboratory.  In this experiment, the wave height 
ranged from 3 to 18 cm, and the wave steepness varied from 0.1 to 0.04. 
As the bed material, the sand which the mean diameter of grain size is 0.25 
mm was used. 
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The comparison of the experimental data within the range of rough 
turbulence with the theoretical coefficient is shown by Fig„5„  In Fig.5, 
fexp is the experimantal friction coefficient and Ksm indicates the relative 
roughness of the bottom and is defined by Eq, (12)„  Re in this figure 
shows the Reynolds number which is given by Eq„(13). 
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A                  A 
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Re=0.2xRet 

Fig.5  Comparison of ffix and f exp° 

V^/{2gd50sinh4/ir^/d50\ 
V   H I if sinh kh 

(12) 

(13) 

where  'I is  the height  of sand ripple,   and V    is  the velocity of water 
particle motion at bottom averaged over  a qSarter period  of wave  and  is  given 
by Eq„(14)„ 

(°~ H /%) cosech kh + (3ko-H2/ 8)  cosech4 kh V = {<3~ H /IT) cosech kh   +f3ko-H"/R)   rn«prhT Vh (14) 

where k  is  a wave number k =27E/ L,   L is a wave  length and H  is  a wave height. 

Then,  Re  is  transformed into Re? by the following equation. 

Re    = h." 
*2 

-vtnsxh- ^-^r~   = °-2ReT (15) 

From Fig.5, when Ksm is 0.75, ffix has a fairly good agreement with fexp, 
but when Ksm becomes larger, ffix becomes larger than fex    The reason of 
this fact is not evident, but it is considered as follow ; when Ksm becomes 
larger, Vg becomes large and the bed material seems to have a tendency of 
suspension.  Generally, the friction in suspended state is less than the 
•friction of non-suspended state, so the assumption of the fixed ripple model 



602 COASTAL ENGINEERING-1976 

for the theoretical friction coefficient is not able to apply for the case 

of large Ksm„  Therefore, the theoretical friction coefficient ffix has to 
be modified with regard to K  which indicates the characteristics of the 
movable bed.  According to Fig.5, the ratio of fexp to ff^x depends only 
on Ksm, and it is independent of the Reynolds number. 

Now, the ratio is called a modification factor, Fc.  The modification 
factor varies with K^ as shown in Fig.6,  Then, the theoretical friction 
coefficient for fixed ripple has to be modified into fm by the modification 
factor F„. 

oO. 1 

Fig.6 Change of the modification factor with Ksm. 

The modified coefficient fm is approximated by Eq.(16), 

Ksm  < 0.75 ffix 

(0.75/ Ksm) ffix 
(16) 

However, when Ksm becomes very large, fm becomes smaller than the 
friction coefficient in case of laminar boundary layer, f^, which is 
represented by Eq.(17). 

fL 2.08 Ref    for laminar boundary layer '       (17) 

In this case, fm is assumed to be f^ for convenience. 

4.  EFFECT OF BOTTOM FRICTION TO WAVE DEFORMATION 

The deformation of shallow water wave due to the bottom friction on 
a constant beach slope is calculated by the modified friction coefficient 
fm. 
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In this calculation,  Eq.(18)  derived from the law of energy conservation 
is used, 

C„ i 
H i+1 H: 32 Ax <?3 

i+1 31tg CKi+l     £">i   Ubi (18) 

where C„ is  a group velocity of wave,   the subscript "i"  indicates  the  i-th 
step,   and g  is  a gravity acceleration. 

The calculation is started from the point where a relative water depth 
1  and  is  stopped  at  the breaking point which was given by Kishi  and Saeki  as 
follows: 

Hb/hb    =      5.68 S°°4 (19) 

where, S is a beach slope. 

The calculation is carried out by the iterative method, that is, the 
authors evaluate the friction coefficient with the mean value of Hi  and 
the assuming value of Hi+j.  With the friction coefficient, the calculated 
value of Hi+i will be obtained by Eq.(18).  The iteration is continued till 
the difference between the assuming value of Hi+i and the calculated value 
of H-^+i becomes small. 

For the wave condition of wave period which equals to 4.0 sec, beach 
slope of 1/120 and 4 kinds of wave height at deep water, the deformation of 
wave height is obtained as shown in Fig.7. 

h/Lo 

Fig.7 Comparison of wave decay with various friction coefficient 
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In this figure, the full lines show the change of wave height by the 

authors' theory, the chain line is the result due to the laminar boundary 
layer theory and the dotted lines indicate the calculation results in case 
that the friction coefficient is 0.01.  Furthermore, no friction curve, 
that is, the shoaling curve is drawn in this figyre,, 

From these curves, it is found that the decay of wave height is con- 
siderably larger than the laminar case, and the decay curves indicate differ- 
ent tendency of the calculation results for f=0.01. According to the authors' 
theory, when the wave height becomes larger, the effect of bottom friction 
becomes smaller. 

Fig. 8 shows the effect of wave period on the wave deformation due to 
the bottom friction under the condition that the wave height is SO cm and 
the beach slope is 1/120.  From this figure, it is recognized that as the 
wave period becomes shorter, the wave decay becomes larger. 

Fig. 9 shows the effect of beach slope upon the wave decay.  From this 
figure, even if the wave condition at deep water is the same,as the beach 
slope is gentle, the degree of wave decay becomes larger. 
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Fig. 8 Effect of wave period for wave decay 
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Fig. 9 Effect of beach slope for wave decay 

CONCLUSION 

Considering the effect of sand ripple which is assumed to be fixed arti- 
ficial ripple, the new formula on friction coefficient is proposed by using 
the boundary layer theory on turbulence. The proposed friction coefficients 
are compared with Zhukovets' experimental results which were performed on 
the movable bed in the laboratory.  From the comparison, it is clarified that 
the proposed friction coefficient for sand ripple has to be modified by the 
modification factor for a movable bed, and the wave deformation due to the 
bottom friction on the movable bed is calculated by using the modified co- 
efficient, fm. 

From the calculation, it is pointed out that the wave decay which is 
considered to be due to the effect of sand ripple under the turbulent con- 
dition, is considerably larger than one at laminar case and the wave decay 
curve indicates the different tendency from that in the friction coefficient 
f=0.01. 

REFERENCE 

1) Bretschneider, C.L. :  Field investigation of wave energy loss of shallow 
ocean waves, B.E.B., Tech. Memo. NO.46, 1954. 

2) Iwagaki, Y. and T. Kakinuma : On the transformation of ocean wave spectra 

in shallow water and the estimation of the bottom friction factor, Bull. 

Disas. Prev. Res. Inst., Kyoto Univ., Vol. 8, 1965. 
3) Kajiura, K. :  A motion of the bottom boundary layer in water waves, Earth- 
quake Research Institute, Vol. 46, 1968. 



606 COASTAL ENGINEERING-1976 

4) Bagnold,  R.A.   :     Motion  of waves  in  shallow water interaction between 
waves  and sand bottoms,  F.R.S.,   1945. 
5) Putnam, J.A.  and J.W.Johnson  :    The dissipation of wave energy by bottom 
friction,  Trans.  Amer.  Geophys.  Union,  Vol.   30,   1949. 
6) Motzfeld, H.   :    Die turbulente stromung an welligen wanden, Angew. Math. 
U.  Mech.  Vol.24,1937. 
7) Homma,H.,   K.  Horikawa and R.   Kashima  :     Study on a suspension  load due 
to wave action,  Proc,   of  11th Conf.   on Coastal Eng.   in Japan,   1964.   (  in 
Japanese ) 
8) Zhukovets,  A.M.   :     The determination of the energy losses  of swells resulting 
from eddy and kinematic viscosity,  Oceanology,  NO,   2,   1963. 
9) Eagleson,  P.S.   :     Laminar damping of Oscillatory waves,  Jour.  Hydr.   Div. 
A.S.C.E.,   Vol.88,   1962. 
10) Kishi,  T.  and H.  Saeki  :    The shoaling, breaking and run-up of the 
solitary waves on impermeable rough slopes,Proc.  of 10th Conf.  on Coastal 
Eng.,   1966. 



CHAPTER 35 
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INTRODUCTION 

Since a theoretical approach on rip currents was made by Bowen (1969), 
our understandings on that system have progressed steadily. 

It will be considered that the dynamics of current system are governed 
by the following equations which indicate the balance among the gradients 
of radiation stress and of mean water level, and the friction force induced 
by the current velocity: 

^+^+^+^ + ^0 

Here radiation stresses such as Sxx are given by the local wave height H 
and wave ray direction 6. The terms p, g, ?, h, and f denote fluid density, 
acceleration due to gravity, variation of mean water level above still water 
level, still water depth, and friction factor, respectively. U and V are 
components of current velocity which satisfy the following continuity equation: 

.   T^ +'*$?>* O <21 
where d = h + ?. To solve Eqs.(l) and (2), we need one more relation among 
the three terms stated above. 

Hino (1974) treated this problem by the way of assuming that the wave 
height in a surf zone is proportional to the water depth as follows: 

607 
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H = Yd (3^ 
Iwata (1976) and Mizuguchi (1976) applied the following energy equation 

in order to close Eqs.(l) and (2): 

where E, cg, and D denote wave energy, group velocity, and dissipation, 
respectively. The axis of x is taken offshoreward, and the wave is assumed 
to come perpendicular to shoreline. 

Another approach has been made to clarify the mechanics of rip current 
system. This is a way to give a wave height distribution or a radiation 
stress distribution by something came from the outside of the equation 
system. 

Bowen and Inman (1969) and Harris (1967) suggested that generation of edge 
wave with the same period of incident waves could make a periodic longshore 
perturbation of wave height distribution. Sonu (1972) found the distinct 
correlation between the observed current system and bottom topography. 
While Noda (1974), Horikawa and Sasaki (1974), and others have tried to 
simulate the current field by using Eqs.(l) and (2) under the conditions of 
irregular wave height and ray angle field caused by refraction due to 
irregular bottom topography, and achieved success to calculate it at least 
in a qualitative sense. Recently Dalrymple (1975) tried to explain the 
current system from a view point of two intersecting synchronous waves. 

These two kinds of approach to the rip current system suggest us the 
existence of the following two types of current system. The first one 
which corresponds to the former formulation can be called " the free type 
rip current system ", because there is no external force to generate the 
current system. Mathematically it would be formulated as an eigenvalue 
problem in spite of using either Eq.(3) or Eq.(4). The treatises by Hino, 
Iwata, and Mizuguchi are included in this category. But the wave height-depth 
assumption (Eq.(2)) is not verified well enough to go on forward along this 
assumption. While the energy coupling assumption (Eq.(4)) has also a 
deficiency of neglecting the first order dissipation term, which might be 
important on phenomena in a surf zone. 

The second one which corresponds to the latter formulation can be 
called " the forced type rip current system ", because the external factor 
such as edge wave or irregular bottom topography plays a crucial part of 
generating the current system. This forced system is of a zero-th order 
current system caused by irregular radiation stress distribution in a wave 
breaking area and could be described enough by Eqs.(l) and (2) by using 
the radiation stress distribution which is externally given. Equation (4) 
would only contribute to modify the current system as treated by LeBlond 
and Tang (1974). 

There are still some points which must be settled down in order to 
understand the dynamics of the rip current system.  We have done some 
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laboratory experiments and observed a current system which is similar to 
that in the field [Sonu (1973)]. Analyzing and discussing the experimental 
results, we try to make some contribution to clarify the current system. 

PRELIMINARY EXPERIMENTS 

Experimental set-up and measuring technique are in the following: 

a. A fixed impermeable plane beach made of plywood was installed in a ripple 
wave tank, the size of which was 1.2m wide, 6m long and 0.15m deep. 
The selected slopes of beach were 1/20, 1/10, and 1/5. 

b. The direction of incident waves was always perpendicular to the shoreline. 

c. The pattern of current system was observed by a video camera system in 
tracing the diffusion of dye which was poured into an uprush zone. 

d. Wave height distribution in the nearshore zone was obtained by using 
wave gages which were travelled parallel to the shoreline. Progressive 
pattern of wave crests was detected by viewing the video camera records. 

We show in the following the experimental results in two cases which 
are the typical ones. 

1. CASE 12 is the one where the wave steepness is not very large and the 
breaker zone is not very wide. In Fig.l various curves cover the 
diffusion area by the current at the indicated time in second. Fine 
solid lines show a wave crest propagation pattern. Figures 1 and 2 
give the following information: 

1) The wave crest pattern indicates that the wave propagation is delayed 
considerably in the region where offshoreward currents (hereafter 
written offshore currents) exist. We calculated roughly the 
distortion of the wave crest at the breaker line by using the measured 
velocity distribution in Fig.5. We get the values of 1.2cm for CASE 12 
and 5.2cm for CASE 15 (which will be introduced in the following part) 
at the breaker line. These results agree well with the observed wave 
crest pattern. 

2) The results of wave height distribution measured in the nearshore area 
indicate that the wave reduces its height in the region of offshore 
currents. 

In addition to the above results, we observed that the breaking point in the 
the region of offshore currents had a tendency to approach the shoreline. 

2. CASE 15 is the one where the width of breaker zone is relatively large. 
In this case the current system is divided into two parts; the first 
one is the circulation formed in the surf zone which we may call " a 
closed cell "; and the second one is the two branched feeder currents 
which join together and finally make an offshore current near the breaker 
line, thus we may call it " an open cell " (Fig.3). We will name this 
kind of the current system as a whole a double circulation system. 

»l 
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Another experimental result, which should be mentioned here, is that 
the beach slope is not important in the qualitative features of the 
current system except two points stated in the following, at least under 
the conditions of present experiments: 

1) As the beach slope is gentler, the width of breaker zone becomes 
larger for the same condition of offshore waves. 

2) In some cases for 1/5 beach slope, subharmonic resonant edge 
waves were clearly observed. The edge waves produced a dye 
diffussion pattern which is different from the others mentioned 
above as shown in Fig.4 [Horikawa and Mizuguchi (1975a)]. 

We calculate the offshore current velocity outside the breaker line by 
using the data of dye diffusion pattern. The results shown in Fig.5 tell 
us that the offshore current velocity has its maximum around the breaker 
line. 

We measured the rip current spacing just outside the breaker line. In 
our experiments the spacings are mainly related to the period of incident 
waves. The results are plotted in Fig.6 where a solid line indicates the 
relation of Lr = L0 (L0 is deepwater wave length). 

DISCUSSION: PART 1 

As mentioned in Introduction, the senior, author has developed a 
theory to treat the rip current system as an eigenvalue problem, where 
the wave-current interaction was taken into consideration in the equations 
of wave and energy conservation. The theory is also confined to the cases 
of relatively steep slope beach, because the long wave approximation is used 
all over the concerned area. When we neglect a relevant dissipation term in 
energy equation (Eq.(4)), an eigenvalue problem is formulated to determine 
the rip current spacing. This problem can be solved by assuming the bottom 
friction factor in the surf zone as a power of coordinate taking from the 
shoreline to offshore. 

The theory predicts that the first order perturbation of wave energy 
has exactly the same alongshore phase as the offshore current perturbation. 
It means that the wave height in the region of offshore current is greater 
than that in the remained area. This prediction is completely opposite to 
our experimental result. From this fact we conclude that the observed 
current system cannot be explained by the theory in which the wave-current 
energy interaction is considered to be essential. 

On the other hand we (1975) described that one possible explanation 
for the observed current system stated above is to attribute the origin 
of such current system to the incident wave itself. If we can assume that 
free oscillations in a uniform depth area of the wave basin would affect the 
wave height perturbation at the breaker line, the observed fact will be well 
explained. Horikawa and Maruyama (1976) found that in a rectangular wave 
basin resonant sychronous cross waves can occur, and pointed out that the 



NEARSHORE CURRENT 611 

S=0.102 
T=0.409 sec 
Ho/Lo=1.6% 
XB=3.0 cm 

Fig.1. Wave crest propagation and dye diffusion pattern. 
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Fig.2. Alongshore wave height distribution. 
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Fig.3. Wave crest propagation and dye diffusion pattern. 
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Fig.4. Dye diffusion pattern by subharmonic edge wave. 
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Fig.5. Offshore current velocity profile of rip currents. 
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Fig.6. Measured spacings of rip currents. 
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cross waves generate a wave height perturbation around the breaker line. 
The wave basin used by them is the same as that we used. 

In our experimental set-up with a sloping beach, wave records indicate 
simple harmonic and steady oscillations at every measuring point. Therefore 
we interpreted the " cross wave " as follows: 

1. The wave maker might generate a little irregular wave component which does 
travel obliquely to the paddle of wave maker as denoted lkc in Fig.7. 

2. Then the side walls select the component wave which satisfies the 
following boundary condition along the walls: 

N7L/^=G- (5) 
where N is a mode number and not greater than kb/ir. 

3. The selected component travells across the wave basin, reflects at the 
side walls and finally makes a wave height distribution in the vicinity 
of the wave breaking area. 

When the cross wave is superposed upon the incident waves, the following 
wave height distribution appears in the basin: 

where a,- and aCfj are amplitudes of incident wave and of cross wave respectively. 
A noteworthy characteristic of the cross wave is that the alongshore wave 
number does not change with refraction. 

Considering the fact that the offshore current is always located at the 
place of lower wave height, we have Fig.8 in which the possible rip current 
spacings in our experiments are shown. This figure is not in contradiction 
to the experimental results shown in Fig.6. Reminding the fact that almost 
every point in Fig.6 is scattering around the relation Lr = L0, we are able 
to assume that the predominant cross wave is the one that has the largest 
number of mode in y-direction. Therefore, we can conclude that the phenomena 
in our experiments show one example of the forced current system, where the 
cross wave plays an important role to provide an externally given condition. 

SECOND SERIES OF EXPERIMENTS (DETAILED OBSERVATIONS) 

Based on the above discussions we conducted another series of experiments, 
paying much attention to the wave height distribution all over the wave basin. 
Experimental set-up and measuring technique are almost the same as the first 
series of experiments. We used, this time, static pressure tubes to measure 
the mean water level in a surf zone, and a wave gage to measure the run-up 
height distribution. 

We selected the following three cases under the condition of the beach 
slope 1/10 only as shown in Table 1. There d, T, Hi, H0, and Xg denote 
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Fig.7. Schematic illustration of " cross wave ". 
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water depth in a uniform depth area, period of wave maker, wave height in 
a uniform depth area, deep water wave height, and width of breaker zone, 
respectively. 

Table 1 Experimental conditions. 

CASE       d     T 

22B      11.5cm  0.586sec 

26B(=27A)  12.0   0.726 

27B      12.0   0.720 

First we will check the existence of the cross wave in the following: 

CASE 22B 

Figure 9 shows the wave height distribution at the section of x = 246cm 
in the uniform depth area. Resonant oscillations in y-direction exist as 
shown in Fig.9. Calculating the Fourier components, we get Hi (i=0-4) = 1.36, 
-0.10, 0.28, -0.07, 0.29 cm respectively. Although we can expect the 
existence of oscillations with mode number N = 2 and 4, we consider only 
N = 4. The reason is as follows. Figure 9, also, shows the wave height 
distribution along the section of y = 107.0cm, and Fig.10 shows that at the 
section of y = 0 for N = 2 and 4. These two figures indicate that N = 2 is 
not very important in our experiments. 

From the above result shown in Fig.9 we will simulate the wave height 
distribution by the following equation, where N = 2 is neglected and the 
phase difference in front of wave maker is assumed to be 0 or IT. 

H = I3fe- 0.30 cos (43^cos ^ (X~4-I7)\ 

Solid lines in Fig.9 give the curves of the above equation. 

CASE 26B AND 27B 

Following almost the same procedure as in CASE 22B, we get the next 
equations to express the wave height distribution in a uniform depth area 
for CASE 26B and 27B respectively. 

H = 1.70 + 0.60 cos (2§£)cos {JS Cx-135)^ | 

H = 2.60+ O.S*cos (^)cos ^ Oc-<270)\ \ 
+ o.« cog {•%§*) cos [2^ (-x.- ^vo^    S 

In these cases a screen was inserted in a uniform depth area in order 
to diffract the incident waves and to get a stable state of the current 
system. As as result, phase relations between the incident wave and the cross 
wave are different from that in CASE 22B. Figures 11 and 12 show that these 

(7) 

(8) 
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equations can explain well the measured wave height distribution. 

From the foregoing figures we can conclude that there exist the cross 
waves and the assumption on the possible alongshore wave number is supported 
in CASE 22B and 27B, but not in CASE 26B. It is easy to calculate how the 
above wave height distribution gives its influences on the phenomena in the 
wave breaking zone. Snell's law tells us that the wave number of the cross 
wave in y-direction does not change with refraction. Each wave component 
makes its refraction process independently so far as the linear wave theory 
is valid. 

One of the purposes of the present experiments is to find out the way 
how to describe the questioned current system which is now clearly classified 
into the forced type. We measured in detail the wave height distribution, 
current and wave crest patterns, and mean water level in a surf zone. In 
the following, three cases will be taken as representative ones. 

CASE 22B 

Figure 13 shows the current and wave crest pattern recorded by a video 
camera system. The area bounded by a hatched line shows the region where 
the poured dye is remained for a long time. Therefore it indicates the 
location of a closed cell. This pattern gives the same features as the 
double-circulation type mentioned previously. While Fig.14 shows the wave 
height distribution in the surf zone in a three dimensional space. The 
solid smooth line is the predicted curve of the wave height distribution 
at the section of x = -1.5cm based on the offshore wave condition. It 
agrees well with the experimental result at least in a qualitative sense. 

Here we will split the surf zone into two parts; the inner area and 
the outer area. They are divided by the line where the alongshore wave 
height perturbation disappears. In this case the line was located at 
x = 4.0cm. In the outer area offshore currents flow out through the 
region of lower wave height which is predicted by numerical calculations 
using the wave conditions in the uniform depth area. In the inner area 
offshore currents flow out also through the region of lower wave height. But 
the spacing between them is a half of the spacing in the outer area. 
Alongshore distribution of run-up measured by the wave gage as well as that 
given in video records show the same periodicity as the offshore current 
in the inner area. The region where the rup-up height is relatively small 
corresponds to the place where the offshore current starts. Figure 15 
shows the wave height distribution along the section of y = const, in the 
surf zone. This result confirms also the above observation on the relation- 
ship between current and wave height distribution. 

The measured static pressure distribtuion is shown in Fig. 16. It is 
out regret to say that the data are not so accurate that anything decisive 
cannot be concluded. This is because the set-down and set-up are very 
small in our experiments, hence our hand-made apparatus was not very 
delicate to detect them. 

CASE 26B (=27A) 

In this case we made longer the period of wave maker, keeping the 
wave steepness almost the same as the former one (CASE 22B). 
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Fig.13. Wave crest .propagation and dye diffusion pattern (CASE 22B). 
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Fig 17. Wave height distribution in surf zone 
(CASE 26B). 
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Fig.18. Mean water level variation 
in surf zone (CASE 26B). 
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Fig.19. Wave crest propagation and dye diffusion pattern (CASE 26B). 
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Fig.20. Wave crest propagation and dye diffusion pattern    (CASE 27B). 
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Fig.22. Mean water level variation 
in surf zone (CASE 27B). 

Fig.21. Wave height distribution in surf zone 
(CASE 27B). 
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The wave height distribution in this case is shown in Fig.17. Again 
the smooth solid line in this figure indicates the predicted curve. The 
measured wave height distribution is different from the predicted one 
especially near the side walls. The observed current pattern in Fig.19 
corresponds well with the measured wave height distribution. The higher 
wave height region near the wall might be caused partially by the existence 
of side walls and partially by the wave-current interaction. Another 
features are the same as that in CASE 22B. 

Again in Fig.18 are shown the measured static pressure distributions 
along the section of x = const.; one is in the inner area and the other in 
the outer area. 

CASE 27B 

In this case we made larger the amplitude of wave maker. Experimental 
results are seen in Figs.20, 21, and 22. New particular feature is that the 
diffusion pattern induced by the offshore current has a tendency to stay 
around the breaker line for a while. Therefore the outer area seems to 
disappear. 

Now we have to draw a conclusion about the mean water level. We think 
that the alongshore variation of mean water level is not so large as that we 
expect from the measured wave height perturbation based on the wave height- 
depth assumption. 

DISCUSSION: PART 2 

Considering the results of the present experiments, we will discuss in 
the following how the current system can be generated and what kinds of 
equations can describe its phenomena. 

We may say as follows: 

1) In the surf zone the wave height distribution given externally would 
produce the radiation stress distribution, where the assumption 
sxx = 3/2E etc. and E = l/2pga are considered to be still valid. At 
this stage, Bowen's formulation 

would be a proper choice as a first step of approach. This expression is 
one of the simplest forms which gives an analytical solution and also seems 
to be a good approximation to the present problem if the wave-current 
interaction could be neglected as in CASE 12 of the first series of 
experiments. Outside the breaker line the offshore current velocity 
decreases monotonically. Therefore it might be reasonable to neglect 
the radiation stress in the outer area. 

2) Continuity and momentum equations can be solved. The solution should 
give both the current field and the mean water level. Momentum equation 
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GO) 
(Eq.(l)) may be rewritten as follows: 

"a^   p§fc- egft -ax. 
so that the currents have a tendency to reduce alongshore variation of 
mean water level in a surf zone. This fact does not disagree with the 
above experimental results. 

3) Then the experimental results show that the wave-current interaction 
should be taken into consideration, especially in the case that the 
surf zone is wide enough to generate the double circulation pattern. 
The wave-current interaction has the following two aspects. One is 
the wave number interaction which distorts the wave crest line, and 
the other is the energy coupling which contributes to modify the 
wave height distribution. 

In the outer area, the second one plays an important role to modify 
the wave height perturbation, as seen in the second series of experiments. 
The energy coupling contributes finally to weaken the offshore current 
velocity. 

The first one holds a key to generate the double circulation system. 
The wave crest distortion in the outer area means the alongshore variation 
of the wave ray direction. As a result the wave in the inner area will 
refract and make a wave height distribution field as shown in Fig.23, 
where H and L denote a high and low wave region respectively. Thus the 
double circulation system could be generated. 

run-up 

I   curV^nt / • .' closed v   /      j 
' '   cell }  /       ' 

open cell 

Inner area 

Outer area 

Fig.23. Schematic illustration of a double circulation system. 
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It is a future problem to formulate the above processes mathematically 
and to solve and discuss the problem quantitatively 

COMMENT ON FIELD OBSERVATIONS 

Several papers on the field observations of nearshore current system 
have been published by Bowen and Inman (1969), Harris (1967), Sonu (1972), 
Sasaki and Horikawa (1975), Sunamura and Horikawa (1976), Sasaki, Horikawa 
and Hotta (1976), and others. 

The field observations were usually done when the wave condition was 
not so severe that the change of bottom topography was not rapid even in 
the surf zone. Moreover wave conditions at the breaker line depend on 
the bottom topography outside the breaker line, where its change must be 
very  slow and scarce. Therefore we can say that the observed current systems 
were mainly determined by the bottom topography at least temporarily. 
Sunamura and Horikawa (1976) reported a case where a distribution of exposed 
bed rocks near the shoreline determines a current system in that region. 
The current is very steady in spite of various wave conditions for a long 
period of time. On the other hand the current system is well simulated by 
using the refraction method, continuity equation and momentum equation. 
These facts assure the above idea. 

When waves refract both inside and outside of the breaker line, they 
diverge at depressions and converge at shoals. The high wave region 
corresponds to the shoals. Applying Bowen's theory, we get outflows at 
depressions as usually observed. 

There are several other explanations. Liu and Mei (1974) calculated 
radiation stress distribution caused by waves under refraction, and 
reflection and diffraction at a breakwater. They also calculate a nearshore 
current pattern as a result. Their idea is essentially the same as the 
synchronous intersecting wave of Dalrymple (1975). The observed current 
system in our experiments can be essentially the same kind of them. There 
is a limitation to apply their idea to the field problem, because monochromatic 
waves only can make a steady radiation stress distribution. 

So far as edge wave is concerned, it creates a very weak current field 
both in our laboratory experiment (1975a) and that by Bowen and Inman (1969). 
The current field is completely different from the so-called rip current. 
Guza and Davis (1974) verified that subharmonic edge wave of Stokes mode 
is most easily excited under the condition of a standing incident wave. 
That kinds of edge waves have such a short characteristic length in offshore- 
ward direction that their influence is confined to a region near shoreline. 

Hino (1974) energetically approached to this rip current problem by 
treating it as a time-dependent self generating system on a movable beach. 
As we stated above, we think that any data obtained so far may not be 
relevant to compare with his treatment and that the wave height-depth 
assumtion (Eq.(3)) seems to be incorrect. 
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Sasaki (1974) presented a hypothesis that " infragravity wave " is an 
essential factor to control the current system on a gently sloping beach 
through the bottom perturbation. As a result of the present discussion, it 
will be suggested to consider that the infragravity wave only modifies the 
current system which is temporarily controlled by bottom topography. For 
example the infragravity wave may be related to a pulsation of rip current. 
The bottom perturbation might be caused by the infragravity wave in a long 
term. 

Finally, there must arise a question how an irregular bottom topography 
could be formed. We consider at present that the answer could be found in 
the free type rip current system. But it is still an open question what 
kinds of equations should be applied. 

CONCLUSIONS 

The wave-induced nearshore current system can be classified into two 
types; free type and forced type. In our laboratory experiment, we observed 
a kind of forced current system which is created by a periodic breaking 
wave height distribution caused by " cross wave ". Offshoreward currents 
always flow through the lower wave height region both inside and outside of 
a breaker line. When the surf zone was rather wide, we observed a double 
circulation pattern, where wave-current interaction might be important. 

According to our experimental results, we propose to consider that the 
observed current system in fields should be interpreted as the forced type 
current system where irregular bottom topography plays a crucial part. 
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CHAPTER 36 

NEARSHORE CURRENT ON A GENTLY SLOPING BEACH 

By 

Tamio Sasaki*, Kiyoshi Horikawa** and Shintaro Hotta*** 

ABSTRACT 

The authors developed a new field observation system called STEREO- 
BACS by which simultaneous measurements of a spacial distribution on waves 
and currents in the nearshore environment can be obtained.  This system 
was applyed on Ajigaura Beach, Japan, and several analyzed results are 
presented. Also field observations of infragravity low mode edge waves to 
support the Infragravity Domain Hypothesis on nearshore currents concerning 
a gently sloping beach [Sasaki(1974,1975), Sasaki and Horikawa (1975)] are 
introduced. 

INTRODUCTION 

Extensive studies on nearshore currents have been made over the last 
several years. As a result, numerous theories on nearshore currents 
especially on rip current generation have been proposed by Bowen (1967), 
Bowen and Inman(1969), Sonu(1972), Noda(1972), Hino(1973), Hashimoto and 
Uda(1974), Noda et al.(1974), Sasaki(1974,1975), Sasaki and Horikawa(1975), 
Liu and Mei(1974,1976), Birkemeier and Dalrymple(1975), Dalrymple(1975), 
Iwata (1976), Mizuguchi (1976), Mizuguchi and Horikawa(1976), Horikawa and 
Maruyama(1976). 

However, the validity of these theories have been not clarified in 
detail due to the lack of precise field data[Sasaki.and Horikawa(1975)]. 
The major difficulties in observing nearshore currents are due to 1) the 
spatial distribution of their phenomena, 2) multiplicity of affecting 
factors involved, 3) rough waves and currents in the surf zone, and 4) 
time dependency.  To overcome these difficulties, the authors have been 
making numerous efforts over the last 6 years. 

The best solution conceivable for overcoming these obstacles is to 
apply the principle of photogrammetry by using a pair of helicopters 
and/or blimps to secure observation platforms in the air.  The authors 
have once tried utilizing a pair of helicopters called SIHELS [Fig. 1, 
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Consulting Co., Ltd., Bunkyo-ku, Tokyo, Japan. 

** Professor, Department of Civil Engineering, University of Tokyo, 
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*** Research Associate, Department of Civil Engineering, Tokyo Metropolitan 
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Fig. 

Bg!LQ.on_ 

Surf Zone 

Schematic diagram of SIHELS. 
(Horikawa and Sasaki, 1972) 

Fig. 2 Schematic diagram of BACS. 
(Horikawa and Sasaki, 1972) 

Simultaneous HELicopter System, Horikawa and Sasaki(1972)], and realized 
that the obtained accuracy in mapping the wave height distribution was very 
satisfactory.  However the cost was prohibitive, so that this system could 
only be utilized one time. 

In place of the SIHELS, the authors developed a balloon borne camera 
system called BACS [Fig. 2, Horikawa and Sasaki(1972)].  By this system, 
the spatial flow field can be easily obtained by tracing floats in succes- 
sive pictures [Sasaki(1974,1975), Sasaki and Horikawa(1975)].  This system 
is a very simple and convenient one, however, the wave height field cannot 
be obtained due to the fact that only a single balloon is used. 

Last year, the authors further developed a new system, which consists 
of a pair of balloons called STEEEO-BACS.  The aim of this system is to 
achieve simultaneous measurements of spatial distributions of nearshore 
waves and currents over a relatively broad area. 

In the present paper, the authors first introduce this new system, 
secondly present an outline of the results obtained from observations made 
in December, 1976 on Ajigaura Beach, Japan, and lastly show several results 
to support the Infragravity Domain Hypothesis on a gently sloping beach. 

STEREO-BACS 

An idea of STEREO-BACS appeared in 1893 by c. B. Adams for terrestrial 
mapping[Thompson(1966)].  For the application of this idea to unsteady 
phenomena in the surf zone, the development of a motor-driven camera is 
required. 

Sonu(1969) utilized a Nikon motor-driven camera(35mm) for the study 
of nearshore current patterns and mixing [Sonu(1972a,1976)].  The Hasselblad 
500EL motor-driven camera(70mm) was applied for the first time by Horikawa 
and Sasaki(1972) to obtain further accuracy in mapping the quantitative 
flow field in the surf zone. 
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Figure 3 shows a schematic 
representation of the STEREO-BACS. 
Two balloons are lifted about 150 m 
apart at an altitude of around 300 
m. The volume of helium gas necessary 
to fill a balloon is 33 m .  The 
effective bouyancy is about 25 kg 
without tethers or a camera capsule. 
Two cameras are triggered simultane- 
ously by a radio transmitter.  A 
super-wide angle lense, Zeiss Distagon 
40 mm, has been adopted to take wide 
coverage. About 30 to 50 floats are 
introduced around the surf zone by 
divers and from a pier.  The floats 
are made of polyurethene foam coated 
by red or orange coloured polyvinyl- 
chloride sheet and equipped with a 
drogue. 

The pier was 100 m long (present- 
ly extended to 200 m), and was con- 
structed by the Public Works Research 
Institute, Ministry of Construction 
for research use. Piers play an 
essential role in operating the 
STEREO-BACS.  Most importantly, they 
act as a target for absolute orienta- 
tion of the stereoscopic pairs in 
onshore-offshore direction. A 
second role is to secure a foothold 
for distributing many floats into 
the surf zone. And a third role is 
to give a stay for mooring balloons under onshore wind or windless conditions. 
Two tethers are employed, and the camera is suspended by a single rope from 
the balloon. 

Fig. 3 Schematic diagrm of 
STEREO-BACS. 

DESCRIPTION OF THE SITE OBSERVED 

Field observations by this 
system were made on Ajigaura Beach. 
This beach is located 100 km north- 
ward from Tokyo and faces the Pacific 
Ocean (Fig. 4). About 1 km south 
of the pier, the beach is bounded by 
a headland.  Figure 5 is a overview 
of the pier.  Several rip currents 
can be sean in this picture. 

Fig. 4 Location map of Ajigaura 
Beach. 
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Fig. 5 Overview of Ajigaura Beach. 

The beach slope is 1/40 to 1/70, and classified as a gentle beach. 
Strictly speaking, this beach is in Infragravity Domain[Sasaki(1975)] under 
a relatively rough sea, while under a calm sea it is in Instability Domain. 

FIELD OBSERVATION USING THE STEREO-BACS 

Wave Climate 

Simultaneous measurements of a spatial distribution on waves including 
infragravity waves, currents, and mean water surface using the STEREO-BACS 
were carried out in December, 1975. 

Figure 6 is a mosaicked picture made from the stereoscopic pairs 
obtained on December 18, 1975.  Because two cameras were used, the long- 
shore coverage of this picture became very wide compared to that using a 
single camera (BACS).  It is estimated at about 400 m by comparing with the 
100 m long pier. 

The breaker height and period were around 1.2m and 13 sec respective- 
ly.  The wave direction was 2 degrees shifted leftward at the tip of the 
pier.  It was almost windless, and the wave climate was classified as very 
calm for this coastal region. 

Velocity Field 

Figure 7 shows the velocity vector field obtained during a quarter 
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Fig. 6 An example of pictures taken by the STEREO-BACS (December, 1975) . 
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Fig. 7  Velocity vector field (December, 1975) 
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hour observation.  The thick dotted line indicates a significant breaker 
line, and the thick arrows indicate velocity vectors exceeding 30 cm/sec. 
The vectors were compiled from interpreting the position of each float in 
successive pictures taken every 15 sec. Alongshore coverage for the veloc- 
ity distribution was somewhat limited about 300 m due to the small number 
of divers in the surf zone available for introducing floats. 

On the lefthand side of the pier, a rip current flows out with a 
maximum velocity exceeding 70 cm/sec.  Only one float.could overcome the 
attack of the incoming waves and was able to leave from the surf zone.  On 
the righthand side of the pier, an inflow of offshore water can be seen. 
This was the first time we were able to catch an entire circulation process 
of this kind.  This is simply due to the combination of the higher altitude 
of the balloons lifted and the utilization of a pair of balloons.  The 
longshore dimension of the cell was about 200 m. 

Figure 8 shows a current speed contour map derived from Fig. 7.  By 
tracing the 40 cm/sec contour line, the shape of the current can be seen 
vividly.  On the shoal located on the righthand side, the inflow is separat- 
ed into right and left directions.  And on the lefthand side, two longshore 
currents from opposite directions meet to form the rip current at around 
one half of the surf zone width from the shoreline. 

The maximum velocity of the longshore current across the surf zone 
takes place very close to the shoreline.  This fact does not agree with the 
result based on the theory of Longuet-Higgins(1970) for a plane beach, in 
which the lateral mixing parameter, P, generally takes a value between 0.1 
and 0.4, derived from laboratory data, as pointed out by Sasaki and Horika- 
wa(1975) . 

Transport Stream Function 

Figure 9 is the transport stream function[Arthur(1962)] derived from 
the longshore compornent of the observed velocities.  The maximum discharge 

Figure 10 is a simulated transport stream line using the numerical 
model originally developed by Noda(1972).  However, the treatment of bottom 
friction was modified with Jonsson's(1966) wave friction factors in the 
present computation.  The roughness length for the bottom was calibrated by 
the observed velocity field [Sasaki (1975)].  The general current pattern 
and velocity agree well with observations except near the rip current.  The 
disagreement in the vicinity of the rip current may be the result of the 
neglection of a lateral mixing and a convective term. 

Wave Height Field 

Figure 11 shows the maximum wave crest height distribution correspond- 
ing to a wave height field.  This was made from 5 different instantaneous 
stereoscopic pairs of water surface configurations.   For this, the Hassel- 
blad 500EL motor driven camera, instead of a- photogrammetric one, was used, 
so that the expected accuracy in this mapping might not be so high. However, 
the characteristic features of the wave height distribution is considered 
to be significant. 
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Fig. 8 Current speed contour {December, 1975). 
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Fig. 9 Observed transport stream function (December, 1975). 
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Fig. 10 Simulated transport stream function. 

On both sides of the rip current, the maximum wave height appears, and 
on the lee side of the rip current, wave breaking takes place very close to 
the shoreline.  The main stream of the circulation selects its path where 
the wave height is lower in the surf zone.  A similar phenomena was also 
observed in the laboratory at the University of Tokyo [Mizuguchi and Hori- 
kawa(1976)]. 

Mean Water Surface 

Figure 12 shows a simulated mean water surface elevation of a wave 
set-up and set-down.  The maximum set-up is about 20 cm on a shoal, and the 
maximum set-down is about 5 cm at the intersection between the breaker line 
and the rip current.  The maximum water surface gradients are seen at a 
root of the rip current, and are estimated to be approximately 1/200. 

Figure 13 is the mean wa 
filter originally designed by 
water surface elevation is 40 
shoal. The longshore current 
The longshore gradient of the 
than simulated value of 1/200 
simulated in water surface di 
set-up appears.  In the field 

ter surface observed by using the hydraulic 
Sonu(1972a).  The maximum difference of the 
cm, and the maximum water surface arises on a 
flows from high to low zone like a river, 
surface is about 1/350 that is fairly larger 
Remarkable difference between obseved and 

stribution is the location where the maximum 
data, maximum appears somewhat apart from the 
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Fig.   11    Observed maximum wave crest height distribution   (December,   1975) 

shoreline.  One of the explanations for this is due to the effect of a 
percolation in the swash zone. 

Estimate of a Convective Term 

Noda(1972) and Noda et al.(1974) neglected convective terms in simula- 
ting the nearshore current.  Based on the above field data, the authors 
tried to estimate the relative significance of a pressure term with a 
convective term in the equations of motion.  The magnitude of each terms 
are estimated at every 10 m grid point.  Figure 14 shows a comparison of 
longshore terms(y-axis). Dpper diagram is the pressure term, and the lower 
is the convective term. Near the rip current, convective terms have the 
magnitudes of 1/3 to 1/5 of the pressure terms.  Whereas in the other area, 
pressure terms have 20 to 30 times larger than convective terms. Therefore, 
it can be said that near the rip current convective terms may be effective 
in this case. 

FIELD OBSERVATION OF INFRAGRAVITY LOW MODE EDGE WAVES 

Infragravity Domain 

As for the spacing of rip currents, two theories have been presented 
[Bowen and Inman(1969) and Hino(1973)]. However, there is some confusion 
concerning their applicability for the actual phenomena[Sonu(1972b)]. 

Sasaki(1974,1975) found the existence of three domains on nearshore 
currents by applying the Iribarren No., I   [surf similarity parameter, 
Battjes (1974)] and the concept of infragravity waves[Suhayda(1974)] and 
clarified that the previous two theories can only be applied to two of the 
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Fig. 12 Simulated mean water surface elevation. 
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Fig. 13  Observed mean water surface elevation (December, 1975). 
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Fig. 14 Pressure term and convective term (December, 1975). 

three domains for steep and medium beaches, respectively.  For the addition- 
al domain, an Infragravity Domain Hypothesis has been proposed for a gently 
sloping beach [Sasaki(1974, 1975) and, Sasaki and Horikawa(1975)]. 

Here, the authors review this Hypothesis briefly, and show several 
observational results to support this.  Figure 15 illustrates the concept 
of the three domains on nearshore currents.  The top shows the Infragravity 
Domain [Sasaki(1974,1975)], the middle is the Instability Domain [Hino 
(1973)], and the bottom is the Edge Wave Domain [Bowen and Inman(1969)]. 
These three domains correspond to gentle, medium, and steep beaches, 
respectively.  As shown in Fig. 15, it is easy to understand the concept of 
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these domains using the number of waves in the surf zone [Battjies(1974)]. 

The Edge Wave Domain arises when the number of waves in the surf zone 
is less than 1, and has surging/collapsing or plunging breakers. This 
domain includes "the reflective system" [Guza and Inman(1975)]. The In- 
stability Domain has 1 to 3 waves in the surf zone, and plunging or spill- 
ing breakers.  On the contrary, the Infragravity Domain has more than 3 
waves in the surf zone, and always has spilling breakers.  This domain 
typically appears when relatively steep waves like wind waves attack a 
gently sloping beach.  For this domain, Sasaki(1974,1975) presented the 
next equation for the spacing of rip currents; 

157 I (1) 

where, Y  is a nondimensional spacing of rip currents defined by Eq.(2); 

Y  = Y / X, r    r   b 

I     is the Iribarren No.   [Battjes (1974) ]   defined by Eq.(3) 

I    = tang/(H/L)   1/2 

(2) 

(3) 

In Eqs. (2) and (3), Y , X , tang, 
H, and L are spacing of rip currents, 
width of the surf zone, beach slope, 
wave height, and wave period, res- 
pectively.  Subscript, o, denotes 
the value in deep water. 

Figure, 16 shows the relationship 
between Y  and I for all three 

r      r domains.  The theory of Bowen and 
Inman corresponds for large values 
of I  (I > 1), and Hino's theory 
can well be applied for medium 
values of I  (1 0.23) In 
the Infragravity Domain (0.23 > I ), 
Eq.(1) suggests the presence of low 
mode infragravity edge waves with 
significant amplitudes.  Gravity 
waves having periods less than 20 
sec have negligible reflection from 
the beach in this domain, while 
infragravity waves have fairly large 
reflectivity.  So infragravity edge 
waves can be generated and are able 
to control nearshore circulation 
through bottom perturbation. 
Because the data on infragravity 
waves are very few, the authors have 
been trying to detect these waves on 
numerous occasions. 

INFRAGRAVITY    DOMAIN   ( gentle beach ) 

Surf   zone 
more lhan 3 waves ) 1 

Spilling   breaker 
h- 

INSTAVILITY   DOMAIN   ( medium  beach ) 

Spilling or plunging 

EDGE   WAVE   DOMAIN   ( steep beach ) 

[ less ihan "^ 
i wave )   '    Surging   or 

plunging  breaker 

Fig. 15 Concept of three domains. 
(Sasaki, 1974) 
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Fig. 16 and Ir (Sasaki, 1974). 

Infragravity Low Mode Edge Waves 

Figure 17 shows an example of infragravity wave spectrum in the surf 
zone observed in March, 1976 on Ajigaura Beach.  The breaker height at that 
time was around 3 m. As the width of the surf zone was very wide over 300 
m, the 6 wave staffs which were used were all placed in the surf zone.  The 
water surface fluctuations were measured by using 16 mm memomotion cine- 
cameras. 

These three spectra show the results from offshore arrangement of 
sensors along a pier.  There are two dominant peaks.  The right peak shows 
an incident wave peak of 13 sec.  The other one is an infragravity wave 
peak of around 50 sec.  In the swash zone(C), the gravity wave peak dis- 
appears, and only the infragravity wave peak can be seen. The result of a 
cross-spectrum analysis by BMD-02T reveals the existence of a nodal line 
parallel to the shore between B and C sensors. 

Figure 18 shows the results from a longshore arrangement of sensors at 
the same time.  In this case, 4 alongshore sensors were located close to 
the shoreline, so the gravity wave peaks are lower than infragravity wave 
peaks.  The energy levels are somewhat larger than those offshore, and a 
secondary low frequency peak is found at around 2 min wave period.  In each 
of 6 spectra, the wave height of the infragravity waves is 40 cm to 60 cm. 
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Fig. 17 On-offshore infragravity   Fig. 18 Longshore infragravity wave 
wave spectrum (March,1976). spectrum (March,1976). 

An offshore profile of a relative wave height is shown in Fig. 19. 
The thick solid curve indicates the infragravity low mode edge waves [Eckart 
(1951)] with an offshore modal number, n = 1. Similar result was obtained 
also on December 18, 1975 (Fig. 20) when the STEREO-BACS was carried out. 
The short length of the pier prevented us from detecting a perfect envelope 
of a wave height profile.  The case in which a nodal line perpendicular to 
the shoreline was observed has been reported by Sasaki and Horikawa(1975). 

It is very difficult to measure the perfect configuration of edge 
waves in the field, because numerous wave sensors or flow meters are 
required to detect it.  However, most of our observations carried out on 
a gently sloping beach show an existence of low modefn = 1 and/or 2) 
edge waves with infragravity wave frequencies. 

Similar results have been shown by Inman and Guza(1976) on the Scripps 
Beach behind the La Jolla Canyon, and their periods were 70 to 80 sec. 
Guza and Bowen(1975) and Guza and Inman(1975) introduced Gallagher's(1971) 
work on surf beat generation; that is incident gravity wave frequency and 
directional spectra allow infragravity edge wave (30 to 150 sec) excitation 
through the interaction of different gravity wave components. As for the 
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Fig. 19 Infragravity low mode edge 
wave profile (March,1976). 

Pig. 20 Infragravity low mode edge 
wave profile (Dec, 1975). 

cause by nonlinear interactions through different wave frequencies, Yoshida 
(1950) also derived the generation of 1 to 3 min infragravity waves. As 
pointed out by Isaacs et al.(1951), surf beats might be, in fact, infra- 
gravity low mode edge waves, if some condition [Carrier and Greenspan 
(1958)] that can be also expressed by Iribarren No. I , is satisfied. 

Regarding amplitudes of infragravity waves (surf beats), with those 
periods larger than 20 sec, Goda(1975) has shown several observational 
results in the surf zone, and revealed that the amplitude of infragravity 
waves may amount to 40 % of that of offshore waves.  This value of 40 % is 
fairly large compared to that of Tucker(1950) obtained outside the surf 
zone. This difference may be due to the infragravity edge wave resonances 
in the surf zone. 

The above mentioned several works on infragravity waves, though not 
fully organized, suggest the validity of the Infragravity Domain Hypothesis, 
however, further research is needed concerning precise coupling mechanism 
between nearshore currents, infragravity waves and nearshore topographies 
on a gently sloping beach. 

SUMMARY AND CONCLUSION 

1)  The authors developed a new field observation system called STEREO- 
BACS based on a principle of stereophotogrammetry by which simultaneous 
measurements of a spatial distribution on waves and currents in the near- 
shore zone can be obtained.  Also a broader coverage is achieved compared 
to the previous system [BACS, Horikawa and Sasaki(1972)]. 

2)  The STEREO-BACS was applied on Ajigaura Beach, Japan, facing the 
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Pacific Ocean in December, 1975, and observations including infragravity 
waves and mean water surface elevations were carried out.  In'this obseva- 
tion, the authors succeeded in catching an entire process of one circula- 
tion for the first time. 

3) The obtained wave height distribution in the surf zone shows that the 
rip current flows out at the location where the breaker height is minimum 
on the breaker line, and the main stream of nearshore currents selects its 
path where the wave height is lower in the surf zone. 

4) Concerning a mean water surface elevation, it is observed that the 
maximum difference in water surface reached about 40 cm,.and longshore 
currents flow like a river in the surf zone. 

5) Based on the above observation, an estimate of a relative significance 
of a pressure term with a convective term could be made quantitatively, and 
it was found that the convective term has a magnitude of from 1/3 to 1/5 of 
the pressure term near the rip current. 

6) Our numerous field observations, Goda's(1975) observation, and Gallagher 
's(1971) work on infragravity waves suggest the existence of infragravity 
low mode edge waves with significant amplitudes which can cause nearshore 
circulations through bottom perturbation, and thus support the Infragravity 
Domain Hypothesis on a gently sloping beach [Sasaki(1974,1975), Sasaki and 
Horikawa (1975)].  The typical periods of infragravity waves observed are 
around 1 min. 
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CHAPTER 37 

LATERAL AND BOTTOM FORCES ON LONGSHORE CURRENTS 

David A. Huntley 

ABSTRACT 

A two-component electromagnetic flowmeter has been used on a 
natural beach of slope 0.01 to measure mean longshore currents and 
the horizontal fluctuating velocities in the frequency range 0-1 Hz. 
The measurements extend up to 120 m offshore and span about one 
third of a wide surf-zone.  The cross product of the fluctuating 
horizontal velocities, assumed to contain the combined effects of 
radiation and Reynold's stresses, is plotted as a function of distance 
from the shoreline.  The on/offshore gradient of the cross-product 
is then equated with a bottom friction term either in the form used 
by Bowen (1969a) or in a form similar to that used by Longuet-Higgins 
(1970).  The apparent values of bottom friction coefficient obtained 
in this way are at least a factor of two smaller than expected for 
Reynolds numbers and bottom roughness appropriate to the beach. 
Attempts to separate the radiation stress and the Reynold's stress 
contributions to the total stress term using cospectra fail to show 
distinguishable Reynold's stress contributions. Although this may be 
construed as being consistent with Battjes' (1975) beach slope dependent 
form for horizontal eddy viscosity rather than Longuet-Higgins' (1970) 
form, it is argued that, in fact, the significant horizontal turbulence 
was not measured at all but was confined to a surface layer above the 
flowmeter. This leads to the hypothesis that lateral friction, as a 
surface boundary layer, and the bottom friction act on a less turbulent 
central layer, and that the small measured friction coefficient in the 
present experiment is the result of the combined effects of these layers. 

INTRODUCTION 

Wave-induced longshore currents, confined mainly to the surf-zone, 
are assumed to be the result of a balance between a gradient of 
incident wave radiation stress, a gradient of horizontal turbulent 
Reynold's stress and bottom friction acting on the longshore current 
(for a recent review see Longuet-Higgins 1972).  Recent theories have 
parametrised these three balancing forces in terms of easily measured 
macroscopic properties of the flow.  Radiation stress is generally 
calculated from incident wave height and angle of approach; the Reynold's 
stress acting in the longshore direction is assumed to be the product of 
the on/offshore gradient of the longshore current and a coefficient of 
eddy viscosity dependent in some way on distance from the shoreline and 
beach slope; bottom friction has been parametrised in a number of ways 
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involving a coefficient of friction, the value of the mean longshore 
current and possibly the wave orbital velocity (calculated in turn 
from the mean water depth). 

Despite the success of these theories in predicting at least 
the order of magnitude of longshore currents there are a number of 
uncertainties, particularly in choosing the appropriate parametrisation 
of Reynold's stress and bottom friction.  These uncertainties arise 
primarily because the nature of turbulence within the surf zone is 
not well understood.  Is the appropriate scaling length for the 
horizontal eddy viscosity coefficient a horizontal distance from the 
shoreline or a local water depth (Longuet-Higgins 1970; Battjes 1975)? 
Is a depth mean turbulence picture in fact appropriate or is the 
wave-breaking turbulence confined to a relatively thin surface layer? 
What are appropriate values of bottom friction coefficient if much 
of the turbulence is generated not by bottom roughness but by wave 
breaking? 

The fast response and ruggedness of electromagnetic flowmeters 
provide an opportunity to begin answering these questions by direct 
measurement of the fluctuating components of the velocity field, both 
waves and turbulence, simultaneously with measurement of the mean 
longshore flow. 

This paper discusses an experiment on a shallow beach (beach 
slope g = 0.01) in which a two-component flowmeter was used to measure 
on/offshore and longshore currents in a frequency range 0 - 1 Hz along 
a line normal to the shoreline.  The data provided a direct measurement 
of the combined local radiation and Reynold's stress forces as well as 
an on/offshore profile of longshore current.  The first part of the 
paper discusses the friction coefficient obtained from these data, 
and there follows some discussion of attempts to separate the radiation 
stress and Reynold's stress components in the data. 

THEORY 

We assume a co-ordinate system with the x - axis increasing sea- 
wards from zero at the shoreline, the y - axis alongshore and the z - axis 
increasing vertically upwards from the mean still water surface. 

The longshore equation of motion for steady currents, assuming 
hydrostatic pressure and neglecting wave-current interaction, is the 
shallow water equation 

«i^_ + v|v  = _ g|n +   + T (1) 
3x     9y        3y    y   y 
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where u, v are the on/offshore and longshore depth mean currents 
(including wave-induced mass transport) respectively, n is the 
wave induced mean set-up of the water level, R is the bottom 
friction term and T„ is usually written as the sum of radiation 
stress and Reynold's stress gradients in the on/offshore directions. 
If conditions are uniform in the longshore direction then terms 
in /3y disappear and the first term also becomes zero as a 

consequence of continuity, leaving only 

R + T = 0 (2) 
y  y 

The term Ty is the on/offshore gradient of the flux towards 
the shoreline of parallel-to-the-shoreline momentum (Phillips 1969), 
and can be written 

1    3  S ,,, 
T = —7— , , T-  xy (3) 
y   p (n+h) 3x 

where      S  = / p u^vvdz (4) 

Here h is the still water depth and u"' , v^ are the fluctuating 
velocity components, including both have orbital velocities and 

turbulence.  S  should also contain a term in the cross-product of the 
horizontal components of mass flux, but this term is proportional to 
the mean on/offshore flow.  Its size can therefore be estimated 

from the measured mean on/offshore velocities.  For the experiment 
under discussion it was much less than 10% of the term in eqn. 4 and 
has therefore been ignored. 

If the assumption is made that wave and turbulent velocities are 
uncorrelated it is possible to separate the term on the right of eqn. < 
into a radiation stress part and a Reynold's stress part, and this is 
the usual way of proceeding.  For the data from an electromagnetic 
flowmeter, however, it is not necessary to make this separation since 
the components uv and vv are measured directly.  Nevertheless it is 
necessary to make two further simplifications of equation 4 before it 
relates directly to the measured quantities.  These are 

n n   
/       pu^vKdz x j       pu^vMz 
-h -h 

pu"vv (n+h) (5) 

The first of these approximations is valid to the same order as 
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our neglect of the mass flux term in Sx .  The second approximation 
implies that uvv"- is independent of depth.  This assumption must be 
made a priori since measurements were only made at a single position in 
the water column. However, the consistency of the results so obtained 
is later used to assess the validity of the assumption. 

Although in principle the vertical and horizontal components 
of turbulent motion could be measured near the sea bed using the 
electromagnetic flowmeter, and these could be used to provide a 
direct measurement of bottom stress, in the present experiment only 
horizontal velocities were measured and hence the bottom friction 
must be approximated by empirical expressions involving horizontal 
components and bottom friction coefficients. 

Three different forms of bottom friction have been considered, 
each involving a bottom friction coefficient,  with these bottom 
friction terms, the equations of motion, eqn. 2, become 

|^ [puvv" (n+h)] = p(n+h) R 

=    pc V       (Bowen  1969a) (6) 

= PcflDorblv       (Longuet-Higgins  1970)        (7) 

= PCf|u|v (8) 

_  c is a linear friction coefficient, with units m/s while cf and 
Cf are dimensionless coefficients.  In the Longuet-Higgins form 
Uorjj is the maximum orbital velocity of the incident waves.  In the 
third formulation |u| is the modulus of the total current vector and 
differs from lUoj-bj mainly in including the steady longshore current V, 
which Longuet-Higgins assumed was much smaller than Uorb • 

THE EXPERIMENT 

The field experiment was carried out on Sauntbn Beach, N. Devon, 
England. This is an essentially straight beach approximately 4 km. long 
and a survey out to 300 m from the high water mark showed an approximate- 
ly linear slope of 0.014; this slope is modified to 0.010 relative to 
the mean water level inside the surf-zone when set-up is taken into 
account.  On the day of the experiments the surf-zone was 300-400 m 
wide with long-crested spilling breakers. 

A single two-component electromagnetic flowmeter was mounted about 
20 cms off the sea bed, oriented so as to measure the on/offshore and 
the longshore components of flow.  The effective shoreline distance from 
this instrument varied as a result of tidal motion and allowed estimates 
of Sjjy to be made in the region 0 - 120 m from the shoreline.  The 
experimental technique was discussed in detail at the last Coastal 
Engineering Conference (Huntley and Bowen 1975a). 
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FRICTION COEFFICIENTS 

Figure 1 shows the measured values of longshore current against 
distance offshore.  The values shown are 8h  minute averages of digital 
current measurements recorded every h  second.  The measured currents 
compare well with independent measurements made using drifting floats 
at different distances offshore and the validity of the tidal excursion 
technique for measuring on/offshore variation of the velocity field 
is supported by the similarity of currents at the same offshore 
distance measured first on the rising and then on the falling tide 
(Huntley and Bowen 1975a).  The current increases almost linearly with 
distance from the shoreline, as expected since the measurements were 
made within about 1/3 of the surf-zone width from the shoreline. 

Figure 2 shows the corresponding values of uKvv plotted against 
offshore distance.  Here the fluctuating components are taken to be 
the velocities after removal of the Bh  minute means only.  High-pass 
filtering to remove energy at frequencies below the incident wave 
band would result in a reduction of about 20% in the values of u^v* ; 
the cause of this is discussed later.  Apart from a single wild point 
at about 70 m offshore the values are encouragingly stable, the spread 
of points around 120 m suggesting that the estimates are stable to 
better than +_ 40%. 

Also shown on figure 2 are straight lines corresponding to different 
values of c^, the linear friction coefficient.  The fit of these 
straight lines is unconvincing and the values of c^ are lower than might 
have been expected.  Bowen (1969a) estimates values of 0.002m/s for 
some laboratory data. 

1     2 The values of c^ and c^ were estimated separately for each 8*2 
minute section of record. A plot of (n+h) uvv^ vs offshore distance 
was made and the data approximated by a smooth line increasing mono- 
tonically with distance from the shoreline.  At the offshore distance 
corresponding to each 8^ minute record the gradient of this line was 
measured and equated to the bottom friction terms (eqns. 7 S 8) to obtain 
values of ci and c?.  Table 1 shows the results.  It is seen that the r  1   f  9 estimates of ci and cj are generally stable, the standard deviations 
representing approximately +_  30%, and there is no obvious trend in the 
values with shoreline distance. 

With the exception of the values nearest the shoreline, cj is 
consistently larger than cf.  Thus the assumption that Uorb is much 
larger than V is invalid for this data.  The ratio of mean values ci/c^ 
is about 1.4, implying that Uorb and V are of the same size.  In fact 
it can be shown using the theory of Longuet-Higgins (1970) that, except 
for very small angles of approach of the incident waves (of order 1° at 
the breakpoint), V is generally of the same order as UQ ,, and the 
Longuet-Higgins approximation, equation 7, is therefore usually invalid. 
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The coefficient Cf deduced from longshore current data by various 
authors (Thornton 1970; Komar 1975) is therefore not a true bottom 
friction coefficient.  The value of ci will generally be larger than 
the correct bottom friction coefficient, Cf , but the amount by 
which it is larger will vary across the surf zone and will be strongly 
dependent on the angle of approach of the incident waves.  This 
may explain the wide range of values of c- which have been deduced. 
[It is worth noting also that estimates of c'f have often been made 
using the longshore current data of Galvin and Eagleson (1965), but 
the accuracy of these data is now questioned by Komar (1975) on the 
grounds of incompatibility with other data.  Since the longshore 
currents of Galvin and Eagleson are larger than expected the estimates 
of Of will be low.] 

2 
The magnitude of the bottom friction coefficient c^ is less than 

one half the magnitude expected on the basis of laboratory experiments 
of flow over rough plates.  The experiments of Nikuradse (Prandtl 1952, 
Longuet-Higgins 1970) suggest that, for the bottom roughness appropri- 
ate to the beach and a Reynold's number determined by the incident 
waves, and friction coefficient should be around 5 x 10"  (Note that 
the friction coefficient defined in equation 38 of Longuet-Higgins 
(1970) and equations 7 and 8 of the present paper is one half the value 
of Cf  given by Prandtl (Longuet-Higgins - private communication)). 
Other direct estimates of wave friction coefficient have been made by 
Jonsson (1967) and Teleki and Anderson (1970) , and estimates of a 
combined wave and longshore current friction factor have been made by 
Jonsson et al (1974), but in each case the values give a bottom friction 
term at least as large as Prandtl's estimate. 

It seems probable that the apparently low value of friction coeffici- 
ent c is the result of the omission of a driving term in the equation 
of motion, equation 8.  The two groups of terms which may have been 
omitted are the longshore variation terms included in equation 1, or the 
turbulent Reynold's stress term, which we assumed to be included in 
equation 5. 

If the assumption of uniform conditions in the longshore direction 
were invalid, then the additional terms in equation 1 would have to be 
included and could result in a stronger (or weaker) longshore current 
than would be driven by xy alone.  If it were nevertheless still 
assumed that the motion could be described by equations 2, and 6-8, 
this stronger (weaker) current could only be reconciled with these equations 
by an apparently smaller (larger) value of friction coefficient.  Two 
mechanisms could be responsible for a longshore variability, edge wave 
generated circulation cells and refraction of incident waves.  Edge 
wave generated circulation cells (Bowen 1969b, Bowen and Inman 1969) 
seem very unlikely to be generated on a beach as shallow as 0.01.  Theory 
and experimental evidence suggest that circulation cells have an along- 
shore wavelength of the same order as the surf-zone width and edge waves 
of low mode number are most strongly generated; on Saunton beach 
synchronous edge waves giving circulation cells of the same 
size as the surf-zone would be of mode number greater than 200. 
The effect of wave refraction is less easy to dismiss since no 
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measurements were made alongshore.   However offshore 
topography was relatively smooth and there were no indications of 
refraction on this long smooth beach.  Additional evidence that wave 
refraction is not responsible for low values of friction coefficient 
comes from field measurements of longshore currents made by Ramkema 
(Battjes - private communication).  He also found consistently low 
values of friction coefficient, although his measurements were made 
for a variety of directions of approach of the waves, and thus for a 
variety of wave refraction conditions. 

The second possible explanation for the low values of bottom friction 
is that we are just not measuring the Reynold's stress at all.  Since 
the data comes from the 1/3 of the surf-zone clo'sest to the shoreline, 
a region where the effect of lateral mixing is to increase the longshore 
current above the unmixed value, we are again ignoring a driving term 
in the force balance and hence underestimating the friction coefficient. 

This hypothesis clearly leads to an attempt to find Reynold's 
stress contributions to the measured stress term, and this is discussed 
in the following section. 

SEPARATION OP REYNOLD'S AND RADIATION STRESSES 

If we could separate the turbulent and wave contributions to the 
mean u, v product we could examine the hypothesis that turbulence 
is perhaps not being measured, or possibly test the various para- 
metrisations of horizontal turbulent stresses which have been used in 
longshore current theories.  There are three possible ways in which such 
a separation might be made.  Most obviously we might try to measure 
elevation at the same time as the horizontal velocities and then remove 
the calculated elevation-related contributions to the velocities. 
Alternatively we might measure the variation of the u^vK product 
across and beyond a surf-zone and attempt to distinguish the two stress 
components by their different dependences on offshore distance:  the 
Reynold's stress should fall to zero some distance outside the surf- 
zone and pass through zero at the position within the surf-zone where 
the longshore current is maximum; these two points and the shoreline 
limit should allow a reasonable estimate to be made of the radiation 
stress contribution throughout the nearshore zone.  Finally it might be 
possible to separate the two stresses if they occur predominantly in 
separate frequency bands. 

Unfortunately the data from the present experiment includes neither 
elevation measurements nor sufficient spread of measurements across the 
surf-zone to test the first two of these techniques.  In fact the 
first technique would require a rather accurate directional spectrum of 
elevations, and this would be difficult to measure in the nearshore zone. 
However frequency separation is in principle possible with the current 
measurements alone. 
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The co-spectrum uvv^(f) separates the real part of the u^vv 

product into contributions in separate frequency bands.  Since the 
effect of the Reynold's stress gradient is to increase the longshore 
current within the first one third of the surf-zone we expect the 
Reynold's stress to contribute to uvvv with the same sign as the 
radiation stress, but hopefully within a well defined band at a 
higher frequency than the incident wave band. 

Figure 3 shows a typical example of the co-spectra calculated 
from the 8h  minute records.  The peak just below 0.2 Hz represents the 
predominant incident wave frequency.  The lower frequency contribu- 
tions may be due to breaker interaction in the wide surf-zone 
(Huntley and Bowen 1975b) but in any case contribute only about 20% 
of the total area under the curve.  There is no clear frequency band 
above 0.3 Hz containing a significant peak which may be attributed to 
Reynold's stress. 

It is possible that the level of turbulence was too small to be 
significant in this co-spectrum.  Longuet-Higgins (1970) estimates 
the total turbulent stress as 

1 Npx(gh)   3V 
3x (9) 

where h is local water depth 
x is distance offshore 

He assumes that the parameter N is a constant with a value » 0.005; 
Bowen and Inman (1972) analyse surf-zone dye diffusion experiments and 
suggest that N should lie approximately in the range 0.01-0.06.  In 
contrast Battjes (1975) suggests that N should not be constant but 
beach slope dependent in the form 

2 1/3        4/3 
N =  (— Y )     (tang)    M (10) 

where y  is the ratio of wave height to water depth. 

M is a dimensionless parameter deduced by assuming that the N given 
by equation 10 for tang =0.1 is similar to the constant N deduced by 
Bowen and Inman (1972); most experimental determinations of N were made 
on beaches of slope 0.1.  The value of M calculated thus lies in the 
range 0.3-2.0.  The- effect of the beach slope dependence of equation 10 
is then to give a considerably smaller estimate of turbulent Reynold's 
stress on a beach of the present slope of 0.01 than would be calculated 
using a constant N.  We have calculated the Reynold's stress, equation 9, 
using both constant N * 0.01-0.06, and the beach slope dependent N, 
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-4 
equation 10, which for our slope of 0.01 gives N ~ (3.5 - 21) x 10 
(we assume also that y  ~  1.2 for tanB =0.1 and y  =0.78 for tang = 0.01, 
following Bowen et al (1968), but the choice of y  does not signifi- 
cantly effect the result).  Comparison of these predicted Reynold's 
stresses with the observed contribution to u^vv for frequencies greater 
than 0.3 Hz shows that the observed values are of a similar magnitude 
to predictions made using equation 10 but are at least an order of 
magnitude smaller than predictions made using a constant (independent 
of beach slope) N.  Thus the observed cospectra are. not inconsistent 
with Battjes model for horizontal turbulence but are definitely incon- 
sistent with Longuet-Higgins' model. 

It seems more likely however that the flowmeter was not in fact 
measuring the wave-induced turbulence at all.  The mean values of uv 

and v^ integrated over the complete frequency range can be completely 
accounted for by the expected values for surface wave breakers 
propagating in the observed water depths.  The coherence between u 
and v is also around 0.3 in the frequency range 0 - 1Hz as might be 
expected for short-crested incident waves  (Battjes 1975). 

DISCUSSION 

The conclusion from the present data is therefore that the 
turbulence is probably not being measured by our single flowmeter and 
that this omission is likely to be the cause of the low value of 
friction coefficient obtained. 

The probable reason for the absence of turbulence in the flowmeter 
records is that the flowmeter was too far down in the water column. 
Laboratory experiments and field experience suggest that the turbulence 
of breaking is not distributed throughout the water column but is limited 
to the upper part, especially for spilling breakers.  Thus the second 
approximation of equation 5 is invalid.  Turbulence energy would also 
not be measured if it occurred predominantly at frequencies greater than 
the approximately 10Hz response frequency of the flowmeter, but this 
seems unlikely. 

Thus the present results suggest a rather different model for 
longshore currents than has been used before.  Rather than a turbulent 
intensity distributed throughout the water column, wave breaking turbu- 
lence is confined to an upper boundary layer which, with the bottom 
boundary layer, acts on a less turbulent central layer.  If indeed the 
driving force of this upper layer is responsible for the low apparent 
value of Cg, then an upper limit of about one third the water depth can 
be put on the thickness of this upper layer, based on the fact that c- 
remains small down to as little as 40 m. from the shoreline (table 1). 

The hypothesis, then, is that the value of c_ measured here is not 
a bottom friction coefficient alone but is strongly modified by the 
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existence of a surface turbulent boundary layer formed by wave breaking. 
The formulation of the effect of lateral mixing as some kind of boundary 
layer rather than a depth independent eddy viscosity may explain why 
Jonsson et al (1974) and Komar (1975) find so little effect on the 
match of predicted and measured longshore currents when the parameter 
N (equation 9) is varied over a wide range. 

The suggested three layer model may also provide the means to 
explain Komar's observation (Komar and Inman 1970, Komar 1975, 1976) that 
for a wide variety of field and laboratory measurements of longshore 
currents, the ratio of beach slope to the coefficient ci 

tanB -      .  . (11) 
—-—     cons tant 
cf 

The constant in equation 11 is variously found to be 6.05 + 0.65 
for beach slopes in the range 0.05 - 0.15 (Komar 1975), = 6.7 (Longuet- 
Higgins 1972) and s 7 for a beach slope of around 0.05 (Keeley 1975). 
The beach slope for the present experiment is considerably smaller than 
for these data, at 0.01, but, as a consequence of the smaller value of 
Cf , the ratio is found to be 3.9 _J^ , in reasonable agreement with the 
other estimates.  In fact, using the'correct friction coefficient, c 
instead of cf also gives reasonable agreement, with the constant 

"f 

5.2 +2-4 

-1.2 

Komar (1971) assumes that c is a friction coefficient and he 
has attempted to provide a physical explanation for the empirical result 
of equation 11 by assuming that bottom stress exerted on the beach is 
proportional to the radiation stress in the incident wave direction at 
the breakpoint.  However, this and other unproven assumptions which he 
needs to make have been criticized by Longuet-Higgins (1972), also on 
physical grounds.  More recently Komar |1976) has pointed out that, for 
the field data, a constant ratio tang/c suggests an increase in c£ with 
sand size, as we might expect for flow over a rough bed.  However, this 
argument cannot explain the laboratory results, where most beaches are 
solid, with a constant, generally small, bottom roughness independent of 
beach slope. 

The three layer model, however, suggests that the measured c 
parameters are strongly influenced by the intensity of breaking turbulence. 
Increased beach slope will result in a narrower surf-zone over which 
turbulent breaking occurs, and hence a greater level of turbulence in 
unit surface area. This increased horizontal mixing will result in a 
decreased longshore current and hence a greater apparent c- parameter in 
our three layer model.  This explanation is consistent with Longuet-Higgins' 
(1972) comments on equation 11. 
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Clearly what is needed is a new model for longshore currents, 
involving the correct parametrisation of the bottom friction term 
in terms of equation 8 rather than equation 7, and involving a new 
parametrisation of horizontal turbulent mixing as an upper boundary 
layer.  Such a model may provide an explanation for equation 11. 

There are several ways that the present three layer hypothesis 
may be tested experimentally.  Direct estimation of bottom friction 
is possible through use of the electromagnetic flowmeter to measure 
vertical and horizontal velocities near the bed.  Measurements of 
the distribution of horizontal turbulence in the vertical may also 
be possible, though measurement in the turbulent surface layer may 
only be possible by dye diffusion (see Inman et al 1971).  Finally 
the value of c deduced from horizontal velocities, as described 
in this paper, should be measured across and beyond the surf-zone. 
Since the effect of a surface turbulent layer should be to reduce the 
longshore current gradient, the maximum longshore current will be less 
than predicted in the absence of horizontal mixing, the horizontal 
mixing term will be a retarding force, and the value of c^ should be 
larger than expected for bottom friction alone.  Thus c^ should be 
smaller near the shoreline increase beyond bottom friction values as 
the surf-zone is traversed seawards, and then drop again, possibly even 
becoming negative beyond the surf-zone. 
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TABLE   1 

Run   1. D. Distance   from 
shoreline   m. 

Longshore 
current 

m/s 

c® 

x 10 "3 

c@ 

X 10"3 

FFC   81 120 0.37 3.25 2.01 

FFC   82 117 0.41 2.60 1.46 

FFC   83 111 0.38 2.53 1.38 

FFC   5 90.5 0.25 3.25 2.03 

FFD   1 77 0.26 2.29 1.39 

FFD   21 60 0.17 2.27 1.80 

FFD   22 50 0.10 3.17 3.13 

FFD   23 42 0.10 1.74 2.29 

Mean   and   standard   deviation = 2.6±0.6       1.9±0.6 
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CHAPTER 38 

TIME DEPENDENT FLUCTUATIONS IN 
LONGSHORE CURRENTS 

Guy A. Meadows 

Department of Geosciences 
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West Lafayette, Indiana 

ABSTRACT 

During constant sea state conditions, longshore current velocities 
were monitored continuously for fifteen minute periods separated by 
fifteen minute periods separated by fifteen minute intervals. 
Three ducted impellor flowmeters were placed at equally spaced vertical 
positions through the water column.  Sequential measurements were made 
with similar vertical current meter arrays at different locations 
across the surf zone.  Simultaneous measurements of wave height, period 
and celerity were made at stations placed at equal intervals from the 
outer surf zone to the beach.  The fifteen minute continuous records 
were subjected to spectral analysis.  This analysis showed that the 
major power associated with fluctuations in the longshore current 
velocity field occurs in two major frequency bands. A significant 
spectral peak was coincident with the breaker period of the incident 
wave field, 4.2 seconds and, another dominant signature occurred at 
78.8 seconds. Attenuation with depth of both the steady and fluctuating 
components of the longshore current flow field was relatively small. 
The maximum observed velocities for each station and each vertical 
current meter position varied from 90 to 150 percent above the 
observed mean longshore current velocity. However, at each station, 
variation of the means with depth was not appreciable and thus 
supports the results from time and space averaged theories of vertical 
uniformity in longshore currents, away from the boundary layer.  Results 
from the field investigation of Wood and Meadows (1975) indicated 
that the steady state components are dominated by the fluctuating 
portions of the flow field.  Therefore, time averaging of conservation 
equations in longshore current theory is a physically inappropriate 
procedure.  In order to evaluate the magnitude of the unsteady compon- 
ents, a close examination of surf zone dynamics was made.  The most 
obvious contribution to unsteadiness in longshore currents arises 
from the longshore component of the maximum horizontal particle velocity. 
However, the magnitude of observed current fluctuations is too large 
to be completely accounted for by this component.  Spectral peaks at 
longer periods appear to be related to modes of edge wave phenomena. 
The long period spectral signature of 78.8 seconds is in direct agree- 
ment with the calculated period for a zero mode edge wave in shallow 
water.  This agreement supports the contention that oscillatory compon- 
ents, other than the longshore component of the wave particle velocity, 

660 
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are contributing to unsteadiness in longshore currents and are mani- 
fested throughout a wide range of frequencies. 

INTRODUCTION 

In the presence of an oscillatory wave field incident on a beach 
it is somewhat unrealistic to expect a steady or slowly varying long- 
shore current.  Unsteadiness of longshore currents has been noted for 
quite some time.  However, the magnitude and dominance of the unsteadi- 
ness in the flow field has only recently been fully appreciated (Dette, 
1974; Wood and Meadows, 1975). 

Classically, field and laboratory investigations have relied on 
averaged results from Lagragian measurements to establish longshore 
current velocities.  Likewise, conservation equations have been time 
averaged in the formation of longshore current theories.  As a result, 
design criteria for coastal engineering structures have only consider- 
ed the periodicity of the incident wave, field to be important and 
local longshore currents have been modeled as steady state and constant 
with depth.  Results from this investigation indicate that these assump- 
tions are inappropriate.  Field observations show at a fixed point 
in the surf zone variations in excess of 150 percent of the mean long- 
shore current velocity occur over time periods from three to eighty 
seconds (Figure 1).  These unsteady motions in longshore currents 
persist horizontally across the surf zone and vertically from the 
surface to the bottom.  The dominant period of these fluctuations 
correspond to that of the incident breaker period; however, significant 
longer period fluctuations are also evident.  The magnitude of the time- 
dependent portions of the flow field as well as their persistence 
horizontally across the surf zone and vertically with depth suggests 
that they dominate the steady component.  Consequently an analytical 
formulation for longshore current flow must be carried out in a time 
dependent framework. 

Longshore currents result in a net translation of fluid particles 
parallel to the shoreline.  This fluid flow is bounded by the beach 
on the nearshore side, by the somewhat arbitrary limit of the surf 
zone on the seaward side and by the bottom.  The flow velocities 
are hence constrained to vanish at or near these boundaries.  There 
can be no wave generated longshore current flow beyond the maximum 
wetted extend of the swash zone on the beach.  The seaward extent of 
the longshore current is located where the effects of momentum 
and energy fluxes, associated with breaking waves, lie beyond 
the range of lateral mixing in the surf zone.  The lower extent of 
the flow field is characterized by a shear dominated zone terminating 
in the loosely consolidated sediment comprising the under-water 
portion of the beach. The flow is constrained to vanish at a suffi- 
cient depth into this underlying beach sediment.  This depth is not 
necessarily the top of the mobile sediment layer but a depth at 
which percolation through the beach material is non-existent.  The 
last remaining boundary is that of the free surface.  It is at this 
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COLUMN. 



TIME DEPENDENT FLUCTUATIONS 663 

boundary that the flow velocity is anticipated to be a maximum. 
Since the shearing stress realized at the bottom must result from 
a loss of momentum at the bottom boundary, the maximum velocity 
must be achieved at the greatest possible distance from the bottom. 
The longshore current flow, outside the viscous boundary layer, 
appears to be a weak shear flow. 

Classically, longshore current velocity has been modeled as 
a function of wave height, period, celerity and angle of approach 
at breaking as well as the local water depth (Galvin, 1967). The 
driving forces necessary to create and sustain the longshore current 
are most directly related to the breaking wave height,(Putnam, 
Munk, and Traylor, 1949).  This observation led to the development 
of conservation of momentum and energy approaches to the treatment 
of the longshore current flow field.  It was assumed that in shallow 
water the wave celerity at breaking can be adequately represented 
by 

cb = M\ + Z) 

which leads to an ambiguous conclusion.  Accepting the premise that 
energy losses exist that are not accounted for by this approximation, 
the driving component associated with the horizontal component of 
the wave particle velocity must be of greater magnitude than the 
resulting longshore current velocity 

C, sin 6, > V. 
b     b 

This result is not usually observed in nature, implying that other 
mechanisms, not accounted for by a simple time averaged momentum 
balance of the longshore component of the breaking wave horizontal 
particle velocity, must be associated with the generation of longshore 
currents. 

Early conservation of momentum and energy approaches have led 
to the investigation of longshore currents based on continuity con- 
siderations (Bruun, 1963).  The basic assumption in the conservation 
of mass approach is that a wave breaking at an angle to the beach con- 
tributes mass to the surf zone and raises the local mean water level. 
This creates a slope in the water surface which generates a longshore 
current. Variation of still water level at different locations along 
the beach imparts a longshore slope to the free water surface.  The 
differential pressure head associated with this slope initiates flow 
from areas of high to low pressure.  Hence, the velocity of the 
longshore current is controlled by the frictional pressure head loss 
within the current itself.  The non-uniformity of these conditions 
implies variation of the longshore current flow field in the longshore 
direction and forms the basis for theoretical treatments of rip-cell 
generation (Bruun, 1963; Bowen, 1967).  Rip-channels are formed at 
low areas of wave and slope water set-up and flow perpendicular to 
the beach.  This is a necessary and sufficient condition to satisfy 
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conservation of mass in the surf zone since the continuity constraint 
cannot justifiably be met by imposing return flow with depth through- 
out the surf zone. 

Perhaps the most sophisticated and least restrictive approach 
to longshore currents has been set forth in terms of conservation 
of energy considerations (Longuet-Higgins, 1970 (1) and (2)). 

This approach utilizes the concept of radiation stress to relate 
the magnitude of the longshore current velocity to the incoming wave 
energy flux, given by 

F = E c sin 6 (1) 
x     g 

outside the surf zone and 

g"-» 
inside the surf zone, where D is the rate of energy dissipation per 
unit time and horizontal area.  The flux of y-momentum across a line 
x = constant, parallel to the shoreline is given by the radiation stress 
component 

M S  = F  f^iii-^ (3) 
xy   x ' -  ' 

and from balance of momentum flux considerations it can be shown 
that the waves exert a local stress 

v-^ (4) 
parallel to the shoreline.  Substituting (3) and remembering 
that sin 9/c is independent of x gives 

3F Ty--£S  P—/ (5) 

or from (2) 

-D(^). Ty = D (S^-l . (6) 

A simple momentum balance for steady state conditions on a straight 
coastline can be expressed as 

T - B - 0 (7) 
y 

where B is bottom friction and lateral friction is neglected. Applying 
linear theory of waves in shallow water to (1) under the assumption 
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that in the breaker zone 9  is small enough that cos S  can be approxi- 
mated by unity gives 

1 
(8) 

where p is density, g acceleration of gravity, a wave amplitude, z water 
depth, and °= = a/z.  Longuet-Higgins (1970 1, 2) assumed the Chezy Law 

B = Cp |u[u (9) 

where u is the horizonaal velocity, having both a steady and oscillatory 
component, and C is a constant.  Combining equations (5), (8), and the 
time averaged expression of (9) and substituting into (7) gives a long- 
shore velocity 

V = |iSgz^. (10) 

The extension of shallow-water theory out to the breaker line and the 
inclusion of lateral mixing across the breaker line result in 

Vo " T if ^ (s sln V      <u> 
and 

vb= f" r" ^ (s sln V        (12) 

respectively (Longuet-Higgins, 1970 1, 2). 

Longshore current velocities predicted from this approach only agree 
with experimental results under the conditions of a manochromatic sea 
surface incident at a straight planer beach of constant slope.  The 
assumptions employed in these solutions still remain far too restrictive 
to produce physically realistic prediction under natural conditions. 
For an excellent discussion of recent developments in the predictions 
of steady longshore currents see Longuet-Higgins (1972). 

The existence of second order effects across the surf zone with a 
wide range of incident periods, can add significant contributions to 
unsteadiness in the longshore current velocity.  Wave set-up and set- 
down (Eagleson, 1965) across the surf zone can add slope water effects 
to the driving sources.  The effect of short crested waves (Fuchs, 1952) 
and edge waves (Ursell, 1952) can also supply driving forces not accounted 
for by classic temporal and spatial averaged momentum theory. 

Therefore, formulation of longshore current theories based on 
temporally or spatially averaged quantities appears to be physically 
inappropriate.  It is unrealistic to expect a steady or slowly varying 
longshore current in the presence of an irregular oscillatory wave 
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field.  Although the oscillatory nature of the longshore current, 
due to the presence of breaking waves in the surf zone should be 
expected, the resulting total longshore current velocity field is 
a far more complex oscillatory field. 

FIELD INVESTIGATION 

A field investigation was carried out along a section of eastern 
Lake Michigan shoreline, characterized by a multiple barred configuration 
and nearly parallel bathymetry.  Only conditions of wave breaking on 
the inner bar were considered for this investigation.  This restriction 
was imposed to avoid the added complication of waves reforming and 
breaking at multiple locations. 

Three ducted impeller flow meters oriented parallel to the shore- 
line were placed at equally-spaced vertical positions at each monitor- 
ing station.  The upper meter was placed below the level of the lowest 
wave trough so that it was continuously submerged.  The lower meter 
was placed adjacent to the bottom and the middle meter half way 
between the upper and lower meters (Figure 2). Sequential measurements 
were made with three similar vertical current meter arrays at differ- 
ent locations across the surf zone.  The outermost current monitoring 
station (Station I), was located within the zone of active breaking. 
The inner stations (Station II and III), were located five and ten 
meters, respectively, shoreward of Station I. Maximum wave breaking 
occurred at Station II, hence, the breaker zone was bracketed by the 
station locations.  The total surf zone width was approximately thirty 
meters. 

Simultaneous measurements of wave height, period and celerity were 
made perpendicular to the shoreline at stations spaced at equal inter- 
vals from the outer surf zone to the shore.  The spacing of these 
stations was approximately 5 meters.  The incident wave angle at break- 
ing was determined to be 21 + 5 degrees. 

During constant sea state conditions, longshore current velocities 
and wave characteristics were simultaneously monitored continuously 
for fifteen minute periods separated by fifteen minute intervals. 
Constant sea state was determined by requiring that the probability 
distributions of wave height and period at the outer most wave monitor- 
ing station remain stationary.  Hydrographic surveys were conducted, at 
close spatial intervals, offshore to a position outside the surf zone 
and alongshore to a distance of one surf zone width, which is the 
theoretical limit of rip cell width.  The average nearshore beach slope 
was found to be 1:40. 

ANALYSIS 

The most appropriate representation of the longshore current and its 
associated wave field should be expressed in a statistical context. 
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Application of this approach to nearshore circulation has been the 
subject of recent work (Dette, 1974; Earl, 1974; Collins, 1972; 
and others).  Consideration of probability distributions of wave 
characteristics across the surf zone anticipate a variation in 
wave height, incidence angle and celerity.  Under a monochromatic 
assumption, all waves are expected to break at the same location 
in the surf zone. However, with a random distribution of the sea 
surface, the breaker line becomes a breaker zone and the region 
over which energy dissipation is active also becomes a broad zone. 

Data obtained from the ducted impeller flow meter array were 
analyzed for their periodic and steady state components.  The time 
intervals between discrete on-off signals of the meter were con- 
verted to instantaneous velocities. These velocities were then 
interpolated on equal time intervals between adjacent points.  This 
data was then subjected to spectral analysis to determine its periodic 
components.  Inherent to the monitoring system are aliasing problems. 
Data from the flow meter was only available at discrete instants of 
time, therefore, frequency information was lost from the signal. 
Frequencies greater than twice the interval between meter signals 
(averaged approximately 1.0 seconds) can not be resolved.  Filtering 
of the input signal and smoothing of the power spectrum was therefore 
employed. 

The analytical treatment of the longshore current flow field 
should be developed within the framework of an incompressible, 
inviscid fluid.  The problem also must be formulated in a time 
dependent context with shallow water wave parameters as inputs. 
It is therefore necessary to evaluate the initial state of the wave 
field incident at the outer surf zone (Figure 3). 

To evaluate wave induced unsteadiness of the longshore current 
flow field it is advantageous to remove from the experiment all 
secondary variations in the velocity field not directly related to the 
incident breaking waves.  For this reason, only wave and current data 
collected during constant sea state conditions was acceptable for this 
investigation.  The wave field was, therefore, required to be 
statistically steady in its mean, 3ri/3t = 0.  This restriction 
eliminates the existance of significant long period fluctuations 
in the longshore current velocity field induced by either growth or 
decay in the wave field incident at the outer surf zone.  This 
restriction, however, does not preclude wave transformations within 
the surf zone, hence, 9n/3x + 0. 

It is not necessary for the incident wave field to be non- 
uniform in the alongshore direction for periodic unsteadiness in 
longshore current velocity to exist.  Significant unsteadiness 
in the velocity field should be expected both from direct velocity 
contributions from breaking waves and from interactive phenomena 
associated with the entire wave group (Meadows and Wood, 1975). 
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The approximation 8n/3y = 0, requires the incident waves remain 
long crested and two dimensional as they move through the surf 
zone. Hence, the initial conditions for a steady, uniform incident 
wave field have been established. 

Another representation of the near shore wave field is that 
of a non-uniform sea surface in the alongshore direction, 3n/3y * 0. 
Under this condition, additional driving forces for periodic 
Variations in the longshore current velocity field may be expected. 
This condition may be a manifestation of either a short-crested 
sea surface or longer period edge waves.  Both of these types of 
alongshore wave motion result in additional release of energy to 
the longshore current.  However, at a fixed point in the surf zone, 
the direct cause of these secondary velocity fluctuations can not 
be established. Their magnitude will at best appear as a residual 
when all other primary fluctuations are accounted for. 

Once the initial conditions describing the incident wave 
field have been established, the nature of the longshore current 
flow may be defined. As with the case of the incident wave field, 
the resulting longshore current flow field may be either uniform 
or non-uniform in its longshore extent.  Classical treatments of 
longshore current have generally been restricted to a two dimensional 
long crested incident sea surface encroaching on a bottom with 
straight and parallel contours.  Therefore, with the exception 
of rip cell formation, the longshore current is treated as uniform 
in the y-direction. 

Figure 3 shows the various analytic assumptions which can be 
applied to the incident wave field and related longshore current. 
Existing longshore current theory is formulated on the assumption 
that only one of the eight possible combinations shown is observed 
in the surf zone (wave field steady and uniform, longshore current 
uniform and steady).  The major restriction of these classical 
longshore current theories is that the motion has been confined 
to steady state,. 3ui/3t = 0.  The field investigation of Wood and 
Meadows (1975) has shown that at a fixed point in the surf zone 
variations in excess of 150 percent of the mean longshore current 
velocity occur over time periods from three to eighty seconds. 
These unsteady motions persist horizontally across the surf zone 
and vertically from the surface to the bottom.  The persistance 
and magnitude of the observed velocity fluctuations imply that 
time dependent analytical treatments of conservation equations 
are necessary in order to properly predict longshore current 
velocity. 

It is reasonable to assume that the total longshore current 
velocity field is composed of a steady and a fluctuating component 
which result from the incident wave field. 

V = V + V1 (13) 
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Recent field measurements (Wood and Meadows, 1975) suggest that the 
steady flow component and the fluctuating flow component are of 
comparable magnitude.  Similarly, there exists in the surf zone 
driving components that can be expected to contribute only to the 
steady portion of the flow field and others that contribute only to 
the unsteady portions.  Therefore, the governing differential 
equations for longshore current flow (Collins, 1972) should have 
been retained in their original time dependent form. 

Consider the momentum and continuity equations for a two dimen- 
sional, incompressible, constant density fluid in the x and y 
direction (perpendicular and parallel to the beach respectively 

3u , 3u 3u 3n , _ _ /n/. — +u— + v — =-g^r- +T -B (14) 
3t    3x    3y    °  3x   x   x 

3v ,   3v    3v      3n , _,   „        ,,.. 
—_+u—-+v-—=_g_!-+X -B (15) 
3t    3x   3y     3y   y   y 

M+l^L+i^._0 (16) 

where T and T are the radiation stress components in the x and y 
direction respectively and Bx and B„ represent corresponding components 
of bottom friction. 

Now let the velocity components u and v be composed of both a 
steady and a time dependent component of comparable magnitude, in the 
following form 

u=u+u'    v=v+v' 

and the free surface elevation, n, be similarly decomposed into a 
steady and a fluctuating surface component 

n = n + n'. 

The governing-equations now become: 

3u'   - 3u ,  , 3u , - 3u'  , 3u' , - 3u , - 3u' , 
— + u — + u' hur—+U'T— +VT l-v-r— + 
3t     3x     3x    3x     3x     3y    3y 

,  u ,  , 3u'      3n    3r,' , m   „     .,,. 
v^-+v'r— =-g—-L-gT"L+T -B    (17) 

3y     3y      3x  6 3x    x   x 
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3v'       -  3v  ,     ,   3v      -  3v*       ,   3v'     - 3v  .   - 3v'   , 
3F   +U^+U37+U3^+U3l+V3^+Vi7   + 

V  3y + V  3y     8 3y   S 3y + Ty   By (18) 

in.1 + 3[(u + u')h]    3[(v + v')h] 
3t       3x 3y (19) 

(Note: previous field observations have shown that 3u/3t and 
3v/3t are non-zero terms due to slight variations in the main flow, 
however their magnitude is negligibly small). 

Spectral analysis of the longshore current velocity series 
(Figure 4) indicated that significant energy was associated with the 
incident breaking wave period, 4.2 seconds. However, other dominant 
signatures occur at longer periods, with the maximum being 78.8 
seconds.  The observed longshore current velocity fluctuations seem 
to fall into three period ranges of interest.  These periods are: 
3 to 10 seconds, order of the incident breaking wave period, 25 to 
200 seconds, range of the anticipated long period edge wave modes; 
and greater than 200 seconds, for the quasi steady state component. 

The most obvious contribution to unsteadiness of longshore 
current velocity arises from the longshore component of the breaking 
wave horizontal particle velocity.  Theory suggests that the longshore 
current velocity is most directly related to the magnitude of the 
longshore component of the breaking wave horizontal particle velocity 
at the surface, c, sin 8, . When time averaged, this oscillatory 
component was assumed to generate a mean longshore current, 
v = f(c, sin 8,)-  In order to evaluate the magnitude and the distri- 
bution of this component of the velocity field, only the periodic 
component of the velocity series is of interest. Hence, the steady 
state component was removed from the series.  The magnitude of the 
horizontal particle velocity was evaluated throughout the water 
column.  Experimentally derived profiles of maximum horizontal 
particle velocities and their variation with depth from the tank 
studies of Morison and Crooke (1953), and Divoky, Le'Mahaute' and Lin 
(1970), and the field studies of Miller and Zeigler (1964) and Wood 
(1970) were used for this evaluation.  The calculated longshore 
component of these breaking wave maximum horizontal particle velocity 
profiles, Un' sin 6, , is plotted for each of the above studies on 
Figure 5.  The velocity range for the three current meter depth locations 
through the water column of the observed periodic component of the long- 
shore current from this investigation is also plotted on Figure 5. 

The observed magnitudes of the fluctuating longshore current 
velocity compare favorably with the expected magnitudes of the longshore 
component of the breaking wave horizontal particle velocity. However, 
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FREQUENCY (HZ) 

FIGURE 4.  POWER SPECTRA FOR UPPER CURRENT METER 
COMPUTED FROM FIFTEEN MINUTE LONGSHORE 
CURRENT VELOCITY SERIES. 
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the magnitude of the velocity fluctuations from this investigation 
are generally, with the exception of Miller and Zeigler (1964), 50 
to 100 percent larger than would he predicted from these studies. 
Re-examination of the longshore current velocity series provides 
an explanation for this decrepancy. 

The demeaned longshore current velocity records with which 
the horizontal particle velocity profiles were compared, contain 
additional frequencies of longshore current velocity fluctuations. 
To isolate only that component of unsteadiness associated with 
the longshore component of the wave horizontal particle velocity, 
all frequencies other than the breaker zone wave frequencies were 
removed from the record. Band pass filtering was performed on the 
fifteen minute longshore velocity records to remove the effect of 
any long period waves from the observed fluctuations.  The filtered 
series only contained fluctuations whose periods were between 3 and 
10 seconds, Figure 6.  This filtered series is then the observed 
longshore current velocity component resulting from the breaking 
wave horizontal particle velocity, U^' sin e^. This filtered 
series of longshore current velocity fluctuations exhibit several 
characteristics that would be anticipated to be associated with 
breaking wave induced motions.  First, the velocity fluctuations 
are nearly symmetrical about the abscissas, thus, suggesting that 
these motions are truly the result of the oscillatory wave particle 
velocity.  Second, the magnitudes of the observed fluctuations are 
nearly uniform with depth.  Near uniformity with depth is suggested 
by shallow water wave theory as well as by the observed maximum 
horizontal particle velocity profiles of Morison and Crooke (1953) 
and DiVoky, LeMehaute' and Lin (1970).  The observed magnitudes of 
this filtered series of longshore current velocity fluctuations are 
in excellent agreement with the results of both previously mentioned 
tank experiments and are bracketed by the profiles obtained from the 
field investigations of Wood (1970), on the low side and by Miller 
and Zeigler (1964), at the upper end.  This agreement suggests that 
the contribution of the breaking wave horizontal particle velocity 
to fluctuations in longshore current velocity has been isolated 
from the observed time aeries. 

Results of spectral analysis of the fifteen minute longshore 
current velocity series has shown significant energy at a period 
of approximately 80 seconds.  Examination of the band pass filtered 
(3-10 seconds), demeaned longshore current velocity series also shows 
repeated occurrences of groups of high velocity pulses in the long- 
shore current. The regular occurrence of these pulses at approximately 
80 second intervals suggest a correlation with the spectral signature 
at that same period. 

The distinction must be made that the individual high velocity 
pulses still retain their identity of approximately 5 second period 
and that groups of these large pulses arrive as a beat phenomenon at 
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approximately 80 second intervals. However, for the spectral signature 
at an 80 second period to exist a wave phenomenon at that frequency 
must be present.  Since, periodic amplitude modulation alone of the 
wave period fluctuating velocity series would not produce a spectral 
response at that period.  It appears that this long period longshore 
current velocity fluctuation may be driven by the surf beat.  Thus 
the fluctuating portion of the longshore current flow is composed 
of at least two distinct components.  A component of period coin- 
cident with the breaking wave period and a long period component 
of approximately 80 seconds, Figure 7. 

The original longshore current velocity series was then low 
band passed filtered to only allow periods between 200 seconds and 
25 seconds to remain.  This filtered, demeaned series (Figure 7) 
shows the existence of the anticipated long period wave phenomena 
of approximately 80 second period.  The maximum magnitude of this 
velocity component was approximately + .3 m/sec. The phase of this 
long period fluctuating component corresponds to the arrival of 
groups of high velocity pulses of the wave period fluctuation 
series.  If we return to the conservation of mass theory of Bruun 
(1963) the suggestion was made that the longshore current flow is 
a response of the surf zone to an influx of mass associated with 
translatory breaking waves.  Since the arrival of the group of 
high velocity pulses in the longshore current velocity field, is in 
phase with the long period velocity fluctuation, then perhaps this 
oscillation is a response of the surf zone to an increased mass 
flux. As was suggested by Bowen (1967), a corresponding set-up, 
set-down phenomenon could be expected in the longshore direction. 
However, since this correlation does appear to exist between the 
long period and wave period portions of the fluctuating flow, the 
generation of a low mode edge wave may be a reasonable expectation. 
The calculated maximum period for a zero mode edge wave for the 
conditions of this field investigation was 77.8 seconds (Guza and 
Inman, 1975).  The nearshore beach face slope of 5.7° approaches 
the 6° beach slope for which these calculations were made.  This 
is in agreement with the observed 78.8 second period fluctuation 
in the longshore current velocity.  However, the effect of the well 
developed barred beach configuration, present during this study, 
on maximum edge wave periods is not clear, the choice of an "effective" 
beach slope over this region greatly alters the anticipated edge 
wave periods.  Edge wave period calculations for the area immediately 
adjacent to the steep beach face suggests a period of 27.7 seconds. 
Examination of the power spectra for the current meter array at this 
location in the surf zone does show a weak signal at this frequency. 

The major portion of the observed time dependent' fluctuations 
in the longshore current velocity can be accounted for by the two com- 
ponents previously discussed. However, the linear addition of the 
breaking wave period fluctuating component, V^, and the long period 
component, Vf, does not produce the original longshore current velocity 
series.  The steady state component contributing to the longshore 
current velocity is absent from the series.  The magnitude of the 
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steady longshore current velocity component V, for this set of 
observations, was approximately 0.65 m/sec. For the purpose of 
this analysis, the steady state component is defined as the velocity 
component whose period of variation in magnitude is greater than 
200 seconds.  Therefore, there must exist a net stress on the fluid 
within the surf zone of sufficient magnitude to produce the observed 
steady component of the flow. 

The radiation stress concept as applied to the generation of 
longshore currents by Longuet-Higgins (1970, 1 & 2) states that 
the presence of waves exerts a net stress on the water of the surf 
zone.  This excess flow of momentum is a result of the flux, toward, 
the shoreline of momentum parallel to the coast 

Sxy fSV[  puVdz. (20) 

This formulation, employing the radiation stress concept, for the 
prediction of steady longshore currents has been critized (S.P.M., 
1973) for predicting the magnitude of longshore currents too low. 
However, for the results of this investigation, the formulation of 
Longuet-Higgins predicts the magnitude of the steady component, 
that which it was intended to predict, very well.  The calculated 
value for the steady longshore current component using this 
formulation was 0.61 m/sec. While the observed steady component 
ranged from 0.60 to 0.66 m/sec (Wood and Meadows, 1975). 

CONCLUSION 

Three distinct longshore current velocity components have been 
isolated which contribute to the total observed longshore current 
velocity 

V = V + V^ + V£ (21) 

where V is the steady longshore current velocity component and V^ 
and Vf, are respectively the wave period and long period fluctuating 
longshore current velocity components.  The mean longshore current 
velocity component, V, was found to be dominated by the combination 
of the fluctuating components V^,, the incident breaking wave period 
fluctuations, and Wf,, the long period fluctuations. Variations in 
the longshore current velocity of 90 to 150 percent of the mean 
current velocity have been shown to occur over periods from 3 to 80 
seconds and these fluctuations have also been shown to persist 
horizontally across the surf zone as well as vertically from the 
surface to the bottom.  In addition an interactive mechanism appears 
to be in operation within the surf zone by which short period 
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velocity fluctuations, order of the incident wave period, appear to 
interact with long period fluctuations in the longshore current velocity. 
This interaction seems to be excited by 80 seconds periodic variations 
in the magnitude of the short period longshore current velocity 
fluctuations. Decomposition of the longshore current velocity record 
has shown that a steady state component also contributes to the 
observed velocity field.  The formulation of longshore current 
theories based on temporally or spatially averaged quantities is a 
physically inappropriate procedure.  In view of the results of the 
field investigation of Wood and Meadows (1975) it is unrealistic 
to expect a steady or slowly varying longshore current velocity 
field in the presence of an irregular oscillatory wave field.  Con- 
sequently, a reevaluation of the reasonability of the steady state 
approach to the prediction of longshore current velocity is clearly 
needed.  The success of solutions to problems associated with the 
coastal environment depends on an appropriate and complete understanding 
of physical processes active in the environment.  The steady state 
approach to the longshore current velocity field cannot provide this 
unders tanding. 
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CHAPTER 39 

TERRESTRIAL PHOTOGRAMMETRIC MEASUREMENTS 

OF BREAKING WAVES AND LONGSHORE CURRENTS 

IN THE NEARSHORE ZONE1 

2 3 
Joseph W. Maresca, Jr.  and Erwin Seibel 

I.  INTRODUCTION 

We conducted a study to determine the feasibility of shore-based, 

oblique photographic monitoring of breaking waves, water levels, and 

currents within the surf zone. The purpose of this paper is to describe 

a new method of oblique single-image and stereoscopic-image analysis, 

the potential errors, and the types of measurements that can be made in 

the surf zone.  Examples of application are presented to demonstrate the 

technique.  Sophisticated photographic equipment is not required to 

collect, analyze, and interpret the data. The analysis and error dis- 

cussions are directed toward the problems encountered using common 

equipment. 

Vertical images from aircraft, helicopters, and balloons have been 

used in the past to study shoreline changes,  directional ocean-wave 

spectra,8 and longshore currents.3 Oblique images taken from the bridge 

of a ship have been successfully used to measure whitecap coverage under 

different wind speeds.4  Terrestrial oblique images have been used to 

study longshore currents,5 ice-ridge formation and breakup,6'7 and beach 

changes .8 

Oblique images, taken with a 35-mm single-lens reflex camera from an 

elevated point such as a bluff, are particularly suitable for the measure- 

ment of breaking waves, water level, beach run-up, and current in the surf 

zone under storm conditions.  In contrast to other techniques of monitoring 

the surf zone, the photographic technique described in this paper is simple 

to install, reliable, accurate, and inexpensive.  It can be used in all 

weather conditions, and the analysis of the images is simple.  Both stereo- 

scopic and single oblique images can be analyzed, depending on the specific 

needs and existing environmental conditions.  Since the scale of an oblique 

photograph changes with increasing distance from the camera, the technique 

is limited in range to about 250 m for a cliff approximately 8 m above the 

mean water level.  Accuracies to within 1% in the horizontal plane and 

better than 10% in the vertical plane are achievable at this distance. 

1. Contribution No. 209 of The Great Lakes Research Division, The 

University of Michigan, Ann Arbor, Michigan 48104. 

2. Stanford Research Institute, Menlo Park, California  94025. 

3. University of Michigan, Ann Arbor, Michigan 48104. 

681 



682 COASTAL ENGINEERING-1976 

Higher accuracies are obtained as distance from cliff to camera decreases. 

The unique feature of the oblique image is that it provides a method of 

delineating changes in space and time without the need for an expensive 

array of instruments. 

II.  EXPERIMENTAL METHOD 

No special equipment is required for taking the oblique images.  If 

stereoscopic oblique images are required, two 35-mm single-lens reflex 

cameras can be used. The cameras should be tripod-mounted and separated 

by a known distance. Polarizing filters are useful to decrease the glare 

from the water surface.  In this study, stereoscopic measurements were 

taken along the California coast by two cameras placed 8 m apart and 8 m 

above the mean water level.  The focal lengths of the cameras' lenses were 

50 mm.  The nominal focal length is sufficient for analysis. Although the 

simultaneous camera exposures could be taken using a long shutter release, 

we took the exposure by voice command. The two exposures were found to be 

visually identical, so no more elaborate method was pursued. Kodachrome 

II color slide film (ASA 25) was used.  The color film is necessary for 

easy identification of points on the image.  Slides are necessary, since 

they can be projected on a screen and enlarged sufficiently until points 

can be easily identified. 

Single and stereoscopic oblique images can be taken along any region, 

providing the cameras are above the mean water level and the horizon is 

clearly visible and horizontal in the viewfinder (Figure 1).  If the tilt 
o 

of the horizon is less than 1 , no correction for tilt is required.  This 

is well within the visual judgment of the photographer.  The available 

topography usually dictates the camera elevation. The authors have taken 

measurements at three camera elevations ranging from 8 to 24 m (depression 
o     o 

angles ranging from 2 to 10 ) and identified objects at over 600 m from 

the camera.  Generally, for camera elevations of 10 m, measurements offshore 

are limited to about 250 m.  The principal point of the image should be 

centered on the region of most interest. 

For single oblique image analysis, no reference stakes are required 

if the horizon, the focal length of the camera lens, and the datum eleva- 

tion are known.  However, reference stakes are required for stereoscopic 

image analysis.  The stereoscopic analysis requires that the principal axes 

of the two cameras are parallel (B = 0 in Figure 2).  The reference stakes 

should be placed between the cameras. A minimum of three reference stakes 

are required to mathematically rotate the principal axis of one camera 

relative to the other camera such that 6=0.  It is not necessary to 

relate the beach stakes to the camera. 
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If water level fluctuations are required at known points, it is 
suggested that plastic buoys supported by polyethylene floating rope 
be stretched offshore. Theoretically, this is unnecessary, but the floats 
provide identifiable points. This is unnecessary for the wave measure- 
ment s. 

III.  ANALYSIS 

The numerous methods of analysis of an oblique image are described in 
the Manual of Photogrammetry.9  The Equivalent Vertical Photographic 
Method of rectifying points in the oblique image to real ground distances 
is well suited for surf-zone analysis. Consider an oblique image (color 
slide) of a plunging breaker taken along the Northern California coast- 
line (Figure 3). The field setup is shown in Figure 1 along with several 
of the important points of interest such as the plunging breaker, the 
buoys, and the beach reference stakes. The oblique slide was enlarged 
using a slide projector (and photographic enlarger), and these points were 
digitized (Figure 4) with respect to a rectangular coordinate system with 
the origin at the principal point of the projected image.  Fundamental re- 
lationships of an oblique image required for the analysis of this digitized 
image can be derived from the principal-plane diagram (Figure 5) for a slide. 
The plane of the positive taken by a camera lens of focal length f is de- 
fined by the points T, P, I, and N, where T is the intersection of the 
horizon with the principal plane, P is the principal point of the image, 
I is the isocenter of the image, and N is the nadir point.  The depression 
angle, e, is the vertical angle from the horizon plane to the optical axis. 
The tilt of the photograph is defined as t = 90 - Q.  The equivalent verti- 
cal photograph is the imaginary photograph that would be obtained if t = 0. 
The equivalent vertical photograph intersects the oblique image at the iso- 
center. The isoline, the line created by the intersection of the equivalent 
vertical photograph and the oblique image, is common to both images. 

The equations required to calculate real ground distances with the 
origin at the camera from an oblique slide are given below.  The analysis 
includes the effects of magnification of the slides.  The magnification of 
the slide C is the ratio of the height of a slide, d , to the height of 
the slide on the screen, d , or 

d 
C = -i  . (1) 

The locations of the points P, T, I, N along the principal plane can be 
calculated if the positions of any two points are known.  Points T and P 
can be measured directly from the image, and points I and N can be calcu- 
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lated.  Then the coordinates of any point in the equivalent vertical 
photograph can be determined.. The principal point of the enlarged oblique 
image is the center of the image. The distance from the principal point, 
P, to the apparent horizon point, T, on the slide, FT, can be measured 
directly.  The apparent depression angle, 9', is 

arctan (C PT/f)  . (2) 

The apparent horizon is slightly lower than the true horizon, and a 
correction angle, §6, can be added to 9' to obtain the true horizon: 

68 =  0.98(H)2   . (3) 

where H is in feet and 59 is in minutes. 

Thus, 

9  =  9' + 56 (4) 

and 

PT = f tang  . (5) 

The following distances in the oblique image are given without 
derivation: 

PI = f tan - (6) 
2 

PN =  f tan 9 (7) 

TI  = PT + PI (8) 

TN = PT + PN  . (9) 

Using Eqs. (1) through (9), we obtain the coordinates of any point in the 
equivalent vertical photograph (X  , Y  ), with the origin at the camera 
(i.e., the principal point of the equivalent vertical photograph, and not 
the isocenter): 

X    = X c(-^—) (10) 
evp     ob 
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(11) 

where K = Y  C + PI, NI = PI, and (X , Y ) are the coordinates of any 
ob ob  ob 

point on the enlarged oblique image with the origin at the principal 
point of the oblique image.  The real ground coordinates (X , Y ) of 
any point on the equivalent vertical photograph with respect to the 
camera are given by 

• H X 

V = ' —^ I (12) 
/HA    V 

,H Y   * 

(-7*) V = ' ~^ > (13) 

where H is the difference in elevation between the camera and the point 
on the ground.  If single images are being analyzed, H is the datum. 
Usually H is the difference between the elevation of the mean water level 
and the camera. Thus, horizontal distances can be calculated using 
Eqs. (12) and (13).  The height of an object in a single oblique image 
can be calculated if the object is vertical.  For vertical objects in 
which the bottom and top points are visible, the height, h, is given by 

H(K  - K   ) TN 
h  =  top_bpt      (14) 

[(TN - TI) + K   ] (TI-K   ) L top      bot 

where Y  in K.   is the Y coordinate of the top point of the vertical ob    top 
object and Y  in K   is the Y coordinate of the bottom point of the 

ob    bot 
object. 

If the datum fluctuates in time and space and the actual elevation of 
each point is of interest, then stereoscopic images are required.  If two 
cameras with their optical axes approximately parallel are used to simul- 
taneously take overlapping pairs of slides, then the real ground height 
below the camera of each point in the oblique image can be determined from 
parallax measurements. 

The algebraic difference in the "x" coordinates of the same point in 
each slide of the stereo-pairs is the parallax, P, and is given by 
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P = X   - X' (15) 
evp   evp 

where X   and X'  are the left and right "x" coordinates on the equi- 
evp     evp 

valent vertical photograph. The difference in elevation between the 

camera and the point is given by 

f B 
d = — (16) 

where B is the baseline distance between cameras. Thus the real ground 

distance of any point in the oblique image is given by Eqs. (12), (13) 

and (16) if H = d. 

IV.  SINGLE-IMAGE ANALYSIS 

Single oblique images can be used to measure horizontal distances such 

as the location of the breaker zone, nearshore wavelength, run-up on a 

flat beach, and ice-ridge location, using Eqs. (12) and (13) with the mean 

water level as the datum.  For example,, this method was applied to the 

comparison of the location of the breaker zone to the location of nearshore 

ice ridges found during the winter on Lake Michigan (Figure 6). These 

measurements are sometimes difficult to obtain by any other technique. 

Fluorescein dye and floats are often used to monitor the mean longshore 

current velocity in the nearshore zone.  Consider a sequence of time-inter- 

val photographs of a dye patch at times 0, 30, and 60 s [Figures 7(a), (b), 

and (c), respectively].  Elaborate systems have been used to obtain vertical 
3 

photographs.  Single oblique images can be used to make the measurements 

from shore.  The real ground positions of the dye patch are shown in Figure 8. 

The mean longshore current can be calculated from the displacement of the 

centroid of the dye patch over time. Plunging-breaker heights can be es- 

timated using Eq. (14).  Consider the oblique image of a plunging breaker 

shown in Figures 3 and 9. The crest of the breaker (point A) and the inter- 

section of the plunging breaker with the mean water level (point C) are 

points that can be identified on the oblique image.  If the crest and the 

point directly below the crest (point B) could be identified, then Eq. (14) 

could be used directly to measure the vertical height of the wave.  Although 

the height A-B is not a true measure of breaker height (usually defined as 

the difference in elevation between the crest and the trough), it does pro- 

vide a good estimate.  In general, point B cannot be precisely identified 

on images of this type. However, it is possible to estimate point B.  Then, 

using points A and B, Eq. (14) can be applied directly.  Since our esti- 

mated location of point B may not be directly below point A, an error can 

be expected.  If the oblique image is taken when points B and C are visible 

along the wavefront, we can estimate the maximum possible error in the 

selection of point B.  This possibility is considered in Figure 9. To 
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quantify the possible error, assume that the breaker is circular. There- 

fore, the maximum horizontal displacement is JH . This results in an 

estimate of the wave height too large by DE shown in Figure 9.  If a more 

realistic plunging-breaker shape were chosen, then a better estimate of 

the true plunging-breaker height would result. The above technique has 

been used in the field (Figure 10) and gives accurate estimates of the 

breaker heights. 

To determine the accuracy of this simple estimate of the plunging- 

breaker height, a laboratory study was conducted. Circular waves 4.1, 

7.7, 10.8, and 16.8 cm in diameter were constructed out of white paper. 

Oblique images of the paper waves similar in perspective to those found in 

nature were taken. The camera was kept at the same elevation but was moved 

farther away from the paper waves. This also changed the depression angles. 

The results of the experiment are shown in Figure 11.  Errors of less than 

5% were found. The greatest fluctuation around the mean occurred at the 

greatest distance from the camera because the points on the wave, such as 

the crest, could not be positively identified.  We expect that accuracies 

of better than 10% can be expected routinely in the field.  Further tests 

comparing the photographic method with wave-gauge measurements are planned. 

V.  STEREOSCOPIC OBLIQUE IMAGE ANALYSIS 

More comprehensive measurements can be made if stereo-pairs are 

taken, since the vertical coordinate can be calculated directly. Thus 

wave height, water level fluctuations, and beach profiles can be obtained. 

While the single-oblique-image method can be applied at any location, pro- 

viding the camera elevation above the datum is known, the stereoscopic 

oblique-image method requires reference stakes located between the cameras. 

Using the reference stakes, the angular rotation (Figure 2) of the left 

camera relative to the right camera can be computed.  Any deviation greater 
o 

than 0.1 , such that the optical axis of the left camera is not parallel to 

that of the right camera, will induce large errors in the analysis of the 

vertical coordinate using parallax.  From experience, we have found that a 

minimum of three stakes and preferably five stakes are required.  The rela- 

tive elevation and distances between stakes can be surveyed simply with the 

stake and horizon method of Emery,1  using standard surveying instruments. 

If the cameras are not parallel, the rotation error can be determined and 

a mathematical correction to the horizontal coordinates (X  ,Y  ) of an 
evp evp 

equivalent vertical photograph can be made.  Assume that the left camera is 

oriented correctly and rotate the right camera until the absolute values of 

the "x" coordinates in the left and right oblique image of each reference 

stake add to the baseline separation difference between cameras - - i.e., 

B =  I X I + I X I  .    (17) 
'  left stake '   ' right stake ' 
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Due to measurement error, an average of the rotation error can be de- 

termined from three or more reference stakes .  The accuracy of the correc- 

tion can be determined by calculating the relative elevation and separation 

differences between stakes.  Any rotation will result in increasing eleva- 

tion errors with increasing offshore distance. The corrected equivalent 

vertical photograph coordinates are given by 

X     = X   cosS + Y   sinB        (18) 
cevp     evp       evp 

Y     =  -X   sinB + Y   cos        (19) 
cevp      evp        evp 

where X   and Y   are given by Eqs. (10) and (11), and R is the rotation 
evp     evp 

angle. 

The analysis proceeds as for the single-image analysis except that 

identical points must be selected in each slide (Figure 12).  Identical 

points can be selected along the wave crest without much difficulty.  How- 

ever, it is not as easy to select points in the wave trough.  If repeated 

measurements are to be made at one site, a string of buoys will provide 

profile lines to identify the water level at about the same point over time. 

An example of the water level fluctuation at two buoys separated by 8 m is 

given in the time series in Figure 13.  If identical points are not select- 

ed in each photograph, it is usually immediately obvious, because unrealistic 

fluctuations occur. 

VI.  ERROR ANALYSIS 

There are three primary sources of error in the analysis. These are: 

• Measurement error 

• Datum error 

• Rotation error. 

The measurement error is common to both the single and stereoscopic-oblique- 

image analyses, while the datum error affects only the single-oblique-image 

analysis and the rotation error affects only the stereoscopic-oblique-image 

analysis.  There are other sources of error - - for example, due to hori- 

zontal tilt, uncertainty in the absolute focal length of the camera, uncer- 

tainty in the simultaneous exposure of the stereo-pairs, and surveying 

error. However, these effects are apparently negligible in the analysis. 
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A. Datum Error 

Other than measurement error, the largest error in single-oblique- 

image analysis is due to the uncertainty in the datum elevation.  In 

single-oblique-image analysis, it is assumed that all points lie on the 

datum. The datum in our analysis is the mean water level.  Since the 

water surface fluctuates around the mean water level, the horizontal co- 

ordinates will have some error (Figure 14).  For example, if a dye patch 

is determined to be 150 m from the camera at an elevation of 8 m, and 

the water level fluctuates ±10 cm around the mean, then the error is 

approximately 1 m in the offshore (Y) direction. The longshore (X) direc- 

tion error is not reported, since it is not significantly affected by a 

datum error, and most horizontal measurements in the nearshore zone such 

as breaker zone, wavelength, and run-up are Y-dependent. The error in the 

location of a breaking wave is more critically dependent on the datum. 

If the amplitude of a breaking wave (crest to mean water level) located 

150 m offshore is 50 cm, then an error of 7 m in the offshore distance 

results. However, an estimate of the amplitude of the breaker height can 

be made and subtracted from H to give a more realistic offshore coordinate. 

Therefore, a datum error of 10 cm or less can be expected for most measure- 

ments. 

B. Rotation Error 

Rotation primarily affects the calculation of elevation since the 

parallax is dependent on the "X" coordinates of an object in two oblique 

images. The angular rotation of one camera relative to the second re- 

quired to make the line of sight of both cameras parallel is defined as 

p (Figure 2).  If p is greater than zero degrees, an error will result. 

The effects of rotation error (Figure 15) increase significantly with in- 

creasing distance offshore. A relief error of over 5 m is expected at 
o 

150 m from shore if the angular rotation is 0.8 .  Fortunately, the angle 

p can be calculated to within ±0.01 .  Therefore, these large errors are 

not found in the analysis. However, Figure 15 indicates how critically 

dependent the stereoscopic analysis is on rotation, and emphasizes the 

need for reference stakes on the beach. 

C. Measurement Error 

Measurement error is the primary source of error in our oblique- 

image analysis, because the analysis is done by hand and does not utilize 

the sophisticated equipment commonly used in aerial surveys.  The measure- 

ment error includes the effects of outlining the enlarged slide frame, 

locating the principal point, drawing the (X , Y ) axes through the 

principal point, drawing and digitizing the horizon, selecting the image 

point from the slide, and measuring its coordinates with a caliper.  All 

measurements were made with a caliper accurate to ±0.001 inch. Repeated 

measurements indicated that an error of ±0.003 inch can be expected from 
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any one measurement.  The expected measurement error due to all the above 

sources was found to be about 0.015 inch.  The (X , Y ) coordinates of 
ob  ob 

two different reference stakes located about 35 m from the camera were 

measured from 50 different oblique exposures.  The standard deviation of 

the measurement was 0.016 and 0.015 inch, for the left and right cameras, 

respectively. 

The effects of a possible measurement error in the X direction (AX) 

and in the Y direction (AY) of 0.005, 0.010, 0.015, 0.020 and 0.025 inch 

on the ground coordinates were calculated for three locations.  The error 

analysis was applied at the reference stakes (35 m), the offshore buoys 

used to calculate mean water (50 m), and the breaking wave (150 m) in 

Figure 1.  Corrected datum levels were used in the calculation.  The re- 

sults are shown in Figures 16 through 20. 

The error in estimating a plunging-breaker height by single-oblique- 

image analysis 150 m from the camera is shown in Figure 16.  A total 

measurement error of 0.015 inch in determining the Y  coordinate would 
ob 

result in a 15-cm error. This error includes the effects of selecting 

the points from the image, including the uncertainty of selecting the 

trough.  Since the computation depends on the difference between two 

"Y " coordinates, and the major portion of the 0.015-inch error is a con- 
ob 

stant bias and not a random error for this calculation, better accuracies 

are possible. 

The possible measurement errors in the longshore (X) and offshore (Y) 

directions for single oblique images are shown in Figures 17 and 18. 

Measurement error is linear in the X direction and negligible over the 

range of offshore distances assumed in the analysis. Although the error 

in the offshore distance is larger than the error in the longshore direc- 

tion, it too is small.  For example, a measurement error of 0.015 inch in 

a wave 150 m from shore results in an error of about 3 m.  This is about 

2%, which is sufficiently accurate for most- measurements. 

The range of possible relief errors for stereoscopic oblique image 

analysis due to measurement errors in X  and Y , is shown in Figures 19 and 

20.   Since the calculation of X   in Eq. (10) is dependent on the 

calculation of Y.„„, the measurement errors in the Y  direction will evp ob 
effect the parallax.  In fact, for increasing offshore distances the effect 

of AY measurement errors increases until it affects the parallax more 

rapidly than do AX measurement errors. 

For offshore distances greater than 150 m, the relief errors are more 

dependent on AY measurement errors than on AX measurement errors.  The 

family of curves in Figure 19 would be linear if the same datum were 

assumed for all calculations. 
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VII.  CONCLUSION 

Single- and stereoscopic-oblique-image analysis can be used to monitor 

waves, water level, and longshore currents in the nearshore zone using a 

35-mm camera, a tripod, and a slide projector.  Accuracies of 10% or better 

can be attained for these measurements. This technique should find appli- 

cation in coastal monitoring programs. 
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FIGURE  2        EFFECT  OF ROTATION   ERROR  ON  STEREOSCOPIC  OBLIQUE 
ANALYSIS. The actual  optical  axes of the cameras are denoted 
by the solid line.     If (3 =  0, the optical  axes of the cameras are 
parallel. 
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FIGURE   3       SINGLE   OBLIQUE   IMAGE  OF  A  PLUNGING   BREAKER,  BUOYS, 
AND   REFERENCE  STAKES,  AS   ILLUSTRATED   IN   FIGURE   1 
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FIGURE  4        DIGITIZED  SINGLE  OBLIQUE   IMAGE 
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FIGURE  7        SINGLE  OBLIQUE   IMAGE  OF   A  FLUORESCEIN   DYE   PATCH. 

(a)   At  time  of  release,  (b)   30  s after  release,  (c)   60  s  after 
release. 
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FIGURE 8       SINGLE-OBLIQUE-IMAGE  ANALYSIS OF  THE   LONGSHORE 
CURRENT 

FIGURE 9       DEFINITION  OF  PLUNGING-BREAKER   HEIGHT.     Breaker height 
is defined  as AB.     If points A and  C are used to calculate the 
breaker height, then the breaker height  is  DC.     The error is 
DE  =   EA  tan  a  =   1/2   Hb  tan  a. 
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FIGURE   10       SINGLE-OBLIQUE-IMAGE  ANALYSIS  OF   PLUNGING-BREAKER 
HEIGHTS   IN  THE   FIELD 
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IMAGE   ANALYSIS 
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CHAPTER 40 

NON-UNIFORM ALONGSHORE CURRENTS 

ft 
Michael R. Gourlay 

Abstract 

Alongshore gradients of breaker height have been shown to significantly 
influence the velocities and circulation patterns of nearshore current systems. 
Experimental data from an idealized laboratory experiment shows that the form of 
the nonuniform wave generated current system resulting from diffraction behind 
an offshore breakwater is essentially determined by the beach-breakwater geometry 
while its magnitude depends upon the wave height.  Furthermore the current may 
produce significant increases in the magnitude of the wave set-up within the three 
dimensional system.  For the case investigated, where the alongshore gradient of 
breaker height is comparatively large, the maximum mean alongshore current velocity 
is not greatly affected by bottom resistance and may be computed for plunging 
breakers from a relation of the following form; 

*  = • f ( / , / , tan a ) 
-M      db  Hb 

derived from a simple momentum analysis including "radiation stress" terms.  The 
influence of bottom resistance can be included if necessary. 

1.  Introduction 

The phenomenon of the uniform alongshore current caused by waves breaking 
at an angle to a straight beach has received a considerable amount of study (1,2), 
The simple case with waves of uniform height seldom occurs in nature and in practice 
there is often an alongshore gradient of breaker height which influences the 
velocity and form of the alongshore current  (3).  Indeed it is now generally 
accepted that rip currents are produced by regular alongshore variations in the 
breaker height (4,5). Moreover it is possible, when the approaching wave crests 
are parallel to the coast, that the current velocity and circulation pattern are 
almost completely determined by alongshore breaker height gradients (6). 

In the vicinity of coastal structures and coastal features such as reefs 
and headlands it has been found that wave generated current systems are very much 
influenced by variations both in the breaker height in the alongshore direction 
and in the location of the break point relative to those structures and/or features 
which determine the local coastal geometry (7).  In general, any nearshore wave 
generated current system where breaker height and/or breaker angle varies along 
the shore may be described as a non-uniform alongshore current. 

The author's investigation involved a laboratory study of a non-uniform 
alongshore current system generated by an alongshore gradient (of breaker height 
with the wave crests parallel to the beach.  A previous paper (6) described the 
experimental arrangements and techniques; presented the general results of a 
typical test; and treated some aspects involving the calculation of the wave 
set-up.  This paper presents experimental results for various deep water wave 
heights, HQ, and two wave periods, T, and describes a simple method for calculating 
the wave generated current for the situation where the driving force causing the 
current is created solely by the alongshore gradient of breaker height. 
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2. Laboratory Experimental Arrangements 

The layout of the 12.5 m by 6.6 m outdoor test basin and the measurement 
methods used were described in a previous paper (6) to which the reader is 
referred for a more complete description. The experimental arrangement involved 
the generation of a non-uniform alongshore current by wave diffraction behind an 
offshore breakwater in a three dimensional fixed bed laboratory model (Figure 1). 
Waves approached with crests parallel both to the breakwater and the exposed 
portion of the 1 in 10 concrete beach while the beach in the sheltered area was 
curved so that it was parallel to the crests of the diffracted waves.  Waves thus 
broke at all times parallel to the beach.  The breakwater itself was located at 
a distance of 3.05 m from the still water line in the exposed area, while the 
constant offshore water depth at the head of the breakwater was 0.2 m. 

Wave heights were recorded using capacitative wave probes and a twin 
channel pen recorder; wave set-up was measured using piezometer tappings in the 
beach and a multitube manometer; and current velocities and circulation patterns 
were obtained from the analysis of movie film records of the paths of small 
almost neutrally buoyant floats together with some direct measurements with a 
modified total head tube device (see section 3.1). 

3. Results of Laboratory Investigation 

3.1 Basic Characteristics of Non-uniform Alongshore Current System 

The characteristics of the current system generated in the test basin 
were described in a previous paper (6).  In that description the results of one 
test only for a specific HQ and T were considered.  To assist in the understanding 
of the results presented in this paper a brief description of the current system 
will be given first. Referring to figure 2 it can be seen that as a consequence 
of the diffraction of the waves by the offshore breakwater, the surf zone is wide 
in the exposed area where the waves are large while it is narrow within the 
sheltered area where the waves are of necessity very much smaller.  An alongshore 
gradient of breaker height is thus present and this results in an alongshore 
gradient of wave set-up since the latter is generally proportional to the breaker 
height in shallow water. 

Now the wave set-up itself is maintained by the onshore thrust created by 
the change in momentum as the breaking waves are dissipated within the surf zone. 
However there is no such opposing thrust in the longitudinal direction to balance 
the alongshore gradient in the mean water level resulting from the alongshore 
variation in wave set-up.  The result is that an alongshore current flows from 
the surf zone of the exposed area into the sheltered area.  Since the geometry 
of the system is a closed one the alongshore current becomes a circulatory eddy. 
Referring to figure 2 it is seen that the entire circulation is contained inside 
the point where the exposed area breaker height is a maximum, i.e. inside of 
the first interference maximum of the diffraction pattern.* Moreover the seaward 
limit of the current is initially defined by the location of the plunge point 
in the exposed area since this represents the point in the onshore-offshore 
direction where wave set-up commences. Between the point of maximum breaker 
height and the geometric shadow of the breakwater there is a zone of spatially 
varied flow where the alongshore current discharge increases as it travels towards 
the sheltered area since water flows inshore through the breakers from further 

* A series of secondary circulation systems is set up in the exposed area where 
the alternating interference maxima and mimima provide the necessary alongshore 
gradients in energy levels to produce rip currents.  The first such rip current 
occurred within the test basin but as it was affected by the presence of the 
model sidewall (especially for 1.5 second waves) it was not studied in detail. 
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offshore.  The current discharge itself attains a maximum value at the geometric 
shadow of the breakwater. 

Within the sheltered area the current becomes too large to remain within 
the rapidly narrowing surf zone and so flows increasingly outside the breaker 
line until it is eventually completely removed from the surf zone.  It is 
deflected by the stagnation eddy at the corner where the breakwater intersects 
the curved beach.  The return circuit is then completed as the current flows along 
the shoreward face of the breakwater before turning shoreward at the head of the 
breakwater to flow back into the surf zone in the inflow region.  Inside the 
primary wave generated current the initially motionless fluid is set in motion 
by the current and moves as a slow induced eddy within the main current system. 

The driving force for the current system appears to be essentially the 
increase in head created by the breaking waves in the inflow region.  Indeed the 
current system can be visualized as being powered by a "pump" located in the 
inflow region drawing water in from the offshore zone and discharging it as a 
high velocity "jet" parallel to the beach.  The "jet" is then deflected by the 
curved beach and breakwater so that it flows back into the "pump" inlet, offshore 
of the inflow region.  Diffusion of momentum offshore creates the induced eddy 
inside the primary current circulation. 

Observations of horizontal velocity profiles of the current, made from 
photographs of surface floats, indicate that the surface velocity profile is 
approximately parabolic in shape with a rather well defined offshore boundary 
between the primary alongshore wave generated current and the induced eddy inside 
it (figure 3).  Measurement of the vertical velocity profile of the alongshore 
current is much more difficult on account of the very shallow depths in the surf 
zone and the unsteady nature of the wave orbital motion superimposed at right 
angles to it. Figure 4 shows one such.profile measured along the line of the 
geometric shadow of the breakwater using a small pitot tube device with two total 
head tubes, one pointing upstream and the other downstream.  Figure 4 includes 
surface float data from figure 3 which are found to be consistent with the sub- 
surface measurements resulting in the velocity contours as shown.  The maximum 
velocity occurs within the surf zone, just below the wave trough elevation. 
Integration of the velocity with respect to depth indicated that the actual 
current discharge (or mean velocity) is in fact about 50% greater than that 
calculated from surface float velocities alone.  Consideration of the isovel 
pattern, together with visual observation of the uprush-backwash cycle in the 
test basin shows that there is spiral secondary flow superimposed upon the primary 
alongshore current similar to the helicoidal flow observed in the field by Eliot (8) 
for alongshore currents. 

3.2  Influence of Variations in Wave Height and Period upon the Current System 

The effect of variations in input wave conditions, upon the wave generated 
current system was obtained from the results of two series of tests, one made with 
a wave period of 1.0 seconds, the other with a period of 1.5 seconds.  Each test 
series consisted of four tests with different deepwater wave heights.  Two parallel 
series of tests were also made in which the sheltered area of the test basin was 
blocked off so as to give two dimensional conditions in the exposed area. 

The experimental results indicate that there is a general overall similarity 
of the current circulation system for all HQ and T.  Variations in detail do occur 
but the geometrical form of the beach and breakwater determine the overall form of 
the current system. For instance when breaker height H^ and wave set-up at the 
still water line "ns are made nondimensional in terms of H^  and ns,  their equivalent 
two dimensional values for the same H0 and T, general similarity is found for each 
period (figure 5).       Different wave periods which correspond to different 
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deep water wave lengths, L0, cause some differences in the alongshore gradients 
of breaker height and wave set-up.  Specifically, in the region between the 
maximum wave height in the exposed area and the geometric shadow of the breakwater, 
the alongshore gradient of dimensionless wave set-up is greater for 1.0 second 
period waves than for 1.5 second waves. This difference is in agreement with 
diffraction theory.  The alongshore dimensionless breaker height also varies 
locally in two regions with the deep water wave height.  This effect, which occurs 
in the sheltered area in the vicinity of the stagnation eddy and in the exposed 
area outside the primary current circulation system, is caused by interaction 
between the waves and the wave generated currents. 

Similarity of the alongshore velocity profiles may be considered from two 
points of view.  The first is to express the velocity profiles in nondimensional 
parameters based upon the breaking wave conditions which should relate the 
velocities to those quantities which most directly influence them. Alternatively 
the alongshore current velocities can be related to the incident or deepwater 
wave conditions and geometric factors which determine the overall characteristics 
of the nearshore current system. 

Consideration of theoretical investigations for uniform alongshore currents 
such as that of James (9) suggests that an appropriate set of dimensionless 
parameters to represent this data would be the following: 

; -JL ; T fH 
db     J  d£ 

where v is the alongshore velocity at distance x from the still water line; 

d = rj + h is the mean water depth; 

h is the still water depth. 

These parameters are used to plot dimensionless velocity profiles along 
the geometric shadow for wave periods of 1.0 and 1.5 seconds as shown on figure 6. 
There is considerable scatter in the data points but it does appear that the 
dimensionless velocity and distance parameters are satisfactory. However it is 
evident that the 1.0 second period tests do not show the same consistent variation 
with the third parameter as shown by the 1.5 second tests. Moveover the magnitudes 
of this latter parameter are inconsistent for the two wave periods. Analogy between 
James' theory and theory for non-uniform alongshore currents (e.g. Komar (3)) shows 
that the velocity profiles could also be affected by the following dimensionless 
quantities: ,,,        „ 

dHb       "b 
-— ; Y = -r- ; N ; Cf ; tan a dy        db t 

Of these, the bottom slope tan ct was constant in these tests. The bottom 
friction coefficient Cf is a complex function of the wave orbital velocity and 
the alongshore velocity. As indicated in section 4.3, bottom friction effects 
are relatively small in this situation.  The factors upon which the lateral mixing 
coefficient N depends are not yet clear and its exact magnitude remains uncertain. 
The alongshore gradient in breaker height will only affect the alongshore velocity 
significantly if bottom friction is important. Otherwise it is the dimensionless 
difference in alongshore breaker height ^Hb/H* which is important and this is the 
same for both wave periods. This leaves only the breaker index y  as an alternative 
relevant third parameter. However, while there is some evidence of better agreement 
between the two series of tests when the equivalent two dimensional breaker index Y 
is considered as the third parameter on figure 6, complete consistency is impossible 
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Figure 7 shows the dimensionless maximum alongshore velocity as a function 
of the alongshore distance y for each wave period. This clearly indicates that 
the magnitude of the velocity is influenced by quantities other than Jgd%    but as 
before it is not possible to deduce a simple dependence upon any one of the 
parameters previously considered which applies to both wave periods. 

Considering the alternative of relating the current velocity to the deep 
water wave conditions it is quite evident that the alongshore current velocity 
increases with wave height.  Consequently the maximum velocity vm was plotted as 
a function of HQ for each location along the shoreline.  A simple picture emerged 
in which vm = B(t)H0 where B(t) varied consistently along the shoreling.  Figure 8a 
shows the plot of vm versus HQ for the profile at the geometric shadow.  Similar 
plots were obtained at the other locations with relatively few discordant points. 
The magnitude of B(t) has been plotted as a function of the alongshore distance in 
figure,8b. This figure suggests that, apart from the slight variation with wave 
period of the location of the point where the current commences, which is a result 
of the effect of the wave length upon the diffraction process, the wave period does 
not enter the current velocity similarity parameter.  Thus the alongshore current 
velocity is apparently determined by the deepwater incident wave height H0 and the 
geometric characteristics of the system.  As the latter were not varied in these 
tests the relevant variables can only be inferred at this stage. The relevant 
parameters could be the following: 

- B(ir> 
di 

where  B = f(i| , — , tan a ) ; 

d, is the incident water depth at the breakwater ; 

and   x  is the distance between breakwater and still water line. 

3.3 Interaction between Alongshore Current and Wave Set-up 

As previously mentioned the alongshore current modifies the breaker heights 
in certain regions.  The wave set-up is also modified by changes in the mean water 
level created by the current system.  In figure 9 the wave set-up at still water 
level, TTS , is plotted as a function of the corresponding breaker height measured 
in the three dimensional basin, for each of the four tests with 1.0 second wave 
period.  For comparison the equivalent relation between Tfs and H^ derived from 
the two dimensional tests is shown on each plot.  It can be clearly seen that in 
the three dimensional case the wave set-up r\s  is relatively greater than its two 
dimensional value for the corresponding breaker height and that this discrepancy 
increases with increasing deep water wave height H0.  Since the current velocity 
also increases with HQ (figure 8) it would appear that ns increases as 
the current velocity increases. The tests with 1.5 second period waves xndicate 
a similar result.  In figure 10, r\s  is plotted on a very much magnified scale as 
a function of the distance along the still water line for one of the tests.  Also 
shown on figure 10 is the equivalent two dimensional wave set-up T\s  corresponding 
to the observed alongshore variation in breaker height. TTS is plotted downwards 
from the corresponding three dimensional value of TTS and, except at two points, 
the two dimensional value is generally about 10 to 15% smaller than the three 
dimensional value. 

The following specific characteristics of the alongshore variation of wave 
set-up may be discerned from figures 9 and 10: 



706 COASTAL ENGINEERING-1976 

(i)  The wave set-up has its maximum value in the region within the exposed area 
outside the primary alongshore current system where it is essentially 
independent of the breaker height (see also figure 5).  This represents 
the effect of the alongshore feeder currents to the rip current, which produce 
a stagnation condition on the shore at the point where the rip current flows 
seaward through the breaker zone. 

(ii) The two dimensional wave set-up is greater than the three dimensional set-up 
at points where there is inflow into the surf zone and alongshore outflow in 
both directions with a consequent reduction in the magnitude of the backwash. 

(iii) The maximum discrepancy between the three and two dimensional wave set-up 
generally occurs at or near the geometric shadow line defining the boundary 
between exposed and sheltered areas.  This corresponds to the region where 
the alongshore velocity attains its maximum value. 

(iv)  The minimum value of wave set-up occurs within the sheltered area but not 
right at the corner on account of refraction of the waves by the current which 
increases breaker heights within the stagnation eddy but reduces them further 
upstream. 

The explanation for the difference between the three and two dimensional 
wave set-ups is found in three separate factors. These are breakpoint set-up, "%; 
superelevation caused by normal acceleration, Tfc; and alongshore translation of 
the uprush-backwash cycle, r\^.     Hence the wave set-up at the still water line at 
position y within the region influenced by the primary alongshore current is given 

follows: 
n„ = TI + n% + n„ + r\. 

Breakpoint set-up TV 

In the three dimensional case expansion of the diffracted wave crests behind 
the breakwater causes a reduction in radiation stress and a consequent increase in 
mean water level. This results in a breakpoint set-up Tf^ in the sheltered area of 
the order of 1 mm for the particular test shown on figure 10.  This factor accounts 
for about half the observed discrepancy in the stagnation region.  In the exposed 
area there is a breakpoint set-down of similar order of magnitude. 

Superelevation caused by normal acceleration Tfn 

The alongshore current is deflected by the beach and the resulting normal 
acceleration results in a superelevation of the water surface on the beach. This 
has been calculated using the relationship 

where r is the radius of curvature of the flow streamlines. 

The value of rfc has been plotted on figure 12 upwards from the breakpoint set-up 
level.  It is found that all the three dimensional wave set-up is now accounted 
for within the stagnation eddy region.  With regard to the rip current in the 
exposed area, calculation of the stagnation velocity of the alongshore feeder 
currents confirms the previously quoted explanation for the increased wave set-up 
in this region. 

Alongshore translation of uprush-backwash cycle 'ryi 

Visual observation in the test basin suggested that the process referred 
to earlier in which a helicoidal secondary motion is superimposed upon the primary 
alongshore current also provides the explanation for the remaining component of 
the three dimensional wave set-up in the vicinity of the geometric shadow of the 
breakwater where the alongshore current has its maximum value.  Referring to 
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figure 11 it can be seen that the wave set-up at a point on the beach is in fact 
determined by waves breaking further upstream along the beach since the alongshore 
current translates the wave uprush-backwash cycle along the beach. Thus the 
magnitude of the wave set-up at a point C within the alongshore current depends 
upon the height of the breaking waves between points A and B upstream of it; and 
not upon the breaker height at point D on the same profile as point C. 

The actual magnitude of the increase in ris at point C will depend upon both 
the velocity of the alongshore current between points A and C and the alongshore 
gradient of breaker height between points A and B. A simple estimate of this effect 
was calculated using the observed variation of mean alongshore velocity V and the 
alongshore variation of the gradient of TI§ calculated from the observed breaker 
heights.  Assuming that the mean alongshore displacement distance Ay is equal to 
the distance travelled by the mean alongshore current during one wave period T, the 
increase in wave set-up, rTd> at a certain point is given by the following expression: 

d(nS) 
nd  =  VT dy 

where the magnitudes of —:  and V are those at a point located a distance equal 
to Ay = VT upstream of the point under consideration. 

The results of this calculation are found to give values of n, which 
agree to within 0.3 to 0.5 mm of the observed values. The agreement is particularly 
good in the inflow zone in the exposed area but not so good in the sheltered area 
where the current leaves the surf zone.  It is however considered adequate for 
confirmation of this explanation for the influence of the current upon the magnitude 
of rjg in the three dimensional case.  The remaining small discrepancy may be 
explicable by the fact that the diffracted wave crests are not exact circular arcs. 
Consequently the breaker angle may not be exactly zero everywhere along the beach. 

4.    Computation of Alongshore Current 

4.1 General Scheme of Computation 

The calculation of the alongshore current from the alongshore gradient of 
wave set-up has not been found to be easy for a number of reasons.  For instance, 
apart from the nonlinear interaction effects between the current and the wave set- 
up, there are the problems of defining the seaward extent of the current; the 
extent of the inflow region where water is being fed into the surf zone from 
offshore; the point where the current leaves the surf zone and the magnitude of 
the bottom friction and lateral mixing effects. 

The computation process may be considered in four basic stages.  These 
are as follows: 

(i)   Determination of the alongshore gradient of breaker height and the 
location of -the break point; 

(ii)   Determination of the wave set-up resulting from the alongshore gradient 
of breaker height; 

(iii)  Determination of the wave generated current from the previously 
determined alongshore gradient of wave set-up; 

(iv)   Adjustment of the first estimate of the wave generated current for the 
effects of interaction between the current and the surf zone conditions. 

In a previous paper (6) the author has described how it is possible to 
determine the location of the breakpoint and the alongshore breaker height gradient 
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using a graphical combination of 1st order diffraction and shoaling theory 
together with empirical wave breaking data correlated by Goda (10). The results 
of this computation were generally promising. However to simplify the treatment 
of the subsequent stages of the computation process the work described in this 
paper takes the observed break point and alongshore variation of breaker heights 
as its starting point. 

4.2 Wave Set-up 

With regard to the determination of the wave set-up this can be approached 
from two viewpoints. Firstly a purely empirical approach can be adopted. For 
instance, the parallel series of two dimensional tests yielded the empirical 
relationships; r-„ -i 

fH I0.12 
TTs    =    0.303 Hb |j2J 1. 

TS„    =    0.288 Hb 2. 

where     Tfs  is the wave set-up at the still water line 

and    7^ is the maximum wave set-up. 

Such empirical relationships derived from this study have the drawback 
that they allow, neither for the influence of the geometry of the particular two 
dimensional system in which the measurements were made, nor for scale effects. 
An alternative approach is to compute the wave set-up using the radiation stress 
theory of Longuet-Higgins and Stewart as applied by Bowen et al (11), assuming 
that conditions at the breakpoint and within the surf zone can be represented by 
the shallow water approximations. On this basis Bowen et al have shown that the 
mean water level gradient normal to the shore is given by the following expression: 

3. M 1    . dh 
dx      1 + 8/3 2  dx 

where    -7- = tan a is the bottom slope, 
dx 

Wave set-down at the breakpoint, assuming the same approximations, is 
given by: . 

nb = " I6 V  % 4. 

Simple geometry then permits the derivation of relationships for rfs and 7fm 
as functions of Y and H. in the manner presented by several authors (12, 13 and 14). 
All these authors assume spilling breakers. Plunging breakers have been treated 
in a similar manner by Swart (15) and Gourlay (6).  In this case an additional 
parameter is involved, either an energy dissipation factor as in Swart's treatment 
or the breaker plunge distance xp in Gourlay

?s treatment. 

For the present study it has been found expedient to adopt slightly modified 
forms of these empirical relationships in which the wave set-up is referred to 
the mean water level at the breakpoint rather than the deep water mean water level. 
This involves neglect of the break point set-down (equation 4) which in the case 
under consideration varies in the alongshore direction becoming positive in the 
sheltered area (see section 3.3). In passing it should also be noted that 
equation 4 generally overestimates the observed wave set-down by a factor of 
2 to 3. As the set-down is at least an order of magnitude smaller than the wave 
set-up, its inclusion at this stage in the calculation of the latter is questionable. 
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Taking account of the above points the relevant equations for the 
computation of wave set-up assuming shallow water conditions within the surf 
zone may be summarized as follows: 

TT* - A v (1 - C Y tan a ) fl - 

1 + 3Y</8 

TTm = | Y (1 - C Y tan a ) Hb 6. 
Xp 

where     C = rrf- Hb 
«= 0  for spilling breakers 

= 2 to 4 for plunging breakers 

and     rig and r^ represent wave set-ups measured relative to 
mean water level at the breakpoint. 

The author has previously shown (figure 13 of reference 6) that equation 5. 
gives reasonable estimates of Tfs as measured in the two dimensional tests of this 
investigation, having regard to the general uncertainty as to what factors determine 
the magnitude of the dimensionless plunge distance C. Equation 6 has been found to 
behave similarly with respect to rfm. 

When plunging breakers are considered it is necessary to be able to determine 
the depth hp at the plunge point.  Simple geometry gives the following result 
compatible with equations 5 and 6. 

u      -    (1 - C Y tan a ) „ 7 h
P  - y~   Hb '' 

The analogous directly derived experimental result compatible with 
equations 1 and 2 is: 

'Hoi0-12 

LQJ 
hp = 2.55rTs = 0.773Hb 

4.3 Mean Velocity of the Alongshore Current 

The following observations of the characteristics of the non-uniform 
alongshore current have been used in formulating a simple analytical expression 
for computing the maximum mean velocity of the current. 

(i) Inflow into the alongshore current ceases at the geometric shadow line. 
Hence discharge Q and mean velocity V are assumed to have attained their 
maximum values at this point. 

(ii) The seaward limit of the current at this point corresponds to the distance 
xc-^ from the still water line to the plunge point of the largest breakers 
in the exposed area. 

(iii) The landward limit of the current occurs at the point where the onshore- 
offshore gradient of mean water level intersects the beach, i.e. at the 
point where the wave set-up equals rfm located at a distance xg from the 
still water line. 

The differential equation of motion in the alongshore direction is written 
as follows: 

^+PS^+h>f+P^ tv2m+W] + Tb + T^ . 0 9. 

where Sy„ is the alongshore component of the "radiation stress"; 

Tb and T- are the shear stresses due to bottom friction and lateral 
mixing respectively. 
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For a simple engineering solution we will adopt a control volume type of 
analysis initially neglecting the effects of bottom friction and lateral mixing, 

In the alongshore direction (y) the control volume is assumed to be bounded 
in the upstream direction at the point where the alongshore current velocity V is 
zero and H^ has its maximum value.  The downstream end of the control volume is 
at the geometric shadow where both velocity and discharge have attained their 
maximum values. The offshore limit of the control volume in the x direction is 
assumed to be equal to xci as noted above. The form of the water surface at either 
end of the control volume is as indicated in figure 12. 

Application of the momentum principle, i.e., the integral form of equation 9, 
to the flow of the alongshore current into and out of this control volume in the 
y direction gives the following expression: 

p A2 V2
2  = P1 + S±  - (P2 + S2) 10. 

where   A is the cross sectional area of flow; 
P is the integrated thrust due to hydrostatic pressure 
S is the integrated thrust due to radiation stress; 
V is the mean velocity of flow through a given cross section; 
p is the fluid density 

and   subscripts 1 and 2 refer to upstream and downstream locations 
respectively. 

syy - J! pg Y2(TT + h)2 ii. 

together with equation 3, simple geometry and integration lead to the following 
relations: 

Pg x2 
Pi + S,  = -7—  (1 + -£• ) (h - + 7T ,) h*% 12. 
116 tan a     8    pi   m1'  pi 

P0 + S0 = 
Y2 3   

64TTm2 

2 tan ot 
•) 14. 

In obtaining equation 13 for P„ + S„ it has been assumed that the ratio 
between wave height and water depth, y> is tne same outside of the plunge point 
as inside of it.  While this assumption is of course not valid, the simplification 
of. the form of the resulting expression for P2 + S2 is considered to more than 
offset the resulting relatively small underestimation of the final value of V. 

Substitution into equation 10 yields the result 

Further simplification is dependent upon the following decisions: 
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(i) The choice between equations 8 and 2 or equations 7 and 6 for expressing 
hp and r^ in terms of the incident wave conditions. 

(ii) The specification of the alongshore gradient of T\m  or as a consequence 
of the substitutions for Tfm referred to in (i) above, the specification 
of the alongshore gradient of breaker height. 

With regard to (i) equations 8 and 2 express hp and Tfm in terms of H^ and 
yh0  with the bottom slope tan a implicit in the constants while equations 7 and 6 

express them in terms of H^, Y> C and tan a.  In the latter case y  is known to be 
a function of "°/L0 and tan a (10).  Since equation 15 already includes the 
breaker index y , the substitution of the theoretical equations 7 and 6 will be 
adopted as most likely to produce a simple consistent result. 

As to (ii) this is determined by the system geometry and is of course the 
result of the combined diffraction - shoaling process behind the breakwater. 
Consideration of figure 5      suggests that it will be reasonable in the first 
instance to assume the following relationship for the alongshore change in breaker 
height. 

Hbl • 2Hb2 " Hb "• 

When the relevant substitutions based upon the above considerations are made in 
equation 15 the latter becomes 

-1 Y(i + 1 \ (1 - C y tan a ) 
64 YU  8 J    1 + 3 Yz/32 

u' 

Equation 17 is compared with experimental values on figure 13. 

The general result is similar to that for the two dimensional wave set-up (6) 
in that most of the experimental values lie within the scatter resulting from the 
possible variation of the parameter C. 

A similar substitution ifi equation 14 yields 

A  = (1 + 3^2/32.) (1-Cytana)2 ^ 

H£
2 2 Y2 tan a 

and combination of equations 17 and 18 leads to an expression for the discharge 
of the alongshore current of the following form: 

—$—y =    f (Y , C , tan a) 19. 

where     y      =    f (— , tan a ) 
o 

C  = £ (tan a , ? ) 
- see Galvin (16). 

The comparatively good agreement of equation 17 with experimental 
observations indicates that the assumption of negligible bottom friction is 
reasonable.  It is however desirable to check this assumption more positively 
by incorporating the bottom friction force T into the original momentum analysis. 
Equation 10 now becomes * 

p A2 V2
2  = Px + S1 -   (P2 + S2) - T 20. 
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T can be most conveniently evaluated using the non-linear expression for bed 
shear stress proposed by Jonsson et al (17), 

Tfe  =  fsipV* 
ubm 

where      f _ = f (f  , f and -— ) 
s       c ' w    V 

fc is the current friction factor which is estimated by the usual rough boundary 
logarithmic formula; 

fw is the wave friction factor which is estimated using the equations of either 
Jonsson (18) or Kamphuis (19); 

ub]n is the maximum value of the wave orbital velocity within the surf zone. 

Assuming a constant value of fs determined by average values of fc, fw 
and ubm/y together with a linear variation of mean velocity V with alongshore 
distance y, within the inflow region, the friction force is given by 

T = 
P £« Y        1 

Ihpl + 2 <\l + \2> 
] V2 21- 6 tana l"pl T 2 ulml T W '   v2 

where Y is the alongshore length of the control volume. 

Using the same substitutions as were used to obtain equation 17 from 
equation 15 the following expression including the effect of bottom friction is 
obtained: 

7 y (1 + Y2/s) (1 - Cy tan a  ) 
64 TV2    f      -Vfl + QV2;._1      ~ "• 

1 4- ill -u fa ya  + 9Y2/32)   • Y 

3(1 - Cy tan a)  H* 

It is doubtful whether the use of an equation of the complexity of equation 
22 is warranted. For instance taking a specific test and substituting actual 
observed wave conditions and surf zone geometry into equation 20 using equations 
12, 13, 14 and 21 enables the effect of bottom friction upon the magnitude of V 
to be estimated. 

For example, for the test with the following conditions 

T = 1.0 s ; Ho = 69 mm Hb* 77 mm 

V = 44 mm ; TTml = 22 mm "n"m2 = 11 mm 

Y = 1.2 m ; Y 
= 1.0 

0.025. 

tan a - 0.1 

the observed value of V was 0.25 m/s. 

Neglecting the friction force,  V was 0.23 m/s. 

and allowing for the friction force,  V was 0.21 m/s. 

4.4 Further Aspects of Non-uniform Alongshore Current Computations 

The planning of the author's experimental work was directed to obtaining 
a situation where the driving force for the alongshore current resulted solely 
from an alongshore gradient in breaker height. This represents one limiting case 
for alongshore currents, the completely non-uniform alongshore current. At the 
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opposite end of the spectrum lies the uniform alongshore current whose driving 
force results solely from waves of uniform height breaking at an angle to an 
infinitely long plane beach. The author*s situation represents a current system 
which is very definitely limited in size and which in fact results in a closed 
circulation system.  The uniform alongshore current on the other hand is ideally 
of infinite length and open ended in nature. 

Once the above contrasts are appreciated it is clear that there may be 
significant differences in the formulation of theoretical models to allow for 
the effects of alongshore gradients of breaker height upon the velocity of the 
alongshore current.  In the situation studied by the author the alongshore current 
is only related to surf zone characteristics within the inflbw region where the 
flow is highly non-uniform and the current discharge is increasing in the alongshore 
direction. Thus the consideration of the convective acceleration term and variable 
surf zone width is essential but bottom friction is relatively insignificant. On 
the other hand if the problem is approached as one where the alongshore gradient 
of breaker height is modifying the alongshore current produced by waves breaking 
at an angle to the shoreline, then the bottom friction term is almost certainly 
more important than the convective acceleration term and the variation in surf 
zone width with breaker height can be neglected. This latter situation is the 
one envisaged by Bakker (20) and Komar (3)  in their approaches to non-uniform 
alongshore currents. The differences between the two approaches arise essentially 
from the assumption of either a large or a small alongshore gradient of breaker 
height. 

The simple methods for computation of non-uniform alongshore currents 
presented in this paper are subject to the following limitations: 

(i) The breaker angle has been assumed to be negligible. 

(ii) Both the offshore boundary of the current and the alongshore gradient of 
breaker height have been determined from experimental observations for 
the particular system considered. 

(iii) The downstream component of the thrust on the control volume due to 
radiation stress has been overestimated. This results in an underestimation 
of the alongshore current velocity.  However as the magnitude of this error 
is of the same order but less than the magnitude of the bottom friction 
force, its overall effect is negligible. 

(iv) The following factors have been ignored or assumed to be negligible: 

- wave set-down or set-up at breakpoint; 

lateral mixing and the resulting shear stress at the offshore boundary 
of the control volume as well as the effect of non-uniform velocity 
distribution upon the momentum thrust; 

interaction between the alongshore current and the wave surf zone 
parameters. 

(v) Both the breaker index y  and the dimensionless plunge distance C are based 
upon laboratory experimental data without any adequate supporting theory 
to relate them to the offshore wave conditions. 

5.  Conclusion 

For an alongshore current system resulting solely from an alongshore 
gradient of breaker height produced by diffraction behind an offshore breakwater, 
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it has been found that the baste current pattern is imposed by the system geometry 
and that there is a general similarity of alongshore breaker height and wave set-up 
gradients in terms of their equivalent two dimensional values. 

For a given geometry the alongshore current velocity is primarily determined 
by the deepwater wave height. The wave period appears to have only a secondary 
effect upon the alongshore current system.  The relationship between the current 
velocity and surf zone parameters has not been clearly established. 

The alongshore variation of wave set-up may be considerably influenced by 
the alongshore current and may be increased above its two dimensional value by 
the effects of break point set-up, superelevation caused by normal acceleration 
and alongshore translation of the uprush-backwash cycle. 

A simple theoretical analysis has shown that the alongshore current velocity 
at the point where maximum discharge is attained can be calculated as a function 
of the equivalent two dimensional breaker height, the breaker constants y and C 
and the bottom slope. Bottom friction can be allowed for but has a comparatively 
small effect in the situation considered. 
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CHAPTER 41 

CURRENT  DEPTH  REFRACTION  USING  FINITE  ELEMENTS 

Ove Skovgaard1   and    Ivar G.  Jonsson 

ABSTRACT 

A computational model is presented for the steady state prediction 
of currents, waves, and sea surface elevations in a coastal region out- 
side the surf zone.  Irrotational flow of surface gravity waves on 
large-scale steady currents over a gently sloping sea bed is considered. 
A second order Stokian approach is used, and all dynamic quantities are 
integrated over depth and averaged over time, in that order. The flow 
equations and the boundary conditions are presented.  A method is devel- 
oped for the solution of the non-linear steady model by introducing a 
sequence of two-level calculations, viz. a 'wave level' and a 'current 
level'. The variables are split on the two levels.  The wave field is 
found, using that the flux of wave action is constant between adjacent 
wave rays. The current field and the mean sea surface elevation are de- 
termined using a Galerkin finite element method. The current field is 
approximated by triangular elements with linear interpolation functions, 
and the mean sea surface elevation is approximated by a triangular ele- 
ment with quadratic (parabolic) interpolation functions.  A quasi-two- 
dimensional test solution is tabulated. 

1.  INTRODUCTION 

The purpose of the present computational model is to make a steady 
state prediction of currents, waves, and elevations of the mean sea 
surface in a coastal or offshore region outside the surf zone, when 
the topography of the gently sloping sea bed is given, see Fig. 1. 

The computation of depth refraction of regular surface gravity waves 
presents no fundamental difficulties, see e.g.Skovgaard et al. (1975, 
1976) and Skovgaard and Petersen (1976). When the wave height H is 
small, the combined effect of diffraction and depth refraction can also 
be calculated in the shallow water region, see Berkhoff (1973,1975), 
Chen and Mei (1974,1976), and Zienkiewicz and Bettess (1975,1976).  On 
greater water depths, where the intermediate depth wave theory must be 
applied, combined diffraction and refraction has only been determined 
for a very simple geometry of the sea bed, see Jonsson et al. (1976b). 
In the presence of a current the problem becomes much more complex on 
account of current-wave interaction and anisotropy. Therefore we ex- 
clude reflection and diffraction and consider only combined current 

Senior Research Fellow, Institute of Hydrodynamics and Hydraulic 
Engineering (ISVA), Technical University of Denmark, DK-2800 Lyngby. 

2Associate Professor, ISVA. 

721 
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Fig. 1 
Horizontal sketch of a coastal region 

depth refraction, i.e. the 
approach is within the frame- 
work of geometrical optics. 

Subcritical, irrotational 
flow of large-scale, horizon- 
tally non-uniform and verti- 
cally uniform, steady cur- 
rents over an arbitrary gen- 
tly sloping sea bed is con- 
sidered.  This means that 
variations in current veloc- 
ity and depth are slow, in 
the sense that changes are 
appreciable only over many 
wave lengths.  Surface and 
bottom shear are disregarded, 
and so is dissipation.  The 
waves are periodic and pro- 
gressive with the constant 
absolute wave period Ta 
(= 2ir/(joa) , (o being the abso- 
lute angular frequency.  Stokes' second order wave theory is used, and 
the wave fronts are long-crested.  Fluxes of mass, momentum,and energy 
are integrated over depth and averaged over Ta, in that order.  The 
two-dimensional flow region fi is simply connected with waves in the 
whole domain.  The fluid is incompressible and homogeneous with den- 
sity p.  The Coriolis force and the spherical form of our planet are 
neglected.  The non-linear steady model will be solved by a sequence 
of two-level calculations, viz. a 'wave level' and a 'current level'. 

Another model for current wave interaction in two horizontal dimen- 
sions, but with bed shear, is reported by Noda et al. (1974) and Noda 
(1976).  This model is like the present one solved by a sequence of 
two level iterations; however, the approaches on both calculation 
levels are completely different from our. 

The governing equations for irrotational current depth refraction 
were introduced by Jonsson (1971b), see also Jonsson and Wang (1976). 
These equations were solved in one horizontal dimension (no refraction) 
by Jonsson et al. (1971).  Plane flow with vorticity is being reported, 
see Brink-Kjar (1976), Jonsson et al. (1976a), and Jonsson (1977). 

The effect of a combined current wave field is in principle that, 
when the current has a positive component in the direction of wave 
propagation, the waves are 'lengthened' and so 'feel bottom' at a 
greater depth than without the current.  So in this case the bending 
of the wave orthogonal in the combined field is stronger than for pure 
waves.  Conversely, a negative current component will 'shorten' the 
waves, and the bending of the wave orthogonal is less than for no cur- 
rent (see later). 

2. THE GOVERNING EQUATIONS 

The arbitrary bottom topography is known (measured from a horizontal 
datum) in a fixed horizontal Cartesian coordinate system (x,y).  It was 
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D = h+Tf) 

proved by Jonsson et al. (1971) that for a periodic, irrotational free 
surface flow a constant horizontal level exists, which is inherently 
connected with the flow.  The level was called the mean energy level 
(MEL) . It is also denoted the mean irrotational stagnation level (MISL), 
see Jonsson (1977), since it stems from the time mean version of the 
Bernoulli equation.  The distance D between the sea bed and MISL is 
denoted the geometrical depth. The distance h between the sea bed and 
the time mean water surface (MWS) is for obvious reasons called the 
physical depth.  The distance n between MWS and MISL is the current 
wave set-down, see Fig. 2.  Notice that our definition of the set-down 
is opposite in sign to the conventional, see Bowen et al. (1968). 

The problem has 7 primary dependent 
variables, which are (see Figs. 2 and 3): 
(1) and (2) radian wave number vector k = 
(k cos A, k sin A) , or wave number k (= |k|) 
and wave orthogonal direction character- 
ized by the angle A from the x-axis to the 
wave orthogonal,  (3) wave energy density 
E (5 1/8 pgH2), where g is the accelera- 
tion of gravity,  (4) and (5) current vec- 
tor U = (u,v) = (U cos 6, U sin 5) , or cur- 
rent speed U (= | u| ) and direction charac- 
terized by the angle S  from the x-axis to 
U,  (6) physical water depth h, and (7) 
current wave set-down n.  Observe that U 
is an average-over-depth current speed, 
defined such that the mean volume flux q 
(per unit width) through a vertical sec- 
tion at right angles to U is hu, see Jons- 
son (1976).  The wave orthogonal  should not 
be confused with the wave  Toy,   see Fig. 3. 

MISL jHORIZONTAL) 

&r! 
e&o 

„J^ 
Fig. 2 
Vertical definition 
sketch.  Geometrical 
depth D, physical 
depth h, and current 
wave set-down n 

The 7 primary governing equations are:  (1) conservation of mass, 
(2) and (3) conservation of momentum, (4) conservation of wave action 
E/rar (cor being the intrinsic (i.e. relative) angular frequency, see 

Fig. 3 Horizontal definition sketch for angles and velocities 
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later), (5) conservation of zero vorticity, (6) conservation of wave 
crests, and (7) conservation of bottom topography. The conservation 
equations given by Jonsson (1971b) become in the above mentioned order 

•—(hu)   + f(hv)   = 0 (1) 
3x 3y 

JL (JL, 
3x [2 (G+ (1+G) cos2A)   +phu2|   -pgh-jp 

+ T— yd+G) cos A sin A +  p  h u v    =  0 (2) 

•2- fe(l+G) cos A sin A +  p  h u v)   -  p  g h I2- 
3x (2 ; dy 

3   fE,_ .        .   ,   ,   ^  „  ^     2 
+ f~ f(G+ (1+G) sin^A)   + p  h v^     =0 (3) 

£(t(U+C^COSA))   +^(t(V + VSlnA))   "  ° <4) 

3   f         EsinAl         3   f         ECOSA]        . ,,., 
37 [v " 7h^7J   _  3y"iu " Th^j  " ° .                   (5) 
c,  - c_+u cosA + v sinA      or      w_  = w„+k(u cosA+v sinA)    (6a,b) a     XT a.     i 

D = h + n (7) 

where we have introduced 5 new (sencondary) unknowns: The absolute 

phase speed (see Fig. 3) 

ca = L/Ta (= ua/k) (8) 

L being the wave length, the relative phase and group speeds 

cr = y2. tanh kh        (9) c„r = ^ cr(l+G)        (10) 

the relative angular frequency «r and the parameter G 

ior = crk (11) G = 2kh/sinh 2kh       (12) 

In the shallow water limit we have G = 1 and cr = c  = i^gh.  If we in- 
sert these limiting values in eqs. 1-7, we get the shallow water ver- 
sion of the conservation equations, see Skovgaard and Jonsson (1976b). 

As shown by Skovgaard and Jonsson (1976a) it is possible to replace 
any of the conservation equations with the differential equation for 

the wave orthogonal or with the algebraic equation for the set-down 
(see later), or to replace any two of the conservation equations with 

these two equations. 

The differential equation for the wave orthogonal reads, see e.g. 
Skovgaard and Jonsson (1976a) 

DA   1 f . . dca      „ dca] ,,,. 
-— = — sinA -r cos A -r— (13) 
Ds  ca [ 9x        3y j 

where s is a coordinate along the wave orthogonal (positive in the di- 
rection of the wave propagation).  Together with eq. 13 we have the two 
parametric differential equations 
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Dx/DS = cos A (14) Dy/Ds = sin A (15) 

The equation for the current wave set-down reads, see Jonsson (1971a, 
1976) 

n = ^-(u
2 + v2) 

2 g 
F IG 

+   - hr " (u cos A + v sin A) /c pgh[2 r 
(16) 

The direction of the wave ray is given by the direction of the absolute 
group velocity vector c„a (=U + c_r), and so is determined by 

tan u 
u + c  cos A 

(17) 

where p is the angle from the x-axis to c_a, see Fig. 3.  When eq. 17 is 
differentiated with respect to a coordinate r along the wave ray, the 
differential equation for the wave ray is obtained 

Dy     2 —— = cos u   , 
Dr        Dr i u + c 

v+ c  sin A' 

gr cos A 
(18) 

Together with the wave ray equation we have two parametric equations 

Dx/Dr = cosy (19) Dy/Dr = sin y (20) 

Remark that the wave ray equation presented by Jonsson (1971b), eq. 30, 
is not correct. 

3. BOUNDARY CONDITIONS 

The current vector U must be given everywhere on the boundary r 
which surrounds fl, see Fig. 4.  The boundary is divided in two parts, 

of Q,   see Fig. 4, and along it the wave field must be known. 
the wave field is determined by the calculations.) 

(Along T2 

Fig. 4 
Definition sketch 
of flow domain Q 
with the boundary 
r = r, +r2 

The wave field is in principle defined by Ta, A, E, L, and h; how- 
ever, in an irrotational model it is not necessary to prescribe h in 
more than one  point of Y1   for the following reason.  For given U, Ta, 
A, E, and h in one point of T1,  we can calculate n in that point by 
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iteration in eqs. 6, 8, 9, 12, and 16, and then D using eq. 7. Thereby 
the MISL is determined, which is horizontal in 0. Combining eqs. 6, 7, 
8, 9, 12, and 16 we then can calculate h for all other points of Vx. 

We shall later show that it is more convenient if the (incoming) 
waves are prescribed by the curvature of the ray front <e and by A (or 
y) in some selected points along Yt  rather than by the continuous vari- 
ation of A along rx. The angles A and y are connected by eq. 17 in any 
point where U and h are known, i.e. if A is given we can determine y, 
and vice versa. The curvature of the wave action front Ke is deter- 
mined by a pure geometrical consideration 

Ke 5 Dy/De = - sin u 3u/3x + cosy 3p/3y = (D(De)/Dr)/De      (21) 

where De is the infinitesimal distance between two rays, see Fig. 6. 
Since r is not constant along e-lines, and vice versa, lengths r and e 
do not form a set of curvilinear coordinates. This is the reason for 
using the formalism D/Dr instead of 3/3r, etc. 

In summary we have 

U = Ur      along Tj (22a) 

K. = K    r    E = Er    A = Ar   or  y = yr e   e,i j i j i j i j 

in some selected points of r, (22b) 

h = h;      in one point of Y (22c) 

U = Up      along T2 (22d) 

For the present irrotational steady state model we can make two inte- 
gral checks of volume fluxes and velocities. The normal component of 
<f (=hU) along T (= Tj + T2) is controlled by mass conservation 

lr5'nfidr = 0 (23) 

where n^ is a unit vector normal to the boundary of and going outward 
from fi, and we have assumed that U  is without sources or sinks.  As h 
is not known along V2   (i)  is a function also of the unknown wave field) 
we cannot check in advance that eq. 23 is exactly fulfilled.  However, 
we can calculate h along r corresponding to a pure current, and it is 
expected that for a 'realistic' problem the error introduced in eq. 23 
by neglecting the wave contribution to h is small, since it is a second 
order term. The wave field could also be estimated along r. before us- 
ing eq. 23.  One could formulate the above as:  Eq. 23 must be roughly 
fulfilled in advance for a realistic problem. 

The tangential component of the mean velocity is controlled by the 
condition of zero vorticity.  Introducing the Eulerian mean velocity 
vector 0t (= U - E/(p h cr) s) below wave trough level (s being a unit vec- 
tor in the direction of wave travel), Stokes' theorem gives 

f rot Ufc d« = [ Ut«tndr (24) 

where tp is a unit vector tangential to r going counterclockwise around 
SI.     Using eq. 5 we therefore get 

U -p— s] • t0dr = 0 (25) 
Jr.    .._-  .  u« 
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The wave contribution to the integrand in eq. 25 is a second order term 
which furthermore has not the same sign along r.  Thus is can be in- 
ferred that the advance neglect of the wave term in eq. 25 will corre- 
spond to a realistic problem.  Also here we can say:  Eq. 25 must be 
roughly fulfilled in advance for a realistic problem. 

4. THE TWO-LEVEL APPROACH 

The current depth refraction model is solved by a two-level iterative 
scheme.  In this way we so to speak 'split' the unknowns in two groups, 
and we do not have to solve all equations simultaneously.  The two lev- 
els will be named the wave level and the current level. 

In the wave level calculations 
the 'propagation medium^ is held 
fixed ('frozen'), i.e. U, h, and 
n are known in ft on this level, 
and 5c and E are the primary un- 
knowns, see Fig. 5. 

In the current level calcula- 
tions the wave field is frozen, 
i.e. k and E are known in ft on 
this level, and U, h, and n are 
the primary unknowns.  The gov- 
erning equations on this level 
are non-linear, which implies 
that we have to iterate during 
the calculations. 

The calculations are initiated 
on a wave level, where we assume 
5=0 and n = 0 in ft.  The two- 
level iteration scheme is contin- 
ued until the differences between 

two consecutive levels of the same type are lower that a chosen limit 
for both the wave and the current level, i.e. the number of iterations 
is determined by accuracy requirements. 

After the completion of the two-level iterations the paths of some 
wave orthogonals are calculated by numerical integration of the three 
ordinary differential equations 13-15, and the wave field is plotted 
with the wave heights and the current components written at discrete 
points along these orthogonals.  Also the phase field, i.e. the wave 
fronts is calculated and plotted after the completion of the two-level 
iterations.  Eqs. 13 - 15 cannot be used in the given form to calculate 
the phase field.  Time t must be used as independent variable in this 
case 

(13a) 

t 
WAVE CALCULATION  LEVEL: 

FOR 0 AND T) 'FROZEN1 CALCULATE.k AND  E 

t 
CURRENT CALCULATION LEVEL: 

FORk AND  E  'FROZEN1 CALCULATE U AND T) 

^^ACCURACV^N. 

\.        SATIFIEO'         JS' 

\ YES 

[      CALCULATION  AND   PLOTTING          A 

I      OF  WAVE   ORTHOGONALS ETC.           J 

Fig. The two-level splitting 
of the calculations 

5. 

dA/dt =  sin A  3ca/9x  - -   cos A 

dx/dt =  c    cos A (14a 

THE   WAVE    LEVEL 

3ca/3y 

dy/dt = c sin A (15a) 

The approach on this level is a generalization of the method which is 
used in depth refraction calculations, see e.g. Skovgaard et al. (1975). 
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The wave field is determined from one-point conditions (initial condi- 
tions) by integration along characteristic lines.  By a suitable plac- 
ing of the boundary points (initial points) along Fj, Q  is covered by 
a set of characteristic lines.  The method is attractive, because we 
only have to solve a set of four ordinary differential equations along 
each of the lines. 

In depth refraction the characteristic lines are the wave orthogo- 
nals, and in current depth refraction the characteristic lines are the 
wave rays which, of course, 
for U = 0 coincide with the 
wave orthogonals. The path 
of the wave ray is determined 
by eqs. 18-20.  Bretherton 
and Garrett (1968) have shown 
generally that there is no 
flux of wave action E/u 
across a wave ray, i.e. be- 
tween two rays we have a con- 
stant flux of wave action, 
see eq. 4.  For water waves, 
JonssOn (1971a,1976) found 
the same result, using quite 
a different approach.  For 
U = 0 the wave action is, of 
course, proportional with 
wave energy density, the flux 
of which is constant between 
two orthogonals. 

WAVE ACTION  FRONT 

WAVE ACTION  FRONT 

Fig. 6 Two adjacent wave rays and 
two 'wave action fronts' 

Munk and Arthur (1952) de- 
rived a differential equation 
for the wave orthogonal  separa- 
tion factor 8 for U = 0.  In almost the same manner it is possible to 
derive a differential equation for the wave Pay  separation factor Br 
with distance r along the ray as the independent variable.  The fac- 
tor f3  is defined by 

=  De/Dest > 0 (26) 

in which suffix 'st' denotes a value at the starting or initial point 
along Ylt   see Fig. 6.  The separation factor is found in the following 
way.  Introducing eq. 26 in eq. 21 we get 

Dp/De = e"1 D6r/Dr (27) 

Using the operators 

D        3.8 

D 
De 

we have 

"*H 3y 

sin p A + cos p A 

JL I5H. 
De (.Dr 

JL Bi 
Dr (De 

Dpi 2 + fDpl 
Dr DeJ 

(28) 

(29) 

(30) 
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(or DKr/De - DKe/Dr = K£ + K|, K    being the curvature of the wave ray) 
Inserting eq. 27 and using eqs. 28-29 once more, we get an ordinary 
second-order homogeneous differential equation for 6r 

+ qcS, = 0 (31) 
D'„r 

Dr* 

3y 
3yJ   3x 3y 

cos 2p 

2 

3x2  3y2J ' ~ 3x 3v. 
Vl+2^|il sin 2y (32) 

The coefficient q depends on some explicitly known quantities (u, v, h, 
and n, and their partial derivatives up to the second order) and on 
some implicitly known quantities (A and E, etc., and their partial de- 
rivatives up to second order).  The implicit quantities are calculated 
from some of the conservation equations and the wave orthogonal equa- 
tion 13. 

The condition of constant flux of wave action between two adjacent 
rays determines in principle E (and so the wave height) 

E . fH _^r_ 
cga,st (33) 

Pr ur,st  cga 

where we have used eq. 26, and c  (= |c„a|) is the absolute group speed. 

The associated one-point boundary conditions at r = rgt for the four 
ordinary differential equations 18 - 20 and 31 are 

V  = ust   x = xst  y = yst   Br = erjSt  -^p = Br/St 
K
e,st  

(34) 

where xgt and y t are chosen on ri# ust is calculated from eq. 17, 
3r st is arbitrarily chosen as 1, and Ke st is the curvature of the 
wave action front in the considered point of T,. When the differential 
equation for gr (eq. 31) is written as a system of two simultaneous 
first-order equations, eqs. 18-20 and 31 constitute a system of five 
simultaneous first-order ordinary differential equations, where the 
five requisite 'initial' conditions at r = rgt are given by eq. 34. 
The system is integrated step-by-step along one ray at a time.  A stand- 
ard variable order code with automatic local control of the error level 
and corresponding adjustable step length is used. 

The calculation along a wave ray stops when one of the following con- 
ditions is fulfilled:  (1) The boundary of the region of analysis is 
reached,  (2) the orthogonals converge too much, (3) the Stokes parame- 
ter is too high (thereby we in practice exclude wave breaking),  (4) the 
bottom slope is too high,  (5) the water depth is too small, or (6) the 
rays converge too much. 

The first five conditions equal those for depth refraction, see Skov- 
gaard et al. (1975).  Here condition (2) was formulated DS/Ds<- B/(1L), 
where 1 probably is about one.  However, since 6_1 D6/Ds = DA/Df = 
- sin A 9A/3x + cos A 3A/3y, we need not solve the differential equation 
for 3 to test condition (2), (Df is the infinitesimal distance between 
two orthogonals).  Nor do we have to determine the wave orthogonal 
paths.  Condition (6) is of the same type as condition (2).  Condition 
(3) reads HL2/h3 > 20 (say), thus excluding non-Stokian waves. 
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The solution (i.e. k, E etc. and the associate position (x,y) of the 
ray) is recorded in the computer at a set of prescribed values of dis- 
tance r along the path of the wave ray.  Note that the paths of the rays 
are new on each level, since the propagation properties of the medium 
changes on the current level. 

6. THE CURRENT LEVEL 

On this level the wave field (i.e. k and E) is frozen in fi, and U, h 
and n are the primary unknowns.  Using eq. 7, and remembering that D is 
also known in Q,  we immediately can eliminate h, which implies that we 
have only three scalar unknowns u, v and n on this level.  These three 
variables are determined by three conservation equations, viz. conser- 
vation of mass, eq. 1, and conservation of momentum in the two horizon- 
tal directions, eqs. 2-3. We solve the partial differential equations 
by a direct finite element method, the so-called Galerkin weighted re- 
sidual process_(i.e. a weak formulation).  The region Q  is approximated 
with a domain fi (with boundary r) consisting of a finite number N of 
triangular subdomains CD.  The only difference between Q  and Q  is along 
the boundary. The triangular subdomains are constructed by connecting 
the prescribed points along the wave rays with straight lines, see Fig. 
7. As the rays are new on each wave level, the triangular subdomains 
are also new on each current level. 

It is well known that we 
cannot freely select the pol- ^-— WAVE RAY 

ynomial order of the shape 
functions (interpolation 
functions), see e.g. Hood and 
Taylor (1974) and Olson and 
Tuann (1976).  We choose to 
apply the most simple shape 
functions, which for the pres- 
ent differential equations 
1-3 are a linear shape func- 
tion for u and v, and a quad- 
ratic shape function for n. 
Remark the simple connection    Fig. 7 Placing of triangular elements 
in eq. 16 between u, v and n. 
It should be explained why we choose to eliminate the physical depth h 
and not the set-down n.  If n was eliminated, and a shape function for 
h chosen, the indirectly assumed form of the MWS would be influenced by 
the local form of the sea bed (see eq. 7 and Fig. 2). 

We select the most simple placing of the nodal points, i.e. we use 
for the linear interpolation functions the three vertices as nodal 
points (see Fig. 8(a)), and for the quadratic interpolation functions 
the three vertices plus the three mid-side points as nodal points, see 
Fig. 8(b).  Implicit in the preceding discussion is the fact that the 
same triangular subdomains are used for set-down and velocity fields. 
Details of these standard elements can be found in e.g. Zienkiewicz 
(1971) , chapter 7.  With these two elements the u, v and n solutions 
become continuous but not differentiable along the sides of the trian- 
gular domains.  In a typical domain d) we have the following approxima- 
tions 
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u = \Jij (x,y) Uj v = i|jj (x,y) Vj n  =  <()1(x,y) nj (35a,b,c) 

where the bar indicates a nodal value, and if)j, j = 1,2,3, and ij>^, 1 = 
1,2,...,6 are the shape functions.  Here and henceforward the repeated 
nodal indices j, 1, etc. are summed over the range of the index. 

o NODAL POINT 

Fig. 8 Placing of nodal points in isoparametric triangular elements 
(a) linear three-node element, (b) quadratic six-node element 

For the conservation equation of mass (where h is eliminated) we 
form the residual re(x,y) at point (x,y) e u by inserting eqs. 35 a-c 
in the left hand side of eq. 1 

re(x,y) .3 3x-,„yj,   „1Uj j^i *3> -(D^) - nlUi 

3y + vj ^•(D",j) - nivj l^(*iV (36) 

The residual re is multiplied with weight functions which for this re- 
sidual are the shape functions for the set-down <|>  (m = 1,2,...,6). 
Support for the appropriate selection of the weight function is given 
by e.g. Chung and Chion (1976).  The functions (re <t>m) , m = 1,2,...,6 
are integrated over to, and each of the results is equated with zero. 
Oden and Wellford (1972) p. 1592 have given the reason for this approach, 
'We can guarantee that the residual vanishes in an average sense over 
the element by requiring that it be orthogonal with respect to the in- 
ner product <f ,g> = f  fgdco to the subspace spanned by the functions 
<f>m(x,y), m = 1,2,...,6. Then <re,<J>m> = I  re(j>mdu = 0, and we obtain the 
finite element model of the mass conservation equation.' 
Using f  re$mdio = 0, we get 

uj Vj " nluj Bmlj T "j^mj " "1 vj"mlj + v. C„ In V, Dm 1,2,...,6 (37) 

and AJJJJ , B^j , C^j, and Dm]_j denote the four local arrays 

-(Di))j) dm 

*m 37(D*j> 
dw 

Bmlj 

umlj 

-(<!>! ifjj) doo 

37(*l*j)^ 

(38) 

in the same manner we obtain the finite element model of the two mo- 
mentum conservation equations, the only difference being that the weight 
functions are i|/ , m = 1,2,3 for both equations.  For eq. 2 we get 
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Uj UpEmjp "  p  •1luj,,pFmljP  "  p  g  nlGml + P  9  1l1nHmln 

+ P^^pImjp-p  Wl"jVmljp' 

*•I-^T (f'(G+ d+G) COS
2

A) |   + •^r|S. (1+G) cos A sina| | dco        (39) rm(3x 12 ^ ' V1,v" v-"° "')   ' 3y [2 

m = 1,2,3; where Emjp, Fmljp, Gml, Hmln, Imjp, and Jmijp denote 6 local 
arrays, which are not presented.  Nor are the similar equations for 
eq. 3. 

Off-node function values and derivatives of u, v, h, and n, which 
are used in the wave level calculations, are not formed directly from 
the finite element method (FEM) solution, using the FEM interpolation 
functions etc. We follow, however, the guidance given by Carl de Borr 
(1974), see Roache (1975), p. 235, 'The acknowledged best procedure is 
to ignore the basis function and evaluate off-node function values and 
derivatives by standard interpolation formulas.' 

Eqs. 37 and 39, and the similar one for eq. 3 represent a set of 12 
(=6+3+3) non-linear algebraic equations in 12 unknowns, which are 
TVJI, 1 = 1,2,... ,6, UJ, j = 1,2,3, and VJ , j = 1,2,3.  Upon assembling 
the elements, the global stiffness matrix form is sparse, but the sys- 
tem of algebraic equations is non-linear.  Along the boundary T,   the 
specified current components u and v~ are inserted directly in the global 
matrix form.  Using these specified values of u" and v we can calculate 
rf along T from eq. 16 by iteration, using that E, A, cr, and G are 
known from the calculations on the wave level. These values of rf are 
then inserted directly into the global matrix form. 

The global non-linear system of algebraic equations is solved using 
the Newton Raphson iteration scheme, see e.g. Dahlquist and Bjorck 
(1974), p. 250.  The iteration is started by interpolation in the cur- 
rent level solution used on the preceding wave level.  The number of 
iterations is determined by accuracy requirements. 

Combined diffraction refraction FEM models for short waves are rather 
expensive in use, as the minimum number of elements is a function of the 
wave length. The present model for current depth refraction does not 
have this restriction. The number of elements in our model is a func- 
tion of the depth variations and the associated variations of the cur- 
rent field.  Only the variation of the wave height (amplitude envelope) 
is modelled.  In contrast a diffraction refraction FEM model describes 
simultaneous amplitudes, i.e. rapid oscillations in horizontal space. 

It should be explained why we choose to use both momentum equations, 
and do not substitute one of them with eq. 16.  If we had done this, 
our model would have been 'tailored' to irrotational flow only, and a 
later inclusion of bottom friction would be less straightforward. With 
the present approach we can instead use eq. 16 as a check equation in 
the nodal points. 

7. TEST SOLUTION 

For straight and parallel (but arbitrarily spaced) sea bed contours, 
with the current U everywhere parallel with these, a test solution is 
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calculated numerically (assuming 
plane incidence in deep water). 
With these constraints we have a 
quasi two-dimensional problem in 
that no phase-independent parame- 
ters vary with distance along- 
shore.  Therefore we can calcu- 
late the solution (except the ray 
and orthogonal paths) with D as 
the only independent variable, 
without integrating the differ- 
ential equations for the rays 
and the orthogonals.  In order 
to simplify the presentation we 
place the x-axis at right angles 
to the contours, U = (0,v), or 
U = v, and 6 = ± 90°. 

For the present problem we can 
directly integrate the conserva- 
tion equations (4 and 5) for wave 
action and zero vorticity 

E c 

E sin A 
P h c^ 

cos A = const. 

= const2 

(40) 

(41) 

When the y-component of the con- 
servation (3) for momentum is in- 
tegrated and combined with eqs. 
8, 10, 11, and 40 we get Snell's 
law (see Jonsson, 1971a,1976) 

c /sin A const. (42) 

Further we can easily derive alge- 
braic formulas for the ray and or- 
thogonal separation factors 0r and 
B <.=  Df/Dfst) 

Sr = cos y/cos ust 

= cos A/cos Ag-t; 

(43) 

(44) 

Note that by combining eqs. 40 and 
43 we get eq. 33. 

The solution, i.e. the 12 un- 
knowns (k, A, E, v, h, n, cr, ca, 
"ri Cgr, G, and u) as a function 
of D, is found by numerical iter- 
ation in 12 non-linear algebraic 
equations (Nos. 6, 7,8, 9, 10, 11, 
12, 16, 17, 40, 41, and 42) . After 
the completion of the iteration, 
8r and B are found from eqs. 43 
and 44.  The ray path is deter- 
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mined by simultaneous integration of the two parametric differential 
equations for the ray, eqs. 19 and 20 (independent variable r).  Simi- 
larly the orthogonal path is found by another simultaneous integration 
of eqs. 14 - 15 (independent variable s). 

The wave level part of the general program can be separately checked 
using the given test solution. 

For a plane sloping sea bed (slope 1:50), Ta = 8 sec, Hgt = 1 m, 
Ast = 60°, vjj+a, = ± 1 m/sec, i.e. vst = + 1.0046 m/sec, and vst = 
- .99497 m/sec (both values are rounded with 5 significant digits, 5S), 
and Dst = 20 m, the paths of the rays and the orthogonals, and the var- 
iation of the wave height are given in Fig. 9.  Note that in both cases 
shown, the rays turn with the current, in contrast to the orthogonals. 
This phenomenon is explained in the introduction.  The figure gives 
also the path of the orthogonal for v t = 0 (and Egt = 0, i.e. the cur- 
rent 0(H2) is also vanishing, so v = 0).  it can be shown that if we 
are in shallow water, the influence of the current on the orthogonal 
and on the wave height is exceedingly small in this case. 

In Table 1 one of the test solutions in Fig. 9 is tabulated for some 
points along the wave ray.  Integers in parentheses indicate powers of 
10 by which the following numbers are to be multiplied. 

8. CONCLUSION 

The irrotational flow equations and the boundary conditions for cur- 
rent depth refraction of surface gravity waves on large-scale steady 
currents are presented for second-order Stokes waves.  An iterative 
solution algorithm is formulated using a two-level splitting of the 
calculations, viz. a wave calculation level and a current calculation 
level.  On the wave level, the wave rays are determined in a 'frozen' 
medium, and wave heights are found using that the flux of wave action 
is constant between neighbouring rays.  On the current level, the 
waves are 'frozen', and the current field and elevation of the mean 
surface are determined from the conservation equations for mass and 
momentum using that the mean irrotational stagnation level (MISL) is 
horizontal.  These conservation equations are solved by a direct fi- 
nite element method, using triangular linear finite elements for the 
current and triangular quadratic finite elements for the elevation of 
the mean sea surface.  A test solution is presented, and tabulated for 
one set of the parameters.  The described model is currently being im- 
plemented in a general current depth refraction program. 
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APPENDIX A:  Programming 

The numerical methods described are programmed in the IBM OS 360/370 
implementation of PL/I.  All the floating point calculations are made 
with 14 hexadecimal digits, i.e. with about 15 decimal digits. The pre- 
sented results are calculated with about 10S, and the numbers in the 
test solution in Table 1 are rounded to 5S. 
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CHAPTER 42 

SET-UP AND RUN-UP IN SHOALING BREAKERS 

William G. Van Dorn 
Research Oceanographer 

Scripps Institution of Oceanography, University of California 
La Jolla, California 92093 

ABSTRACT 

This paper reports the results of a series of laboratory experiments 
with periodic waves breaking on uniformly sloping impermeable beaches with the 
object of distinguishing set-up from dynamic shoreline motions due to partial 
reflection, the combination of which is normally referred to as  'run-up'.    The 
principal findings are: 

1. The mean set-up across the breaker zone was observed to be linear 
with mean slope proportional to the square of the bottom slope.    The mean 
slope was independent of frequency over slopes of 0.04 or less, and increased 
with wave period over steeper slopes. 

2. The dynamic run-up range was found to be proportional to the square 
of wave period times beach slope, in agreement with the equation of motion for 
a nearly frictionless block sliding on corresponding slopes under gravity. 

3. The total run-up was poorly correlated with Hunt's empirical for- 
mula, nor could any reasonable deterministic justification of this formula be 
deduced from the present results. 

4. Transient run-up was observed to considerably exceed steady-state 
values in most cases, suggesting that time-dependent momentum flux should be 
considered in the run-up of variable (natural) waves. 

INTRODUCTION 

Although commonly lumped together under the ubiquitous headings of 
run-up and run-down, it is now generally recognized that the shoreline fluc- 
tuations in water level observable in the presence of steady, periodic waves 
breaking on a sloping beach comprise an equilibrium that is the result of at 
least two different physical effects: (1) periodic oscillations at wave freq- 
uency which are the result of partial reflection from the shore slope of that 
portion of the initial energy of each incident wave not expended through break- 
ing; and, (2) a super-elevation of the mean level against the shore caused by 
the gradient of momentum flux associated with wave decay in the surf zone. 

The transition from a lowering of mean level under the breaker line 
(set-down) to a positive maximum (set-up) somewhere within the range of periodic 
shoreline excursions was predicted in principle by Longuet-Higgins and Stewart 
(1964) as a particular application of their more general theory for momentum 
flux in non-breaking waves. It was examined in some detail during a series of 
experiments by Bowen, et al (1968), in which waves of several frequencies and 
amplitudes were breaking on a uniform beach slope (S = dD/dx = 0.082). It was 
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found that the mean surface gradient -dn/dx was nearly linear, varied 
inversely with frequency, and was nearly independent of breaker height. 
Assuming, as roughly observed, a constant empirical proportionality factor y 
between breaker height H and total water depth (n + D) within the surf zone, 
they were able to integrate the momentum flux equation of Longuet-Higgins and 
Stewart to obtain a linear ratio 

- (dn/dx)/S = (1 + 8/3Y2)"1 (1) 

The authors note that, although the shoreline set-up ns comprised 
the majority of the observed total run-up R, the latter was still in reason- 
able agreement with the empirical formula of Hunt (1969) 

R = HS(H/L0)
_i (2) 

where H is a wave height ordinarily taken as the corresponding deep water 
wave height Hp, but, in fact, is most commonly obtained by linear transforma- 
tion from heights measured in a uniform channel ahead of the slope. Lastly, 
Bowen, e^al suggest that the ratio of beach-to deep water wave-steepness 
S/(H0/L0)2 may have particular relevance to conditions in the surf zone, since 
it also appears in the breaking criterion of Iribarren and Nogales (1949). In 
an attempt to better estimate the quantitative predictions of their slope 
theory, they present a plot of y,  the average of many determinations of y 
across the surf zone, versus S/(H0/Lp)i, which includes data for two other 
beach slopes reported by Putnam (1945), but without drawing any further con- 
clusions. 

A more deterministic attempt to predict surf zone set-up is that of 
Hwang and Divoky (1970), who numerically integrated the momentum flux equation, 
assuming that (spilling) breakers can be represented by cnoidal waves, whose 
energy is dissipated at a rate equivalent to a constant fraction of that for 
a bore of equal local height. Although the many assumptions of this theory 
are difficult to defend, it provides a means of calculating the set-up and 
wave height decay simultaneously, and the latter, at least, appears to be in 
much better agreement with observations than the linear decay assumed by Bowen 
et al (1968). However, their computed set-up profiles are convex upwards, 
while the bulk of experimental results suggest that they are linear, or even 
concave upwards. Even so, the differences are small, and the method deserves 
further study. 

Meanwhile, Battjes (1974a, b) has attempted by dimensional arguments 
to show that the steepness ratio 

5 = S/(H/LQ)
i (3) 

is a similarity parameter that, depending upon the interpretation of H, can 
be used to categorize a wide variety of surf zone phenomena; such as, breaking, 
breaker type, breaker depth, energy reflectance, and the number of waves 
simultaneously present between the breaker point and the shoreline. Addition- 
ally, Battjes and Roos (1976, in press) present some results of experiments 
with water velocities and elevations within the swash zone, and try to fit them 
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into the same mold. But it is difficult to judge the accuracy of these 
results or conclusions for lack of adequate descriptions of equipment, meth- 
odology, or measurement error. 

The present paper presents a portion of the results of a two year 
series of laboratory studies of the dynamics of periodic waves breaking on 
uniform impermeable beach slopes, in which the time histories of surface ele- 
vation, crest velocity, and horizontal fluid velocity, were measured at a 
plurality of observation stations before and after breaking, as function of 
slope and wave period. Particular attention was paid to the mean, and periodic, 
water level excursions across the breaker zone in an attempt to distinguish 
set-up from the dynamic shoreline excursions caused by reflections. Those 
experiments dealing with breaking kinematics are described elsewhere (Van Dorn, 
1977), and this paper is restricted to shoreline effe'cts, except as regards 
some pertinent new results from the above paper. 

INSTRUMENTATION AND PROCEDURES 

All experiments were conducted in a 0.5 m wide by 24 m long glass- 
sides wave channel with a constant still water depth of 36 cm. Twelve combin- 
ations of three plate-glass beach slopes (S = 0.022, 0.040, and 0.083) and 
four wave periods (T = 1.65, 2.37, 3.43, and 4.80 sec) covered the ordinary 
range of prototype wave conditions for length and time scales of 16:1 and 4:1, 
respectively. Waves were generated by a planar paddle, hinged 55 cm beneath 
the channel floor, and driven sinusoidally at the top by a crank shaper. All 
data runs commenced after at least 5 minutes of generator operation, found by 
experiment to be about the minimum for low-frequency start-up transients to 
decay and stable equilibrium to be achieved. Measurements involved the follow- 
ing types of instrumentation. 

Surface elevation n versus time, referred to still water, was monitored 
simultaneously by a plurality of digital (snorting-contact) wave staffs and 
analog subsurface pressure gages. They were supplemented at specific locations 
by stroboscopic and flash photography through the channel walls. Comparison 
of data from these three sources soon established that elevations computed 
hydrostatically from subsurface pressure were substantially lower than the 
staff and photo elevations, which generally agreed within 1 cm. The discrep- 
ancy was greatest under the wave crests, where it sometimes amounted to 50 
percent, diminishing to zero at the shoreline; trough elevations by all three 
methods agreed within 0.2 cm (Figure 1). This result may substantially affect 
the assumption of mean hydrostatic equilibrium basic to the theory of time- 
averaged momentum flux. It may also affect the interpretation of mean elevation 
given below. Overall elevation accuracy was poorest in vicinity of the plunge 
and rebound regions of intense breaking, especially on the 0.083 slope, where, 
in fact, the admixture of air and water made any definition of free surface 
elevation questionable. 
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Figure 1. Hodographs of maximum and minimum waves elevations as an individual 
wave moves toward shore. Pressure and staff elevations agree under troughs, 
but peak pressure is clearly a poor indication of crest elevation. 

Mean elevation rj was observed at fifteen stations evenly distributed 
between the respective slope toes and the still water shoreline. The sensors 
comprised 1.0 mm diameter glass tubes taped to channel wall, with their lower 
ends 1.6 mm above the glass slope. These tubes were connected by plastic tubing 
via a glass capillary restriction to 2.5 cm diameter, open-ended thistle tubes 
mounted vertically outside the channel. The time constant of these'hydraulic 
hi-pass filters' was adjusted to one minute by varying the capillary lengths. 
The free surface elevations within the thistle tubes could be rapidly determined 
by an electric-contact prick probe mounted on a micrometer depth gage. It was 
found possible to replicate elevations within 0.002 cm after the channel had 
stabilized, and that annulment of channel seiche fluctuations within these 
tubes provided the best evidence for stability. While the glass beaches were 
sealed to the channel walls with rubber gasketing, the slope toes were unsealed, 
since it was found that sealing them resulted in slow mean elevation drift due 
to minute seepage between the ground, but unsealed, abutting ends of the glass 
sections. 

Shoreline elevation was monitored versus time by a digital comb-type, 
shorting contact, wave staff suspended over each beach so that the comb tips 
cleared the glass surface by about 1 mm, found experimentally to be the minimum 
elevation required to reduce spurious signals produced by meniscus puddling 
of water between contacts. Contact spacing was 2 cm on the 0.083 and 0.040 
slopes, and 4 cm on the 0.022 slope. The corresponding relative vertical (run- 
up) resolution of these staffs was always less than 0.2 mm, although the 
absolute dynamic run-up range may have been slightly larger than reported, 
owing to elevation of the contacts above the beach. A more-serious problem is 
the possibility of underestimating the run-up range by virtue of spurious 
contact shorting in the thin retreating film from a previous wave as a new 
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bore advanced over the slope. The only ready answer to this question seems 
to be the nearness of the observations to the limiting possible range, 
equivalent to the sliding of a frictionless block under gravity only (see 
Figure 8 and relevant discussion). 

Data acquisition of all electric signals was accomplished on a Statos 
Mark III digital strip chart recorder. This instrument has a 2 khz response, 
100 data increments per channel, and prints at a rate of 100 samples per second. 

BREAKER CLASSIFICATION 

All waves in the present experiments were breaking, and it is appro- 
priate to place them in proper context before discussing results. All relevant 
breaking point variables are listed in Table 1. Here, phase velocity C5 was 
obtained from the slope of arrival time curves (accurate to 2%),  but later 
found (Van Dorn, 1977) to be closely approximated by 

Cb = (2gnb)* = (1-54 gHb)* (4) 

which is substantially slower than the commonly accepted shallow water velocity: 
tg(nb + %)^-    Breaking wavelength is taken as Lb = C^T. 

With this preamble, Figure 2 compares breaking steepness H^/LK versus 
beach slope S for the present data on a field of similar data subjectively 
classified by Galvin (1968) according to breaker type*. The two solid lines 
Sb = 0.4 and 5b = 2-° represent Battjes (1974a) reinterpretation of Galvin1s 
'inshore' criteria separating spilling, plunging, and surging or collapsing 
(non-breaking) waves, where (Sb =  S/(Hb/L0)i = 0.32S/(HD/Lk); but the dashed 
line ?b = 0.6 appears to be more consistent with the stroboscopic sequences 
taken during the present study. By either criterion, about half the present 
waves were spilling and half plunging; but most students of this complicated 
subject would agree that there is a continuous apparent increase of breaking 
intensity as either slope or period increases to ward the point where no break- 
ing occurs. 

* This representation omits Galvin's "plunging altered by reflection", since 
it has no statistical correlation with any other breaker type. 
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0.005     0.001 

Figure 2.    Classification of present breaker types according to Battjes' 
reinterpretation of Galvin's observations. 

RESULTS 

As a basic perspective of the results obtained in these experiments, 
Figures 3, 4, and 5 show, for the three respective beach slopes, comparisons 
of surf zone variables, ordered downward with increasing wave period. From 
left to right in each of the twelve period-slope combinations, mean surface 
elevation (black dots) is increasingly depressed below still water level as 
the break point (arrows) is approached, reaches a minimum in the vicinity of 
breaking, and then rises linearly toward the shoreline, although the data do 
not extend beyond the still water intersection with the beach. The open bars 
along the beach face give the dynamical range AY of steady state water motion, 
measured vertically from still water level, and whose upper limit represents 
the engineer's interpretation of run-up. The tic marks on the beach face 
labeled Yt give the maximum recorded transient water level excursion assoc- 
iated with the initial surge at the start of each data run. Relevant numerical 
values of all data are included in Table 1. 

Pre-Breaking Set-Down 

The depression of mean elevation (set-down) in shoaling water predicted 
by Longuet-Higgins and Stewart (1964) has been shown by Bowen, et al (1968) to 
be in good accord with observation where wave growth is governed by linear 
conservation of energy flux, and to become too small as wave steepness increases 
beyond the linear range. Near breaking, this trend was reversed: predicted 
set-down continues to increase, whereas the experimental values were found to 
reach a flat maximum depression in the vicinity of the break point. 
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Figure 3.    Set-down, set-up, and run-up range for the 0.022 slope. 
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Figure 4.    Set-down, set-up, and run-up range for the 0.040 slope. 
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Figure 5. Set-down, set-up, and run-up range for the 0.083 slope. 

Much the same results were obtained over the three present slopes, the 
steepest of which (S = 0.083) was the same as that used by Bowen, et al whose 
experiments were also conducted in the same wave channel. However, in an 
attempt to find a better approximation to the set-down under steep waves, the 
dashed curves shown in Figures 3-5 were calculated from the expression 

H2k 
8 sinh 2kD (5) 

using observed values of H and D, and taking k = 2TT/CT, where C was 
observed phase speed. It was hoped that the intersections of these curves 
with corresponding set-up lines within the surf zone might lead to a means of 
estimating maximum shoreline set-up, provided that these intersections could 
somehow be linked to breaker characteristics, and hence to deep water proper- 
ties (Van Dorn, 1977). As can be seen the computed curves fit the data quite 
well over most of the growth range, except for those where T = 1.65 sec on 
the 0.022 and 0.040 slopes, where the observed set-down is unexpectedly large 
in deep water. The reason for this is not known: the experiments were repeat 
three times with always the same result. 

Set-Up 

In common with Bowen, et al (1968), set-up within the surf zone was 
found to be approximately linear, and, on the 0.083 slope, the mean surface 
slope also appears to increase with wave period, although the definition is 
doubtful for T = 3.43 sec, and completely uncertain for T = 4.80 sec, for 
both of which photographs indicate extremely violent turbulence extending clea 
to the bottom over most of the very-limited "surf zone". Seemingly, no simple 
meaning can be attached to 'mean elevation' under such conditions, where there 
is only one wave or less present simultaneously. 
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By contrast, the slopes of the set-up lines over the 0.022 and 0.040 
slopes appear to be constant and independent of frequency within experimental 
error. Figure 6 is a plot of set-up slope m = dri/dx versus beach slope S 
which includes all present data together with others reported by Bowen, et al 
and Putnam (1945), where any possible variation due to frequency is represented 
by error bars. If the line 

m = 3.4S2 (6) 

can be assumed a reasonable fit to the distribution shown, then (1) requires 
that 

3Y
2
/8 = 3.4S/(1 - 3.4S) (7) 

From the geometry of Figures 3-5, it is evident that, to the extent that the 
set-down curves and set-up lines intersect at the breaking point (where the 
wave properties are reasonably predictable), then (1) can be integrated from 
this intersection (ri = n^) to obtain the maximum shoreline set-up iis: 

ns = nb + {3.4S/0 - 3.4S)} (nb + Db) (8) 

Values of ns computed from (8) by inserting breaking data into (5) to obtain 
nb are given in Table 1. Comparing these with corresponding values obtained 
by extrapolating the observed mean slopes to intersection with the beaches 
shows too great a disparity for (8) to be regarded as a satisfactory prediction 
method. The principal sources of error are the neglect of the influence of 
frequency on the 0.083 slope, and the fact that the breaking points do not 
necessarily coincide with the intersections of the set-down and set-up inter- 
sections. Even so, (8) gives set-up values much closer to observations than 
the shallow water approximation, ns = 0.3Hb suggested by Battjes (1974, p 58). 

One of the assumptions basic to the set-up theory of Bowen, et al 
(1968) is the proportionality between breaker height and total water depth 
across the surf zone. Figure 7 shows plots of observed wave height versus 
total water depth and horizontal distance, all normalized to their respective 
breaking values. While the data for the 0.083 slope are scattered, they con- 
ceivably could be represented by straight lines, but over both smaller slopes 
wave height drops rather abruptly from the breaking point, and tends smoothly 
to some finite value at the still water shoreline. There appears to be 
relatively little systematic correlation with frequency. This behavior is 
qualitatively very similar to that predicted by the numerical set-up model of 
Hwang and Divoky (1970), although their appropriate bottom slopes are numerically 
too small. This difference might be resolved by a better energy loss coef- 
ficient. 

Run-Up 

Evidence of periodic shoreline oscillations at wave frequency is the 
most sensitive test that energy is being reflected from a sloping beach. 
Le Mehaute, et al (1966) and Putnam (1945) observed no perturbation of the 
mean level over a slope of 1:100, but the run-up range AY in these experiments 
was readily measurable on all three slopes, and increased regularly with slope 
and wave period, as shown by the open bars along the slopes in Figures 3-5. 
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Figure 6. Observed variation of linear mean set-up slope versus beach slope. 

In analyzing the motion of bores on slopes, Shen and Meyer (1963) 
remark that the majority of the motion in x-t space above the still water 
level should be expected to obey the parabolic law 

V Igst2 (9) 

where u0 is the characteristic bore speed at t = 0. Equation (9), of 
course, also describes the motion of a frictionless block projected with 
velocity u0 up a slope S. For the periodic shoreline oscillations consid- 
ered here, the intuitively reasonable picture is that each breaker runs up or 
the backwash from its predecessor at intervals of a wave period; the whole 
motion being somehow superimposed on the mean shoreline set-up. Differentia- 
ting (9), and noting that dx/dt = C = 0 and x = xm = AY/S (say) when 
t = T/2, it is easily shown that 

AY = gT2S2/8 (10) 

Thus, to the extent that the waves can be considered frictionless bores, and 
that S = tana = sina, where a is the beach slope angle to the horizontal, 
(10) should be descriptive of the run-up range. The test of this estimate i< 
Figure 8, where AY is plotted versus L0S

2 = gT2S2/2ir for all present date 
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as well as for that reported by Bowen, et al  (1968) and Battjes and Roos 
(1977, in press)*. 
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Figure 7. Wave height versus total water depth and surf zone width, all 
normalized to breaking values. 

The straight line labeled frictionless reflection represents (10) in these 
coordinates, and parallels the data very well. The present experiments, being 
conducted over plate glass slopes gives results much closer to the friction- 
less limit that those of Bowen, et al over a plywood slope, and that of Battjes 
is not described. The conclusion is that run-up range is independent of 
breaker height, and depends significantly on bottom friction. Indeed, such 
experiments might provide a sensitive test of frictional losses. 

* For Bowen, et al, AY was taken as twice run-up, minus mean set-up; for 
Battjes and Roos, it was taken as AXCSCX, where AX was the observed water 
excursion along the slope. 
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Total Run-Up 

Nothing said so far provides a clue as to how set-up and run-up range 
combine to produce the observed maximum run-up, and the above results shed 
little light on this interesting problem. While no reliable means for predict- 
ing set-up has been discovered, Figures 3-5 show clearly that it always amounts 
to a substantial fraction of the run-up range, since the run-down seldom (if 
ever) goes below still water level. Second, run-up range, normalized to deep 
water wave height, is nearly the square of Hunt's (1969) relative run-up: 

R/Hn = (L0/H0)*S (11) 

which is generally quoted as a reliable run-up index. At least, the compari- 
sons given in Table 1 show that (11) is not a good approximation for small 
slopes. The values of H0 used in the calculations were obtained from Van 
Dorn (1977), and are believed accurate to 10 percent. 

Transient Run-Up 

Figures 3-5 and the last column in Table 1 give observed values of 
transient run-up Yt resulting from the initial surge associated with generate 
start up. The transient is manifested on the run-up records as a single intum- 
escence, having a duration equal to 3-5 wave periods, that reflect back-and- 
forth between the wave paddle and beach slope, slowing decaying after several 
minutes. These transient surges are of interest because their amplitudes 
substantially exceed the steady-state run-up in many cases, and because they 
can be expected to occur whenever the momentum flux is varied rapidly, as for 
example, when waves come in groups. Because their characteristics clearly 
depend upon the shape of the advancing energy front, no attempt was made here 
to relate them to other fixed parameters. 
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CHAPTER 43 

WAVE RUN-UP ON A SIMULATED BEACH 

A.J. Sutherland1, J.N. Sharma2, O.H. Shemdin3 

A set of experiments concerning wave run-up in the presence of an 
offshore bar is described.  Results pertaining to the direct relationship 
between incident waves and run-up heights are presented.  It is clear that 
in the majority of cases the offshore bar does reduce run-up heights.  The 
experiments showed that under certain conditions very large run-up and run- 
down heights are produced.  This is ascribed to a resonance effect between 
either the basin, formed between the bar and the beach, or the beach face 
and the incident waves. 

INTRODUCTION 

The run-up resulting from the arrival of a train of waves at a 
beach slope is an important design consideration in many coastal engineering 
problems.  Wave run-up is the maximum vertical height, above the local mean 
water level, reached by a wave at the end of its travel across the beach. 

In reaching the beach, waves pass through the breaking zone and 
the surf zone in each of which they experience highly non-linear transform- 
ations and undergo energy dissipation.  Studies of the run-up produced by 
a, bore (Meyer and Taylor, 1972) indicate the importance of frictional dissipat- 
ion in determining run-up.  Other important effects include the interactions 
between successive waves (by collisions) on the beach slope and the presence 
of an offshore bar which can cause breaking.  The former is important when 
irregular wave trains are considered while the latter applies to periodic 
waves as well as to irregular waves.  Both effects increase energy dissip- 
ation to an unknown extent. 

Laboratory measurements of run-up made by van Oorschot and d'Angremond 
(1968), with mechanically generated waves, and by Webber and Bullock (1968) , 
with wind generated waves, have provided data for conditions in which 
interactions between waves on the beach slope are an important factor. 
Battjes (1971) has presented an analytical model of this process but no 
comparison with data was attempted. Field measurements of run-up by 

2 Research Fellow, Department of Civil Engineering, University of Delaware, 

Newark, Delaware. 

Professor of Coastal and Oceanographic Engineering on leave to Jet 
Propulsion Laboratory and Scripps Institute of Oceanography, California 
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Waddell (1973) and Sonu et al (1974) must reflect, in addition to the above 
interactions, the influence of many other factors including the offshore 
profile, the beach profile, the beach roughness and permeability and the 
characteristics of the incident waves. 

The present study is primarily concerned with the effect of a 
beach profile which includes a bar.  Such profiles are typical of the east 
coast of Florida.  Tests were conducted in the laboratory using a profile 
modelled on that at Jupiter Island, Florida.  Effects of the pronounced 
offshore bar were determined by measuring wave run-up with a variety of 
incident wave and water depth conditions. 

EXPERIMENTAL APPARATUS AND PROCEDURE 

The experiments were performed at the University of Florida in the 
Coastal and Oceanographic Engineering Laboratory air-sea facility, shown in 
Figure 1, which has been described by Shemdin (1969).  Waves are generated by 
a plate hinged at the bottom and driven by a hydraulic piston.  Sinusoidal 
waves with frequencies in the range 0.2 to 4.0Hz can be produced with 
amplitudes up to 10 cm.  By using prepared analogue tapes as input the 
wave generator can be driven so as to produce irregular waves of known 
spectral shape.  There is provision for blowing air over the waves.  This 
was not used in the present experiment. 

A model (approximate scale 1:20) of the Jupiter Island beach 
profile as measured in November-December 1974 was placed at the beach 
end of the facility.  Figures 2 and 3 show the beach profile and the model 
as constructed.  For water depths over the bar of less than 30 cm (68 cm 
total depth) it was not possible with the wave generator hinged at the base, 
to generate waves of height comparable to the water depth over the bar.  For 
subsequent tests with reduced water depths at the bar the profile was 
raised 23 cm and the forward slope of the offshore bar extended at the same 
slope until it again met the floor of the channel.  At the minimum bar depth 
tested, 5 cm, the water depth in the channel was 66 cm in which waves of 
sufficient height could be easily generated.  For tests with a plane beach 
slope the horizontal section and the bar were removed from the channel. 

Capacitance wave height gauges made from Nyclad insulated wire 
were placed at the mid-point of the horizontal section 6.10 m "seaward" of 
the bar at station 2 and 18.29 m "seaward" of the bar at station 4.  Most 
calibration curves were linear with the occasional one consisting of two 
straight lines meeting near the zero point. Hewlett Packard 7700B recorder 
bridge circuits conditioned the signals from the gauges.  The bridge out- 
put, an analogue voltage signal, was taken directly to a Kinemetrics DDS 1103 
(16 channel) Data Acquisition System set to digitize the signal at 10 
samples/sec. 

A 1.88 cm diameter spiral wound resistance wire wave-staff 
manufactured by Oceanographic Services was installed parallel to and 6.3 mm 
from the beach face (see Figure 4).  The associated electronics gave an 
analogue voltage output which was sampled by the data acquisition system 
at 10 samples/sec, essentially simultaneously with the wave height records. 
The gauge was calibrated by filling the facility above the level of the 
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highest expected run-up and then lowering the water level slowly.  At 
selected points the water surface elevation and the resultant output 
voltage were noted.  The calibration curves were closely approximated by 
two straight lines of similar slope and in a few instances were exactly 
linear. 

Spiral wound wave gauge-* 

-Water surface 

Beach 
face 

rm 

(a)During  calibration 

Beach 
face 

(b)In   operation 

Fig.41— SPIRAL    WOUND   WAVE   GAUGE USED   FOR 
MEASURING   RUN-UP 

A prepared analogue tape was used to provide an input signal 
for the wave generator.  This produced waves having a Bretschneider spectrum 
and was used for all tests with irregular waves. 

At each of eight water depths at the bar a series of tests was 
performed.  Firstly irregular waves having a Bretschneider spectrum were 
generated and the run-up recorded.  Five such runs with different significant 
wave heights were carried out.  Then sinusoidal waves with a frequency of 
0.7Hzf corresponding to the frequency of the peak of the spectrum of the 
irregular waves, and various wave heights were examined.  Sinusoidal waves 
of 0.3Hz were also investigated as the peak of the run-up spectrum 
occurred at 0.3 Hz. 
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With the bar removed the same series of tests was performed on a 
plane beach with a water depth of 41 cm in the channel. 

The data recorded during each run was the water depth at the bar, 
the output from the run-up gauge and the three wave height gauges and the 
RMS voltage supplied to the wave generator.  The last being a measure of 
input wave energy.  The digitised records as recorded on tape were processed 
at the NERDC computing center. 

In all, 109 runs were performed. The output from the computer 
for all these runs is available in the Coastal Engineering Department. The 
calibrated records have been recorded on a master tape deposited at the 
NERDC. 

RESULTS AND ANALYSIS 

Some general observations and impressions are given first, 
are followed by the numerical results. 

General Observations 

Irregular waves cause run-up patterns on a plane slope which 
differ markedly from those created by regular waves.  In these experiments 
the dominant frequency of run-up (approximately 0.3 Hz) was noticeably 
less than that of the incident waves (0.7 Hz) and the run-up distribution 
appeared wider than the wave height distribution. Spectral widths of the 
run-up ranged from 0.6 to 0.7 compared to 0.42 to 0.49 for the incident 
waves.  Both effects (lower dominant frequency and wider spectrum) result 
from collision and overtaking on the beach slope.  These mechanisms are 
the significant ones in determining the run-up distribution. 

Webber and Bullock (1968) noted that it is often impossible to 
attribute a particular run-up crest to any individual wave.  This was 
certainly true in the present experiments being most noticeable in the 
presence of a bar on which a significant number of the incident waves 
broke. 

Most experiments showed a significant rundown which may be defined 
as the vertical distance below still water level to which the water's 
edge retreats.  There were also negative run-up heights, maxima in the run- 
up record, which were as much as 2.0cm below still water level.  This would 
seem to be a result of seiching in the basin lowering the mean water level 
at the beach as a small wave reached the beach.  Such seiching would be 
excited if the incoming wave has frequency components corresponding to the 
natural frequency of the basin.  With sinusoidal waves of 0.7 Hz both 
the run-up and the run-down were less than for sinusoidal waves of 0.3Hz 
at much smaller incident wave heights.  An example is given in Table 1. 
The high run-up shown for 0.3 Hz could result from the beach having a 
natural swash frequency of 0.3Hz, but it is hard to see this producing 
the observed run-down.  Present results do not allow seiching effects to 
be separated from resonance effects on the beach. 
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TABLE 1 

RUN-UP AND RUN-DOWN FOR SINUSOIDAL WAVES 

Bar Depth   Wave        Incident      Run-up   Run-down 
(cm)        Frequency   Wave Height   (cm)      (cm) 

(Hz)        (cm) 

15 0.7 11.0 6.1 

15 0.3 4.8 11.4     4.9 

Having more wave gauges in the basin would possibly allow these effects 
to be separated.  Using the same beach slope with a basin of different 
geometry may shed light on relative importance of the seiching and the beach 
resonance. 

For a given water depth over the bar the percentage of waves 
breaking on the bar increased with incident wave height.  With sinusoidal 
waves, spilling from the top occurred when the incident wave height was 
approximately 60% of the bar water depth.  On reaching 70% of the bar 
water depth all the waves were breaking at the bar crest.  For further 
increase in wave height the break point moved "seaward" down the slope leading 
to the bar.  Observations typical of those made with irregular waves are 
given in Table 2. 

TABLE 2 

BREAKING PERCENTAGE FOR IRREGULAR WAVES 

Bar Depth 
(cm) 

25 

Significant Percentage of 
Incident Wave Height Wave Breaking 
(cm) 

10.4 0 

13.1 5 

16.2 20 

20.4 70 

7.6 5 

11.5 20 
16.4 70 
20.4 >90 

For a water depth at the bar of 5.0 cm the incident wave height 
seemed almost irrelevant for the run-up.  Waves all broke on the seaward 
slope of the bar and spilled over into the basin.  This created waves in 
the basin which in turn resulted in run-up.  The waves were much more 
regular and much smaller than the incident waves; their properties were 
probably governed by a combination of the basin geometry and the impulse 
given to the water in the basin.  This represents one end of the spectrum 
of possible effects caused by the presence of a bar.  The other end is when 
the bar is absent or ineffective. 
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Numerical Results 

Incident Wave Spectra:  Smoothed incident wave spectra from all 
runs at a given bar water depth HB were plotted in dimensionless form and 
averaged,Figure 5 shows there  is little difference between the spectra 
at different water depths.  However, the generated spectra contain more 
power at low frequencies and less power at higher frequencies than does 
the Bretschneider spectrum.  The spectral width parameter, £, as defined 
by Oorschot and d'Angremond (1968) ranged from 0.42 to 0.49 for the generated 
spectra. 

Run-up Measurements:  The run-up gauge was designed as a wave 
staff to be used in a vertical position.  When placed on a 1:8 slope and 
being 1.88 cm in diameter a horizontal water surface intersected the staff 

over 15.0 cm of its length, see Figure 4a.  By calibrating as described 

above it was assumed that the gauge would be shorted from the last wetted 
coil down to its lower end, i.e. from coil A in Figure 4a.  Then during 
operating conditions, see Figure 4b, the level recorded would be that of 
coil B and as such a good measure of the run-up height.  However, it 
appears that simply wetting the coils along the underside of the staff is 
not sufficient to short them out.  The value recorded actually lay some- 
where between B and C of Figure 4b where the water surrounds the staff in 
a way equivalent to that during calibration.  The effect is worst when the 
run-up is highest.  Such run-up has a very long thin tongue that extends 
up the slope and only the underside of the gauge is wet for perhaps 60.0 cm 
corresponding to a vertical height of 7.5 cm.  The error in reading these 
highest run-ups may thus be 3 or 4 cm in 15 or 20 cm.  For the majority of 
the run-ups, those without very long tongues, the error is of course much 
less. 

This effect was first noticed when values of run-up height on a 
plane beach divided by incident wave height less than published values were 
being obtained.  A check on the gauge was made in a number of experiments. 
The run-up height was measured by marking the maximum excursion on the beach 
face and later measuring its position relative to still water level.  These 
values were later compared with those measured by the run-up gauge.  For 
sinusoidal wave input this is a viable technique because the run-up does 
not vary significantly between waves.  For irregular waves only the maximum 
could be recorded and an estimate made of the mean. 

Such observations confirmed that high run-up values were being 
under estimated.  In some cases this amounted to 25%.  One cannot however 
reliably estimate the error introduced into the results because, particularly 
for the irregular waves, the shape of the run-up tongue will vary from 
run-up to run-up.  The effect on the run-up spectrum may not be as serious 
since each run-up event would be recorded and the record would reach a 
peak at virtually the same time as the run-up peak.  The effect is not simply 
to clip the top off each peak and thus introduce spurious frequency components. 

Clearly a different type of gauge must be designed and built for any further 
tests.  It must be such that it responds to point wetting.  A step gauge 
made from a series of electrical contacts each of which records the presence 
or absence of water is recommended. 

In spite of run-up measurement limitations as discussed above, 
it has been possible to obtain valuable results on run-up dynamics in the 
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presence of a bar. Spectra of run-up, incident waves (at St. 2) and waves 
behind the bar (at St. 4) are shown in Figure 6.  The spectrum behind the 
bar is lower than the incident wave spectrum as a result of bottom friction 
between the two gauges and of dissipation over the bar.  The peak frequency 
of waves remains unchanged before and after the bar.  The run-up spectrum, 
however, shows a distinct shift in the peak frequency to a lower value. 
Significant dissipation in the higher frequencies and amplification of the 
lower frequencies in the run-up records is evident.  The coherency between 
the incident waves and run-up height is generally small. 

Interesting results on run-up dynamics are also deduced from the 
equilibrium slope of the spectrum.  The incident wave spectrum is shown in 
Figure 7 and has the (-5) slope expected for gravity waves.  The corresponding 
run-up spectrum exhibits a (-4) slope in the equilibrium range as shown in 
Figure 8.  Dimensional analysis based on the assumption that the dominant 
spectrum parameters are turbulence intensity, (cm /sec2). and frequency, (Hz) 
yields a slope of (-4) in the equilibrium range. In contrast gravity and fre- 
quency yield a (-5) slope for gravity waves. The result of Figure 8 coupled 
with the fact that normally significant breaking occurs on the bar suggests 
that the dynamics of run-up are dominated by turbulence rather than by gravity. 

The statistics of the run-up height also differ from those 
associated with the narrow band gravity wave spectrum.  Figure 9 shows the 
run-up height distribution on probability paper and suggests that run-up 
can be reasonably described by a Gaussian distribution. This is in accord 
with the results of Webber and Bullock (1968).  It is clear that despite the 
highly non-linear process affecting run-up, as deduced above, run-up remains 
a random process but with a different signature.  The Gaussian run-up 
distribution is consistent with the broader band spectrum of Figure 8 com- 
pared to that of Figure 7. 

Reduction of Run-up Due to Bar: 

The direct effect of the bar is to reduce the energy in the wave 
train. A measure of this energy is the area under the power spectral 
density curve.  The percentage reduction in this value as a function of 
water depth at the bar HB is given in Figure 10.  The reduction refers to 
that occurring between a wave gauge 18.29m from the bar and the gauge in 
the basin.  Some of the reduction is therefore due to viscous action as the 
waves move along the channel.  It appears as though this may be about 25% 
because at HB/HS greater than 3.5, the effect of the bar can be expected 
to be small. 

The effect of this reduction in energy can be seen in Figure 11„ 
Here run-up height has been plotted as a function of incident wave height. 
The points were derived from the observations made with sinusoidal waves. 
The number beside each point is the ratio HB/HS.  As the ratio reduces the 
points tend to fall further below the standard Beach Erosion Board curve. 

Run-up divided by incident wave height as a function of incident 
wave steepness is shown in Figure 12, in which the points of Figure 11 
have been replotted.  The number beside each point is.again the ratio 
HB/Hg.  Ignoring those points corresponding to a bar depth HB of 5cm 
(for reasons discussed under General Observations above) there is a 
tendency for high values of HB/HS to be towards the upper left and low 
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values to be low and to the right.  Although these points are barely 
sufficient to define contours of HB/Hgf best contour lines are inserted 
to emphasize trends.  The contours suggest that run-up heights can be either 
smaller or greater than the values predicted by the Beach Erosion Board 
formula depending on the ratio of water depth over the bar to the incident 
wave height.  An examination of dominant wave height, period and beach 
conditions during a storm suggests that HB/Hg is approximately 1.0 and the 
expected run-up is significantly below the value predicted by the BEB 
formula. 

CONCLUSION 

This study has revealed a number of important and interesting 
aspects of the run-up process occurring in the presence of an offshore 
bar.  The following specific conclusions are derived: 

1. The run-up is the product of a highly non-linear process acting 
on waves approaching a beach.  The run-up process is dominated 
by turbulence generated by breaking waves and friction. 

2. The offshore bar has a significant reducing effect on the run-up 
height.  Resonance and seiching in the region between the bar 
and the slope can produce significant amplification in run-up 
and in some cases produce run-down. 

3. Continued research is recommended on this problem to investigate 
the effects induced by movable beds and variable geometry on 
run-up.  Run-up measurements should be made by implanting electronic 
contact elements in the surface along the beach slope.  Field 
and laboratory studies will be necessary to arrive at adequate 
modeling relationships for proper prediction of the run-up 
height. 
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CHAPTER 44 

WAVE RUN-UP IN FIELD MEASUREMENTS 

WITH NEWLY DEVELOPED INSTRUMENT 

Heie F. Erchinger 

Coastal Protection Department 

D 2980 Norden/Ostfriesland, West-Germany 

P.O.-Box 102 

ABSTRACT 

The height of dikes and other coastal structures 
can only be calculated after determination of the 
wave run-up. Several formulas for the calculation 
of wave run-up are developed after model tests 
as a rule. But the influences of scale effects 
and natural wind conditions are practically 
unknown. To clear these questions further 
investigations and especially field measurements 
should be carried out. 

By measuring the markerline of floating trash 
on the slope of the seadikes the maximum wave 
run-up could be found out after four storm 
surges in 1967 and 1973- In two graphs it will 
be shown that on the tidal flats the run-up 
depends on the waterdepth. The run-up was 
higher than it could be expected after model 
tests of 1954. 

With a newly developed special echo sounder 
the run-up could be measured in January 1976. 
The waves and the run-up could be registrated 
synchronously during two severe storm surges. 
As shown in Fig. 9 it was found a logarithmic 
distribution of the wave height, wave period 
and the higher part of the wave run-up. The 
found wave run-up is considerably higher than 
estimated before. The measured 98 %  run-up 
is found about twice the computed value. That 
is an interesting and important result of the 
first synchronous recording of wave run-up 
on sea dikes. 

767 
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INTRODUCTION 

For the design of dikes and other coastal structures 
and especially for the calculation of their height 
it is fundamental to determine the wave run-up. 
The run-up can be calculated with several formulas 
for different conditions relating to the wave 
characteristics, the steepness and the roughness of 
the slope and the position of the structure to the 
wave propagation direction. As a rule the equations 
are developed after model tests. But nature and 
magnitude of scale effects are practically unknown. 
Also the natural wind conditions are not accurately 
simulated. 

As Professor FUhrbSter has found that model tests 
with breaking waves do not provide quantitative 
transferable results, when they are carried out 
with usual model scales, further investigations 
are to be done. One way is to carry out field 
measurements. 

THE MARKERLINE OF FLOATING TRASH 

Two methods of measuring wave run-up data in the 
field are usual and carried out at several 
places: 

1. measurement of the markerline of floating 
trash and 

2. visual measuring the run-up of the waves 
during the storm surge by men on the dike. 

Field measurements of the markerline are carried 
out along the Eastfrisian coast of the German 
Bight, the south-eastern part of the North Sea. In 
front of the sea dikes the 5 to 8 km wide tidal flats 
and the range of sand islands are situated. 

After four storm surges in 1967 and 1973 the 
markerline of the floating trash was measured on 
the sea dikes in 37 positions. The maximum wave run-up 
of each position during each storm surge followed from 
the difference between the storm tide water level and 
the markerline of floating trash, measured in a 
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»£   Juist    ,'••'    „. 

0   10 20   DO   40 50 km 

Fig. 1 LAY-OUT PLAN: POSITION "RED PILE" 
WITH THE TIDAL FLATSAND THE INLET 
BETWEEN THE ISLES OF JUIST AND 
NORDERNEY 



770 COASTAL ENGINEERING-1976 

perpendicular line. Fig. 2 shows the height of the 
markerline, the highest storm tide level in several 
locations and the height of the foreland or the tidal 
flat in front of the dike. It shows further that the 
markerline is simular to the reflected image of the 
section through the ground in front of the dike. In 
three different positions the values of wave run-up 
during the highest storm tide of this period on 
Nov. 19th 1973 are specially marked: 

1. dike without foreland 
position: "Red Pile" 

2. dike with 250 m wide 
foreland 

3- dike with 250 m wide 
foreland with a summer- 
dike, 0.57 m waterdepth 
on its crest 

waterdepth   wave 
near the dike run-up 

3.60 m 2.95 m 

1.87 m 0.97 m 

1.87 m 0.11 m 

marker line of 
floating trash 

max.storm tide 
water level 

storm surges 
on: 

Nov. 13 th 1973   ,.,  Nov.19th1973   ^ . Dec. 6 th 1973 

j. :     1   foreland 

j"        1   sumrnerdyke 

Wave Run-up by Measurement of 
the Markerline of   Floating Trash 

Fig. 2 
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These data show the influence of the waterdepth near 
the dike and mark out the importance of the foreland 
and the summerdike in reducing the wave run-up and the 
wave-wash on the dike. The summerdike is a dike on 
the foreland with a height of approximately 1.5 m, 
which prevents the inundation of the land behind 
during lower summer storm surges. 

As wave characteristics on the tidal flats depend 
on the waterdepth the run-up data were related to the 
waterdepth in front of the dike. They could not be 
related to wave data as no wave measurements are 
carried out on the Eastfrlsian tidal flats during 
these storm surges in 1967 and 1973. 

0,5 1,0 1,5 2,0 2,5 

WAVE RUN-UP ON THE SEA DYKES 
BY MEASURING   THE  MARKERLINE 

OF FLOATING TRASH 

Wassertiefe 
WATER DEPTH 

t (mi 

Fig. 3 

The graph Fig. 3 shows the "wave run-up" dependent on 
the "waterdepth". Three groups of data are to be 
di stingui shed: 
1) on dikes without foreland, 
2) with foreland and 
3) behind a summerdike on the foreland. 
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After researching the relation of the values of one 
place in the four storm-surges the bordering lines 
with most of the data between them were drawn. We 
found that wave run-up on the dikes behind a tidal 
flat with shallow waterdepth and the protection by 
a range of islands was higher than we could expect 
after model tests of 1954. 

But this measuring of the markerline of floating 
trash only shows the maximum wave run-up and not the 
scattering of the values. But the variability is 
important to know for the determination of the 50 %, 
98 %  and other values. It is unfavourable, too, that 
in severe storm surges the trash will be thrown onto 
the crest or even onto the inside slope of the dike 
in some places. Sometimes the trash will be scattered 
by high wind velocities. 

Therefore, further study of wave run-up by field 
measurements was necessary. It would be desirable to 
get wave and wave run-up data for several positions 
with different conditions during storm surges and to 
record synchronously the waves and the wave run-up 
in these positions. 

THE WAVE RUN-UP RECORDER 

In December 1975 a special echo sounder record was 
mounted on the dike near the position "Red Pile". 
The Red Pile is situated on a dike without foreland, 
with a low tidal flat in front of it and comparatively 
high wave action during storm surges as the position 
lies in a distance of 8 km from the inlet between the 
isles of Juist and Norderney in south-eastern direction. 
The normal on the slope of the dike has a direction of 
approximately North-West, exactly 324 degrees to 
North. 

MHW NN + 1,20m cable to the recorder 

•=, covered clay : 

•^smooth asphaltic concrete:::::::::::::  

x . ..,._ , :ii^;;i^dmmiiii:;ilMi] 
\quarry stone revetment 

rTTTTTTTI  I | I M I | 
0,0 5.0 10.0        15,0 m 

Fig.4    Slopeof a Seadyke with Instruments forWave Measurement 
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The dike is covered with a -revetment at the outer 
toe up to NN + 3-0 m that means 1.8 m above MHW, 
then a slope of smooth asphaltic concrete with an 
inclination 1 on 6 up to NN + 4.5 m and the upper 
part with grass covered clay up to NN + 8.0 m also 
1 on 6. 

Fig. 5 THE STEEL BOX WITH THE TRANSCEIVER 
AND THE TUBE WITH THE HOLES 

The instrument consists of a waterproof steel box 
with the transceiver, a small stainless steel tube 
with a bore of 1 inch and 4 to 8 mm wide holes with 
a distance of 2 m between each other, and a recorder 
in a shed at the inside toe of the dike. The tube is 
fastened on the slope of the dike. Its length is 
limited at 12 m and, therefore, on the 30 m long 
slope the system was needed three times. Each second 
the echo sounder sends 3 pulses into the tube. The 
pulses are reflected at the non covered holes and 
each hole is registered in a separate line by the 
recorder. When the hole is covered by water of the 
wave uprush the registration is interrupted. The 
highest interruption shows the maximum run-up of 
the wave. 
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• 

Fig. 6 STEEL BOXES AND TUBES FASTENED 
ON THE SLOPE OF THE DIKE 

The echo sounder for wave run-up is combined with 
a supersonic echo sounder for wave measurement. Its 
receiver is mounted on a frameof steel and placed 
on the ground of the tidal flat in front of the 
dike with a distance of 50 m. The time interval 
between the generation of the sounding signal and 
the return of its echo after striking the bed is 
automatically recorded by the instrument and shows 
the waterdepth in that moment. The values of both 
instruments are transmitted by cable to the 
recorder in the shed inside the dike. 
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Fig. 7  THE "RED PILE" AND THE SHED FOR THE 
RECORDER 

In the foreground the Red Pile, which formally has 
signed the border of two sections for the maintainance 
of the dike. 

This wave run-up recorder and the wave recorder are 
developed by Dr. Fahrentholz in Kiel / West-Germany. 

Another type of wave run-up recorder is developed 
by the Bundesanstalt fur Wasserbau in Hamburg. At 
the lower side of the quadratic steel tube inductive 
approximity switches are mounted. When they are 
touched by the wave uprush they give an impulse to 
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the recorder. As the instrument was mounted this year 
in springtime no results could be registrated by this 
recorder to date. 

REGISTRATION IN JANUARY 1976 

Therefore, only the before explained instrument was 
able to registrate wave run-up in the severe storm 
surges on January 3rd and 21st 1976. In these storm 
surges the water level increased 3 m higher than MHW 
due to wind set up. The following interesting values 
could be recorded during'the hour of the highest 
water level at station "Red Pile". 

HEIGHT 
m NN+ 

7,99 
7,69 
7,39 
7,05 

6,73 
6,37 
6,02 
5 63 

5,22 
4,78 
4,37 
4 03 
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Fig. 8 RECORDING PAPER WITH REGISTERED 
VALUES 

Fig. 8 shows the registration. Three pulses each 
second are reflected at the holes in the tube. After 
receiving the pulses they are recorded in a line. 
Three recording systems with the transceiver and the 
tubes with holes can be distinguished. As the tubes 
are open at the low end the water level in the lower 
tube gives echos, which are recorded too. The single 
wave uprushes on the slope cover the holes and hence 
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follows an interruption of the line. The upper 
interruption gives the highest hole covered by that 
wave. Hence follows that the run-up reaches the 
following interval. The plotted black point marks 
the highest hole covered by water. 

During both storm tides the wave run-up data were 
registered continually but we did not succeed in 
recording the waves during the high storm tide level 
without interruption following from two reasons: 

1. By the strong movement of the water much silt and 
fine sand of the ground was kept in suspension and 
gave an echo which was recorded so that no clear 
echo of the waves could be distinguished. This 
trouble will be repaired by varying the trans- 
ceiver. 

2. Near Red Pile the radio station Radio Norddeich 
for ships broadcast is situated. By a strong radio 
long-wave transmitter the echos of the wave 
recorder are influenced and as during stormsthis 
transmitter is in action very often this second 
trouble is to be repaired by varying the trans- 
ceiver. 

From these teething troubles follows that only 40 % 
of the record of waves on January 21st could be 
analysed and we hope that this part gives a represent- 
ative section. The wave run-up data have been 
registered without interruption. 
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FIRST RESULTS 

Fig. 9. shows the analysis of the wave run-up and 
wave recording during the hour of highest water 
level. The data of the run-up are prepared after 
the method of WEIBULL. The curves are plotted with 
abscissa representing the logarithm of the data of 
wave height, wave run-up and wave period and with 
ordinates representing the integral of normal 
distribution. 'As the curve of wave height and 
period approximately follows a straight line we 
find a logarithmic distribution. The higher part 
of the run-up data follows a straight line too; 
only the lower part follows a curve becoming 
flatter to the low end. 

Local conditions at station Red Pile: 

Slope of the dike smooth asphaltic concrete 
up to NN * 4.5 m; 
the upper part: grass 
covered clay; 
inclination 1 on 6 

Jan• 3rd     Jan. 21st 

Storm tide mean high 
water level during 
measurement NN + 4.07 m  NN + 4.07 m 

Waterdepth in front 
of the dike :    /^ 4.0 m /v4.0m 

Angle of incidence 
of waves ~30 degrees  ~30 degrees 

Wind conditions 
(Beaufort force) W 10 - 11 I 9-10 
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The main data are: 

Wave run-up  (m) 

max;  wave run-up 

98 %    " "     " 

angle of incidence 

,n , „ „     reduced to 
30 degrees rightangled (ll5 %) 

Jan. 76, 3rd 21st 

3-80 3-50 

3.20 2.95 

3rd 21st 

4.35 4.05 

3-70 3.40 

sign, wave height  Jan. 21st:  Hg = 1.44 m (Hm = 1.07 m) 

sign, wave period  Jan. 21st:  TRs =4.9s  (Tm=3.9s) 

The found wave run-up is considerably higher than 
estimated before, even with the probable maximum 
water level, which is 1.3 m higher than the storm 
tide level during the measurements. 

And at the end an example, controlling some of the 
numerous formulas for wave run-up: 

HUNT VINJE:   
Z = 1.56   .\[7B  •  TRs   •  I = 1.53 m 

BATTJES: 

DELFT: 

J0.98 = 2.3 \/ H     •   T     •  i = 1.79 J V     s        m      n 

Z = 8 Hs   •   i =  1.92 m 

In fact we measured a 98 %  run-up, reduced to 
rightangled incidence of 

Z0.98 
= 2AJ2> 

that is wellrounded about twice the computed value. 
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That is an interesting and important result of the 
first synchronous recording of wave run-up on sea dikes. 
Further investigations will be necessary in several 
positions with different wave conditions on dikes with 
foreland and without foreland. 
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CHAPTER 45 

CHARACTERISTICS OF FLOW IN RUN-UP OF PERIODIC WAVES 
1 2 By Ary Roos  and Jurjen A. Battjes 

ABSTRACT 

An experimental study is presented of some characteristic parameters 
of the flow in the up-rush and down-rush of periodic waves breaking on a 
plane, smooth slope. The water layer thickness has been measured as a 
function of time at four locations above still water level. Discharges and 
particle velocities have been calculated. The results have been made non- 
dimensional on the basis of Hunt's formula for the run-up height. They 
appear to be either independent of the wave steepness H/L  and slope gra- 
dient tan Ct or to be a function of a single similarity parameter 
£ - tana / yH/L  only. An hypothesis is stated concerning a relation be- 
tween the mean rate of overtopping of a dike by waves, and the run-up 
which would occur under the same circumstances on an uninterrupted slope. 
On the basis of this hypothesis the overtopping volume per wave can be 
normalized so as to make it independent of slope angle and wave steepness. 
A comparison of the result with measurements from other sources indicates 
a rough agreement. 

INTRODUCTION 
The run-up of waves is an important factor in the design of shore 

structures.lt has been investigated in many studies, both theoretical and 
experimental. The experimental studies have mostly been confined to the 
run-up heights (the greatest heights above, still water, level, reached by 
the individual waves on the slope). A simple and reliable formula for the 
run-up height  is given by Hunt (*+), based on measurements with periodic 
waves breaking on smooth plane slopes. However, virtually no data are 
available regarding the characteristics of the flow in the up-rush and the 
down-rush on a smooth slope, such as layer thickness, particle velocity, 
wave front velocity, and so on. Such information can be of use in develop- 
ing or adjusting schemes for numerical calculation of run-up and over- 
topping, as well as in problems of stability of cover layer material or of 
seepage of water into the core material of a dike. The purpose of this 
paper is to present empirical results concerning the above-mentioned flow 
parameters, obtained from experiments with periodic waves breaking on 
smooth plane slopes. In the analysis of the data considerable attention is 
given to similarities in the run-up process; the existence of such simila- 
rities had previously been inferred from Hunt's formula for the run-up 
height. 

RUN-UP PARAMETERS 
In this study periodic waves of perpendicular incidence are consider- 

ed, breaking on smooth plane slopes. Only the motion of the relatively 
thin water layer on the slope above the still water level is dealt with. 

The independent parameters considered are (see fig. 1) the height of 
the incident waves H, the wave period T, the water depth d, the accelera- 
tion of gravity g, the slope angle a (a smooth plane slope is considered) 
and the mass density p and the dynamic viscosity \X  of the water. 
A coordinate system is chosen as shown in fig. 1. The origin 0 is situated 
at the still water line. The x-axis is directed upwards along the slope. 
The dependent variables are the layer thickness h, the particle velocity v 
(averaged over the lay^er thickness) and the velocity of the run-up wave 
front c. The variables h and v are functions of the independent variables 
x and t, in which t is the time; c is a function of x or t. 

1. Research Engineer, Directorate for Waterrnanagement and Hydraulic 
Research, Rijkswaterstaat, The Hague, The Netherlands. 

2. Associate Professor of Fluid Mechanics, Department of Civil Engineering, 
Delft University of Technology, Delft, The Netherlands. 
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Fig. 1. Definition sketch. 

Altogether the following parameter equations are obtained: 

h = F(x, t, H, T, d, g, p , ji,a ) (1) 
v = F(x, t, H, T, d, g,P , |i ,a ) (2) 
c = F(t, H, T, d, g,p,|i,a) (3) 

Dimensionless combinations can be formed from the variables of Eq. 1 to 3« 
It may be possible to reduce the number of relevant independent dimension- 
less parameters by choosing proper scaling quantities. In this way the 
variables are not merely made dimensionless; they are normalized. Hunt's 
formula (3)» supplemented by an interpretation given by Battjes (1), pro- 
vides a clue as to the choice of the appropriate scaling quantities. 

Hunt's formula is based on measurements of the run-up of periodic 
waves breaking on smooth plane slopes. It can be written as: 

R = /HT tana   (k) 
o 

in which R is the run-up height and L  is defined by: 

L=^    .   / (5) 
O       2TC 

By  substituting  Eq.   (5)   in  Eq.(^)   this  can  be  written  as: 

R =  O.k T l/gH1 tana       • (6) 

From the Eqs. (4) and (6) it appears that the horizontal distance between 
the still water line and the point of maximum wave run-up is ]/HL'  or 
0.4 T ^5\ independent of the slope angle and the wave steepness. This 
suggests the use of T, ^H and yHL' as scaling parameters for the time 
and the horizontal velocities and lengths of the run-up process. No infor- 
mation is available regarding the scale for the layer thicknesses. Tenta- 
tively IJie same quantity will be chosen as for the horizontal lengths, 
i.e. yHL'. The following relations are obtained in this way: 

h  _ w  *   t _d_  PH2 _H_   , (   x 

'     o    '  o 

v = w 
x, i A.    P"  JL a )         . . (8) 

,t  d   PH2  H 

VgH1 
F(£ J2_ .r*      _5_ a )  . (9) 

The parameter pH /|i.T is a Reynolds number for the incident waves. It is 
assumed that this does not affect the dimensionless dependent variables 
of Eqs. 7i   8 and 9» The dimensionless variable d/L0 gives the effect of 
the water depth. From experiments, such as those reported by Saville (6), 
it appears that the depth does not affect the run-up heights for periodic 
waves that break on the slope. Since we are restricting ourselves to 
breaking waves it is assumed that d/L0 has no influence on the water move- 
ment on the slope.In this way the dependent dimensionless variables appear 
to be determined only by ,the location on the slope x/ yHL^, the phase t/T, 
the factor H/L0 (which for brevity is called the wave steepness) and the 
slope angle a . Based on the arguments which led to the choice of the 
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scaling quantities given above, it may be expected that at least some of 
the dependent normalized variables given in Eqs. 7, 8 and 9 will in fact 
turn out to be independent of slope angle and wave steepness. 

3.   RUN-UP EXPERIMENTS 
In order to find the effect of the wave steepness and the slope 

angle on the water movement on the slope, model experiments have been 
performed. 

3»1. Experimental Set-Up 
The wave run-up experiments have been .performed in a wave flume of 

the Civil Engineering Department of the Delft University of Technology. 
This flume is JOmlong, 0.80 m wide and 0.60mdeep. At one end of the 
flume the waves were generated by a wave board, at the opposite end a 
plane plywood slope had been installed (see fig. 2). 

6 cm  deep   tray  with  gouge 

Fig. 2.Slope with gauges for the measurement of layer thicknesses. 

On this slope layer thicknesses were measured by means of four wire 
resistance gauges perpendicular to the slope at equal distances above 
still water level. They were placed in 6 cm deep trayst which were filled 
with water and closed by covers flush with the slope facing, in order to 
maintain the minimum submergence necessary for a linear response. In the 
constant depth portion of the flume a wire resistance gauge had been 
placed to measure the incident waves. 

3*2..   Experimental Procedure 
In the experiments the slope angle and the wave characteristics were 

varied. During each run the incident waves and the .layer thicknesses on 
the slope were registered on recording paper. The measurements on the 
slope started when the waves reflected from the slope and re-reflected 
from the wave board arrived at the slope again. The smallest number of 
waves per run so obtained was thirteen. 

The instrumental measurements in each run were supplemented with 
visual observations of the average run-up length lu (i.e. the average 
distance from the still water line to the point of maximum run-up per 
wave) and the average run-down length 1^ (i.e. the average distance from 
the still water line to the highest point on the slope which appeared 
to be submerged at all times. During the run-down process the water 
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tongue becomes relatively thin. For this reason the visually determined 
values of ld are not as accurate as those of lu. However, they turned out 
to be consistent with the instrumental measurements of the water level 
variations on the slope. 

3.3- Experimental Program 
Only waves breaking on the slope are considered. The slope gradients 

which have been chosen are 1:3, 1:5 and 1:7 (vertical : horizontal); they 
are typical of dikes. The wave steepness (H/LQ) ranged from 0.02 to 0.07 
approximately. Reference is made to table 1. The depth in the constant 
portion of the flume was 0.<+5m in all the runs. 

Bun 

Gradient 

Wave                  Wa 

height  H,        peri d  X, steepnesB 

H/LQ 

~JmP, in 

meters 

lu. ld. 
in  meters 

VHIT  tana fi=  lu sin a, 

(1) <2> (3)                     < ) (5) (6) (7) (8) (9) (10) 

1 1*3 0 071             1 26 0.029 0 420 0 45 0,10 0.140 0.142 

2 1 *3 0 080             1 1? 0.037 0 1)14 0 45 0.13 0.1 je 0.142 

3 i:3 0 106             1 05 0.062 0 426 0 45 0.19 0.142 0.142 

4 1:3 0 111               1 01 0.070 0 1*20 0 45 0.22 0.140 0.142 

5 U5 0 097                1 85 0.018 0 719 0 70 a) 0.144 0.137 

6 1:5 0 116                1 65 0.027 0 702 0 65 - 0.140 0.128 

7 1:5 0 131           1 52 0.036 0 687 0 70 - 0.137 O.137 

8 1:5 0 156          1 38 0.053 0 680 0 70 - 0.136 0.137 

9 1*5 0 169                1 32 0.062 0 678 0 70 - O.136 0.137 

10 1:5 0 183         1 28 0.072 0 685 0 70 - 0.137 0.137 

11 1:7 0 116                1 95 0.020 0 828 0 85 0.1*0 0.118 0.120 

12 1:7 0 153           1 63 0.037 0 796 0 80 0.55 0.114 0.113 

13 1:7 0 1?8                1 "i9 0.052 0 785 0 80 0.60 0.112 0.113 

14 1:7 0 213                1 39 0.071 0 801 0 80 0.60 0.115 0.113 

Table 1. Experimental data. 

The gauges which measure the layer thickness should cover a constant, 
fairly large part of the maximum length of the water tongue on the slope 
in all the runs. Furthermore it was expedient to move the gauges only when 
the slope angle was changed. For this reason the incident wave characte- 
ristics were chosen in such a manner that the run-up length lu (w ^HLQ 
according to Hunt's formula) is about constant per slope angle; see 
table 1. The value of VHLo for eaon slope angle is chosen as large as 
possible (limited by the flume dimensions) to get the best accuracy of the 
measurements and the least possible scale effects. 

The four gauges on the slope were placed at equal distances, which 
were constant for each slope angle : 0.125m for slope 1:3, 0.200 m for 
slope 1:5 and 0.225 m for slope 1:7. The length covered by the gauges was 
about 0.9 j/HLj for all the runs. 

3.^. Experimental Data 
A summary of experimental data is given in table 1. For run 7 (which 

is used as an example throughout the following in this paper) the recorded 
signals are shown in fig. 3. The index of h in this figure denotes the 
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auge  number   (given in   fig.   ?.) • 

incident waves 

i£^jr^: 

-•>• gauge A,x=0.60m 

Fig. 3- Recorded waves and layer thicknesses (Run 7)• 

k.        ELABORATION OF THE EXPERIMENTAL DATA 
The data available such as those shown in fig. 3 have been elaborated 

for all the runs presented in table 1. An extensive presentation of the 
results has been given in ref. (3). In this paper only the results of 
run 7 are given as an example. 

4.1« Phase-Averaging of the Records 
From fig. 3 it appears that the records of the layer thicknesses are 

not quite periodic. To eliminate the irregularities the records have been 
phase-averaged over ten successive waves at 0.05 sec - intervals. As an 
example the averaged h(t)-curves of run 7 are presented in fig. h. 

T= 1.52 sec 
•                    r 

0.06- 

0.04- /x ^?J 
I 
en 

. 

0.02- '   \ :/ \ 
X -/ 

0     0.5    1.0     1.5 0     0.5 1.0 1.5 0     0.5 1.0 1.5 

t(sec) 

Fig. 4. Phase-averaged h(t)-curves (Run 7). 

4.2. Time-History of the Run-Up Front 
In the further elaboration the averaged h(t)-curves have been used. 

The sharp bend in these curves followed by a very quick rise of the water 
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level (see fig. h)   corresponds with the moment of upward front passage. 
These passage moments have been used to construct an x-t-diagram of the 
run-up front (see fig. 5, circled points). Through these points a curve 
has been drawn, which determines the slope of the curve in S. For the 
completion of the x-t-curve of the wave front the run-up length (lu)' and 
the run-down length (l^) are available. The latter of these determines 
point Q. These data together determine the shape of the dashed curve in 
fig. 5 reasonably well. 

^.3. Determination of the Particle Velocities 
To determine the particle velocities (averaged over the layer thick- 

ness) on the slope, the profiles of the water tongues were constructed for 
successive phases of the wave period with an interval of 0.1 sec. The con- 
struction of the profile of the water tongue on the slope for an arbitrary 
instant t = t-j is illustrated in fig. 6. The layer thicknesses h-| , h2i h-j 
and h^ were read at t = t-\   from the h( t)-curves (see fig. 6a, which 
schematically represents the results given in fig. 4) and were plotted in 
fig. 6b. This determines the points A, B, C and D. 

wave  period  T 

Fig.   5-   Construction  of  the  x-t-curve   of  the  wave   front   on  the   slope. 

< 
*3 M h4 4-/ 

gauge   4 

run-up 
wave front 

Fig. b. Construction of the water tongue profile on the slope. 
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Then the x-coordinates of the run-up wave front Cxp) and the run-down 
wave front (xp) were taken at t -t ^ from fig. 5 an^ plotted in fig. 6b. 
The known points of the profile have been connected by straight lines, 
except in the area  where the run-up wave front is between gauges. In 
this area the water level of the upper part (beween the gauges 3 and k  in 
the example of fig. 6) has been extrapolated to Xp? this gives point E. 
From this point to point B a straight line has been drawn. An alternative 
would have been to extrapolate- the water level between the gauges 1 and 2 
also to xp, so that a discontinuity in the water level would occur at 
that location. However, from the h(t)-curves and also from visual obser- 
vations in the flume it appeared that the run-up front is outlined as a 
bend in the water tongue profile. 

From the constructed water tongue profiles the quantities of water 
stored above each of the four gauges have been calculated as functions of 
the time. The curves obtained for these quantities for run 7 are presented 
in fig. 7&- In this figure B^ denotes the volume per unit width stored 
above gauge 1 , etc. The particle velocities averaged over the layer thick- 
ness have been calculated from these curves according to: 

B.(t+lAt) - B.Ct-Mt) 
v,(t) = r-4r-v — rz  do) At 

in which i denotes the number of the gauge. The time step At is equal to 
the interval between the successive constructed water tongues, i.e. 
0.1 sec. Fig. ?b presents the calculated particle velocities for run 7- 

The calculated particle velocities v are less accurate than the water 
layer thicknesses h because of the procedure used in the elaboration. 

lb) 

tlsec) 

• i.oo- 

• 0.50- 

\ 
\       '!5 

-0.50 • \^ 
- 1.00- tlsec] 

Fig. 7. Calculated volumes of water stored per unit width (a) and particle 
velocities (b) on the slope (Run 7). 

EXPERIMENTAL RESULTS 
In this section the results of the elaboration as presented in the 

figs. 4, 5 and 7 are analysed. 

5-1- Run-Up Heights 
Run-up heights are presented in table 1, column 9 and 10. ^HLQ tana 

is the run-up height according to Hunt's formula, while R is the run-up 
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height calculated from the measured 1 -values and the slope angles. 
Inspection of the data shows that the measured run-up values are in very 
good agreement with Hunt's formula. 

5-2. Water Layer Thicknesses 
Eq. 7 gives the parameter equation for the layer thicknesses. With 

the elaborated data a relation between h/ ^HLQ and the independent para- 
meters will be sought. To this end it is useful to characterize the 
h-values by a single value, for which the maximum layer thickness hmax 
has been chosen. Plots of h/hmax versus t/T delivered shape functions 
(not shown here) which were more or less independent,of the wave steepness 
and the slope angle, for which reason hmax can be accepted as the only 
scale parameter characterizing the h-values. The parameter equation for 
hmax can be obtained as a reduced version of Eq. 7: 

ysr0 
= F( ysr0 

-5-.«) (11) 

In fig. 8a the dimensionless layer thickness hmax/ ^HLQ has been plotted 
versus the wave steepness H/L0. The layer thickness parameter shows 
virtually no dependence on the wave steepness. Fig. 8b presents a plot of 
the layer thickness parameter versus the slope gradient. The dependence 
on the slope gradient is weak. In fig. 8c the dimensionless layer thick- 
ness has been plotted versus the location on the slope. In this figure 
the point x/ yHL^ = 1.0 is the location of maximum run-up on the slope 
according to Hunt's formula (apart from a factor cos a). 

0.0!  0.04   006   oat 

i   x / VHQ . GOO 

x / ifc;. 0.B 

.    x / /Fili • 0.58 

X//S; = 087 

«//HL^ * OOO xM»T0 > o.w x//SQ = 0.58 .Ma; *o.87 

)|       •   cue .      - 008 

aot O   5                    004- ,1     •   ""1 
 1 r—-i 1-   0 —^M   ,' , 

0.3      0*     0       0.1       03      03      0* 

J 
0 0.5 10 

1. 
slop*  1:7 

OtW.,,^. =0.08(1- -==;) 

„ • 0.019 
'L„ • 0.029 

.0 • 0.037 

.„ = 0.053 

Fig. 8.Normalized layer thickness versus H/L0 (a), tana(b) and x/yEL^   (c). 

It is concluded from fig. 8 that hmax/ VHL0 is roughly independent of 
H/L0 and tana , and that it is related to the location on the slope 
approximately as follows: 

_jnax = 0#0g (1 _ _JL.} 

l/HLo ^HLQ 
(12) 
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This formula is represented, in fig. 8c by the straight lines. 

5.5- Particle Velocities 
Eq. 8 gives the parameter eauation for the particle velocities in the 

water tongue on the slope. The v(t)-curves (see fig 7b) can be character- 
ized by vmax (extreme upward velocity) and vmin (extreme downward veloci- 
ty). The shape functions of the v(t)-curves were found to be even more 
similar than those of the h(t)-curves. In this way the two following para- 
meter equations are obtained from Eq. 8: 

max 

1ST 
F(- 

^ 
-, a) (13) 

mm F(- -, a) (1« 

Various cross-plottings of these parameters were made. In each of the 
three lowermost gauge locations vmax/ ylpT was found to be approximately 
inversely proportional to yu/L^  and directly proportional to tana. This 
means that in those locations vmax/ l/glT is in fact proportional to the 
similarity parameter ^ (2) defined by: 

£ = (15) 

This is illustrated in fig. 9* The linear dependence of vmax/ ]/gif with £ 
implies that vmax is in fact proportional to gT tana, independent of the 
wave height H. This is a rather surprising result, which obviously can be 
true in a restricted range of the independent variables only. The coeffi- 
cient of proportionality of vmax/ ]/gH' with j; is the same for the three 
lowermost gauge locations (x/]/ HLQ ~ 0.00, 0.29 and 0.58). It is only in 
the upper 1/5 of the run-up length that the particle velocities appear to 
diminish* 

Conclusions such as those stated above for vmax also hold for vmin 
(see fig 10). 

5.^# Front Velocity 
The parameter equation for the dimensionless front velocity is given 

by Eq. 9. In this eauation c is the instantaneous derivative of the 
x-t-curve of the run-up wave front. A characteristic value for c is its 
average during run-up, defined by c = luAu» 

in which lu is the run-up 
length and tu is_the run-up time (see fig. 11). By dealing with the average 
front velocity c Eq. 9 becomes: 

H 

YBF L0 
(16) 

From the analysis of the c - data it appeared that c/ ]/g!T is proportional 
to ^tan a' and inversely proportional to ]/H/LQ". In fig. 12a the parameter 
c/ l/gH1 has been plotted versus £ . From this figure it appears that the 
following relation holds: • 

/iff 
«0.6/f (17) 

Eq. 17 can also be written as c ~ 0.6 ^tan a' j/g yHL0'! The term /g ]/HL^ 
in this formula can be irrterpretated as the velocity of a low shock wave 
in water with a depth /HL^. It has already been pointed out (see Eq. 12) 
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Fig.   11. Definition  sketch  for  the  run-up  time  tu and   the .average   front 
velocity  c. 

o^. 

Q^*^ 

-i_*as/r *^ 
A — A- £ 

0    SLOPE   Ml 

+    SLOPE 1:5 
a   SLOPE  1:7 

(0.01«=H/L0<0.07I 

 1 1—1- 

  '+"'71 
+   ' ̂ - 

"^<« 

•— 
  

G>   SLOPE  1:3 

+   SLOPE  MS 
A   SLOPE  M7 
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 4- 1 -I- 
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Fig. 12.Normalized average front velocity (a) and run-up time (b) versus £. 

that the water layer thicknesses on the slope are proportional to Y^K* 
(although an order of magnitude smaller). 

5.5- Run-Up Time 
Another characteristic quantity of the x-t-curve of the run-up wave 

front is the dimensionless run-up time tu/T. It depends on the wave steep- 
ness and the slope angle, expressed by the following parameter equation: 

-F< f.a) (18) 

It appears from the analysis that tu/T is proportional to VH/L 
inversely proportional to y tan a". In fig. 12b the dimensionles 
time tu/T has been plotted versus g . From this figure it can b> 
that the following relation is obtained: 

T     '7/F      

and 
s run-up 

seen 

(19) 

5-6. Synthesis to Hunt's Formula 
From the expressions for the average front velocity and the run-up 

time, which have been found independently, Hunt's formula can be recon- 
structed. From Eqs. 1? and 19 one obtains ctu/T l/glT sO.^2, which can be 
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6. 

written as: 

.051/HL ' (20) 

According to Hunt's formula lu equals ]/HL^/cos a, which varies from 
1.01 1/HLQ to 1.05 l/HL0' for the three slopes 1;3, 1:5 and 1:7. This agree 
well with Eq. 20. 

WAVE OVERTOPPING 
It was deemed worthwhile to investigate to which extent the run-up 

data obtained could be used in relation to wave overtopping, although no 
such measurements have been performed in the present study. To this end 
the following hypothesis is introduced: The maximum quantity of water 
stored above a certain location on the uninterrupted slope (Bm ,) 
measured in the run-up experiments, is equated to the volume of over- 
topping per wave (V) which, would occur if the crest of the dike would be 
situated at that location (see fig. 13)- Bmax and V are taken per unit 
width. 

(dotted + hatched  area) 

(Q) (b) 

Fig. 13«.Definition sketch for the hypothesis on wave overtopping. 
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= F(- 

v^ 
JL 
L 

a ) (21) 

From the analysis of the Bm 
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es between h(t) at various points along the 
decreasing <X; on the 1:3 slope the maximum 
gauge locations were attained practically 
;lized volume Bmax ]/cot q'/HL0 is independent 
ds on the location x/ ]/HL^ only. This is shown 
has been drawn through the points. 
crest at a finite elevation, a parameter xc 

inate of the upper termination of the slope 
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(see fig. 13b). The ratio xc/ l/HL^ is about equal to the ratio of crest 
height h0 (see fig. 13b) and run-up height according to Hunt's formula 
j/HL0' tana (apart from a cos a-term). 

o    Slope    K3 

0.08J +   Slope   i:5 
A    Slope    i:7 

0.06- ^\^ l0.02<H/Lo<0.07) 

0.04- 

> 
0.02 

^*^-~_ 
0 

0.2 ' 0,4 o'.6       '        0.8       *        L0 

Fig. 14«Normalized maximum volume of water stored on the slope versus 
x/]fmr0 

Defining for brevity: 

R„ B    VW^     tana n    "       o 
(22) 

then xc/i/~HL V%- 
The curve of fig. 1^ has been plotted in fig. 15 on double logarithmic 

paper (drawn line). Along the horizontal axis (1-h0/Rj|) is given, which 
represents the relative excess of run-up height (%) over crest height 
(hc). 

An alternative definition of a maximum volume stored above a loca- 
tion x = xc on the slope is given in fig. 13a as Bmax. The behaviour of 
^max is similar to that of Bmax. The smooth curve through the data points 
of Bmax has been plotted in fig. 15 as the dashed line. 

To check the hypothesis stated above, overtopping data given by 
Saville (5) have been used. They were obtained with waves breaking on 
smooth plane slopes of 1:3 and 1:6; the wave steepness H/L0 varied from 
0.026 to 0.066. The data given by Saville have been converted to 
V l/cot a'/HL0 -values and plotted versus Cl-hc/%) in fig. 15- The scatter 
is a known fact in results on wave overtopping and can at least partly be 
ascribed to the inaccuracy in the measurements, particularly for the 
relatively small rates of overtopping. ^_____ 

The drawn line in fig. 15* representing Bmax ]/cot Ct'/HL0, is a 
reasonable lower limit for the overtopping results for the relatively 
large values of (l-hc/R^) (low crest elevations). The dashed line for 
•^max ]/ c°t CX'/HL0 seems to be more nearly a mean value. 

Quite apart from the fit of the curves to the data points in fig. 
15I it can be seen that the normalization which has been adopted, does 
serve to bring the data for the 1:3 and 1:6 slopes in a common range for 
all the wave steepnesses which were used. This means that the rate of over- 
topping of waves breaking on smooth plane slopes, normalized as V"]/ cot a'/HL0, 
appears to be a function of the relative crest height hc/RH only. 

DISCUSSION 
The variables have been normalised with scaling factors which were 

chosen on the basis of Hunt's formula. The expectation was that the 
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1       1    i   1   1 1 1 II            1 1       1    1   11!Ml            ! 
-    o    V Vcot a'/HL0 (or slope   1:3 i 

io.026 s H/Lo*0.066 
"     A     VVcota/HLo for slope   1:6 i 

AT 

P w 
 BmaxVc7Ta/HL0 

— B'max^ouT/HL0 

slope 1:3 to 1:7 
0.02<H/LD<0.07 

0 

9 i T 
0.0100 

O 

/ 
// 

? 3 

>/1 " IP 
.   ..   . I.L. 0.0050 "' 

4/0 , 

0.0010 

'/ 
'/from fie U 

0,01     0.02       0.05     0.10    0.20       0.50 

0-hc/RH) 

Fig. 15- Normalized maximum volume of water stored on the slope versus 
(1 -h /RJJ) with plotted data from overtopping measurements. 

dimensionless variables so obtained should be independent of the wave 
steepness H/LQ and the slope angle a, or nearly so. This turned out to 
be the case for hmax/ ]/HL0', but not for vmax/ ]/gH", vm:j.n/ygTr, c/j/gTr and 
tu/T, all of which were found to vary with £ . It therefore appears that 
the detailed relationships ,-of the flow in the run-up of breaking waves 
are somewhat more complex than previously had been inferred from Hunt's 
formula (1). 

The importance of the parameter £ has been noted before for other 
characteristics of waves breaking on slopes, such as Iribarren and 
Nogales' breaking criterion, the breaker type, the reflection coefficient, 
and the relative importance of (periodic) run-up and (steady) set-up, and 
to a smaller extent also for the height-depth ratio at breaking. Further 
more, the normalized run-up height itself, if normalized with the 
incident wave height H, is a function of j; only, as long as the waves 
break. This can be seen by writing Hunt's eauation in the form R/H =| . 
A more detailed discussion of the role of £ as a similarity parameter for 
the waves breaking on slopes has been given elsewhere (2)• 
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LIST OF SYMBOLS 

B   = volume of water stored above a certain location on the slope 
(per unit width); 

B    =•  maximum volume of water stored above a certain location on the 
max slope (per unit width); 

B*   -  maximum volume of water stored above a certain level on the slope 
max   f • A.  - Jil_> (per unit width;; 

c    s= velocity of the run-up wave front; 
c    = average velocity of the run-up wave front - 1,,/*- ? 
d   = constant waterdepth in the flume; « 
g   = acceleration due to gravity; 
H    = height of the incident waves; 
h   = layer thickness of the water tongue on the slope; 
h   - maximum layer thickness at a fixed point; 
h   = crest height of dike above still water level; 
L   = wave length in deep water = gT^/2TC ; 
1    = run-down length, average distance from the still water line to the 

highest point on the slope which appeared to be submerged at all 
times; 

1   = run-up length, average distance from the still water line to the 
point of maximum run-up per wave; 

V   = volume of overtopping water per wave (per unit width); 
R   =s run-up height, or greatest height above still water level reached • 

by an individual wave on the slope; 
R„   = run-up height according to Hunt's formula =]/HL' tana; 
T    = wave period; 
t    = time; 
t    - run-up time, time used by the wave front to run up from x - 0 to 

x = 1 ; 
v   = particle velocity in the water tongue on the slope, averaged over 

h; 
extreme upward particle velocity at a fixed point; 
extreme downward particle velocity at a fixed point; 
coordinate along the slope, positive upwards; origin at still 
water line; 

x    = x-coordinate of the crest; 
a   = slope angle with respect to the horizontal; 
[i = dynamic viscosity of water; 
);    ~  similarity parameter = tan a /]/H/L ; 
p    ~ mass density of water. 

max v . mm 



CHAPTER 46 

MACH-REFLECTION AS A DIFFRACTION PROBLEM 

by 

3ERG 

and 

Udo BERGER 1) 

Soren KOHLHASE 2) 

ABSTRACT 
As under oblique wave approach water waves are reflected by 
a vertical wall, a wave branching effect (stem) develops 
normal to the reflecting wall. The waves progressing along 
the wall will steep up. The wave heights increase up to 
more than twice the incident wave height. 

The £jtudy has pointed out that this effect, which is usual- 
ly called MACH-REFLECTION, is not to be taken as an analogy 
to gasdynamics, but should be interpreted as a diffraction 
problem. 

1. INTRODUCTION 
Observations made at vertical walls in prototype as well as 
in experiments have shown that under certain assumptions 
gravity waves are apparently not reflected according to the 
laws of regular reflection. With small angles of wave 
approach ( 0  < 45°; angle between wave crest and axis of 
incidence) the reflected wave will not leave the wall to- 
tally; a wave-stem norma'l to the wall will be developed 
(Fig. 1a,b). The height of the stem-wave will increase pro- 
gressively along the length of the wall and will reach a 
value of more than double the height of the incoming wave 
(Fig. 1b). 

1) Dr.-Ing. Research Assistant Franzius-Institut of the 
2) Dr.-Ing.. Chief Engineer     Technical University, 

Hannover, Germany 

796 
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REFLECTING 
WALL        ,        -       , 

STEM- / 
'WIDTH / 

STEM-WAVE 

REFLECTED WAVE 
(ORTHOGONAL) 

INCOMING WAVE Ho 
(ORTHOGONAL) 

1a 1b 

Fig. 1 

Explanation of MACH-Reflection 

PERROUD (7) and WIEGEL (13) explaining their investigations 
with solitary waves in analogy to the incoming flow of a com- 
pression shock against a re-entrant angle in gasdynamics 
named this effect MACH-reflection. Fig.1a shows the wave field 
in front of the wall using wave vectors. The wave strikes 
the structure with a small angle 0 ; a stem-wave and a re- 
flected wave are developed. The point T of intersection be- 
tween the wave crests of the stem-wave and the incident wave 
moves on a straight line, cutting the wall with angle a. 

Due to the fact that the physical problem is rather unclear 
and, moreover, the knowledge of the stem-height may be of 
considerable importance dimensioning structures against wave 
attack (see SFB 79 (9))  the aim of this investigation was 
to complete the experiments of NIELSEN and HAGER as follows: 
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by measurements of both stem-height and stem-width, as a 
function of the incoming wave-parameters and to give a 
theoretical explanation of this so-called MACH-effect. 

The measurements were carried out at the FRANZIUS-INSTITUTE 
FOR HYDRAULICS AND COASTAL ENGINEERING, TECHNICAL UNIVERSITY 
OF HANNOVER using a three-dimensional wave basin from the 
SONDERFORSCHUNGSBEREICH 79 (Water research in Coastal Regions). 

2. REVIEW OF PREVIOUS INVESTIGATIONS 
Investigations concerning MACH-reflection of gravity waves 
have been conducted in the sea and in hydraulic models and 
with walls of different shape and slopes. 

PERROUD (7), CHEN (1) and SIGURDSSON, WIEGEL (8) have studied 
the MACH-Effect with solitary waves at a vertical as well as 
at inclined walls. Bended forms also have been investigated. 
The measurements of NIELSEN (5) and HAGER (4) have been 
carried out using monochromatic waves and are restricted to 
straight and vertical walls. 

Using a two-dimensional model, NIELSEN established the in- 
crease of the stem-height at the reflecting wall, the stem- 
width as a function of the angle of incidence and of the wave 
length. However, the number of data is too small to show the 
results in a functional form. For larger angles of incidence 
(> 15 ),NIELSEN assumed that the experimental results were 
influenced by the rather small distance to the boundary of 
the model at the end of the wall. 

In addition to that the reflecting wall is in contact with 
a lateral boundary at one end which is not in accordance with 
the conception of a free-standing breakwater. Finally no the- 
oretical explanation of the MACH-reflection is given by 
NIELSEN. 

Contrarly to the investigations of NIELSEN with rather small 
wave heigths and small wave lengths, HAGER's experiments have 
been carried out under prototype conditions. 

HAGER also investigated the increase of the stem-height within 
an extensive programme at the jetty of the Eckernforde har- 
bour/Germany. However, the limited number of measurements 
and the scattering of the data only allow qualitative con- 
clusions. 

The fundamental results of the investigations of PERROUD, 
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NIELSEN and HAGER are summarized in Fig. 2.1. The stem-height 
increases with the increasing angle of incidence for solita- 
ry waves as well as for regular (monochromatic) waves. The 
stem-height and the stem-width increase in the direction of 
wave propagation. The stem-width decreases with the increasing 
angle of incidence. The decrease of the stem-angle is not 
mentioned very much by NIELSEN, but is readily understood 
from the decrease of the stem-width with the increasing angle 
of incidence and is similar to PERROUD's results. The obser- 
vation of a second MACH-stem for periodical deep-water waves 
is remarkable. 

Theoretical investigations about MACH-reflection of gravity 
waves have been conducted by PERROUD and HAGER. The analytical 
solution of PERROUD is connected to the problem of a solitary 
wave and may not be used in connection with periodical waves. 
The four unknown parameters - height of the stem-wave, height 
of the reflected wave, angle of reflection and angle of the 
stem - are determined by a four-equation-system, which can 
only be solved implicitely. Two equations of the system are 
found from geometrical considerations and the other two 
equations are deduced from the mass  and energy-conversion 
conditions. The theoretical statement of HAGER is similar to 
PERROUD's and leads to the calculation of the stem-height 
only. This statement doesn't agree with the experimental re- 
sults. 

3. DIFFRACTION THEORY 
From the previous chapter it may be seen that for monochro- 
matic waves there is no theory to calculate the wave pattern, 
i.e. stem-height and stem-width, with sufficient accuracy. 
If we suppose that the MACH-reflection has to be interpreta- 
ted as a diffraction-problem in the area of reflection as 
opposed to how it was formerly investigated, a new theoreti- 
cal concept must be examined. 

From the linear partial differential equation 

A * = O 

and using a polar coordinate system and the well-known boun- 
dary conditions of the linear wave theory, we get the scalar 
wave equation. 

2 
A F + k  . F = O  ;  A in polar coordinates 

2 TT 
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As shown in (6) after some transformations it can be seen 
that the modulus of F (r, 0) is equal to the diffraction 
coefficient 

_ height of diffracted wave 
~* incoming wave height     ~ F(r, 9)1 

The solutions of the scalar wave equation aren't uniquely 
determined in infinity through specified sources as opposed 
to potential equations. The wave equation allows standing 
waves as a solution, which would physically mean that waves 
coming from infinity superimpose waves coming from the finite- 
ness. To avoid this, the radiation condition (11) must be 
determined. This prevents all energy from infinity. Analyti- 
cally it is enough to say that the solutions of the scalar 
wave equations have the following condition in infinity 

-ikr 

SOMMERFELD (12) gives a comprehensive definition of the 
radiation condition 

lim r 
r —»• « 

, SF 
( Sr ikP) 

and shows that the solution of the scalar wave-equation 
is uniquely determined. 

For the special case of the half-infinite breakwater, 
SOMMERFELD has found a solution which allows the computing 
of the diffraction for all wave-lengths. 

SOMMERFELD's solution 

Q 
(o,o') = (*,-) 

r ^S' 

/Q ,--"'REGION OF DIFFRACTIONS 

'-V\6o -REFLECTING WALLCo'°'] = ("• _) 

-*- X: 

., ,„    n  .^.REGION OF REFLECTION H 
„-ikrcos(e-e0)    -s, 

(o,o )=(•,•) 
"-FT 

Fig.   3.1 
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Without mentioning the derivation of the solution function 
which had been handled in (12), the solution of the 
searched function is given with the period 4 f. 

F = f(r,0-eo) i f(r,0+0o) (3-1) 

a 
. ir Jl 

dt f(r,6-0o) = F(r,0,0Q) . l±i / e
_i 2 r 

— CO 

a - 2 v¥stn i (0-Qo) 

Putting the result in equation (3.1) we get the solution 
of the diffraction problem: 

F(r,0) = e"ikr cos(9-eo).(1+i / e-i \  t2dt) /•"'I 

V (a) 

a' 

+ e-ikr cos(0+0o).(l+i / e-i \  t2dt) (3.2) V.(l±i /e"1!^ 

* (a') 

•2 /p"sin 1 (Q+0O) 

In this case the integral \\l (0) can be written in a similar 
way O a 

*«,>   - l+i(|   e"1 I fc2dt + JV1 I t2dt) 
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Using the LAPLACE-integral after the first integral 

7 --^ - VT 
and splitting up the second integral into a real and an 
imaginary part, we get: 

*<o) 1+1 ((izi, + J  Cos I  t2 dt - i J   sin \  t2 dt ) 

na)    -^(l^H-M -   i  N). 

by which 

M  = 

a 

I    cos -j t    dt 
0 

N  = 

a 
f   sin i t2  dt 

0 

M and N are the FRESNEL-integrals. 

To discuss the physical problems, in fig.3.1 the lines OS' 
and OR1 are marked as are the shadow borders that are 
generated through the incoming and reflected wave. 

We get three regions  S,Q,R. a  and a'   possess a special 
sign in each of these parts. 
That is, for e.g., in the area S: 

0C) = (-) 2 j/^sin ( 1 (0<±>0O)) 

0-eo < o => o <o 

0+0 > o =s> o' <o 
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That is why the regions  (fig.3.1) have the following 
arrangements of signs 

S - region   (a,a')   = (-,-) 

Q - region   (a,o')   = (+,-) 

R - region   ia,a')   = (+,+) 

The wave-heights in the three regions finally result in 
the following solutions: 

a) In the region of the geometrical shadow a < o, a'< o 

F(r,8) - *(-0) e"ikr c°s<e-e0)+ <, (-0') e"
lkr «>s<e+e0> 

b) in the unshadowed region a>o, a'<o 

Ffr e,   _ p -ikr cos(6-eo)      f  4>   (a)   e"ikr c°s(0-0o)+. 
F(r'8)   ~e °      l+M-a-)e-ikrc°s<0+0o>   > 

c) in the reflecting region a>o, a'>o 

incident wave        reflected wave 

F(r 9) = e~ikr COS(0~9O>  
+   e~ikr cos<e+9o) 

(3.3) 

-(*(-a)e-ikr """^o'+tl-a'Je^ cos(0+0o)j 

diffracted wave 

This solution in the reflecting region describes the MACH- 
reflection of gravity waves. Computing the wave-height in 
front of the wall (stem-height) it is 

H 
•^  = F(r,0) 

The equation (3.3) was computed in Fortran IV. 
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4. HYDRAULIC MODEL AND TEST CONDITIONS 

The. wave-basin mentioned before has the dimensions 18.3 
x 4 5.0 m , the test area was 11.0 x 4 5 m . The lateral limi- 
tations (guide vanes) in the direction of the wave orthogonals 
have been installed to control the energy entry of the waves. 
The length of the reflecting wall has been 7,32 m or 9.80 m 
respectively. Opposite to the wavemakers, a wave absorber has 
been installed in the basin consisting of a 7.6°-slope and 
specially-designed wave absorbing elements which have been 
tested in some pilot tests (2) before. 

The basin is covered by an electrical driven measuring bridge 
mouvable with constant speeds of 5 m/min or 20 m/min for 
measuring the wave field. Resistance-type wave gauges  (Ft)HR- 
BCJTER (3)) were used for all tests. The wave heights were 
registered on a thermosensitive recording instrument. 

Mechanical and electrically controlled wavemakers were used 
for the tests. The movement of the wave paddles was adjustible 
corresponding to the chosen wave parameters. The combined 
motion components (translatory + rotary) have been optimized 
using special tests for these machines at the FRANZIUS- 
INSTITUT. 

Despite this, some model-caused inaccuracies in the experi- 
ments should be noted. The reflection-coefficient of the wave- 
absorber was in the order of 9%, but the error in reproduci- 
bility of single tests (measuring time 30 min.) was in the 
order of 2% only. In addition to the reflection at the wave 
absorber and re-reflection at the wavemaker-paddle, trans- 
verse oscillations in the wave field could be seen leading, 
to some extent, to disturbances in the wave field. But model- 
caused reflections have not been investigated in more detail 
within this programme and the test results reported in this 
paper show the original (unfiltered) data. 

5. RESULTS OF MEASUREMENTS AND COMPARISON WITH DIFFRACTION 

THEORY 

The stem-height has been measured for different wave heights 
and wave lengths as a function of the direction of the inci- 
dent wave as shown in fig. 5.1. The water depth was constant 
in all tests. 
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For example, the stem-heigths for a wave length of L = 100 cm 
are plotted in fig. 5.1 to 5.4. The full lines show the the- 
oretical development of the stem according to the diffraction 
theory. The stem-height increases with an increasing angle 
0  of the incoming wave, as demonstrated by NIELSEN and HAGER 
(see fig.2.1). Because the theoretical and experimental re- 
sults were in good agreement, the theoretical development of 
the stem as a function of the wall-length has been summarized 
for different angles 0  in fig. 5.5. 

The oscillating data in fig. 5.1 to 5.4  may be explained by 
model-caused disturbances (see chapter 4). After about 2/3 of 
the wall length, the differences between the measured results 
and the theoretical curve are somewhat greater than at the be- 
ginning of the wall. These deviations may be explained by the 
fact that in addition, a diffraction wave is caused by the 
end of the wall which is superimposed with the wave field. 

For the test conditions given in Tab.1 the stem-widths in 
front of the wall have also been measured (x/L spaced equi- 
distantly). As an example fig. 5.6 shows the experimental and 
corresponding theoretical results for an angle of incidence 
0_ = 20°. 

The agreement between theory 
and measurement can be seen 
rather well. The trough boun- 
ding the stem-width becomes 
steeper and narrower in pro- 
portion to the stem-wave's 
propagation along the wall . 

The scattering of the data 
may be explained by model- 
caused disturbances (see 
chapter 4) as mentioned be- 
fore. 

Test conditions 

HI L 9o d 

(cm) (cm) (°) (cm) 

2,2 100 10 
3,6 15 

150 25 
4,3 20 

200 25 

Tab. 1 

The examples of fig. 5.1 to 5.6 have shown that the diffrac- 
tion theory describes totally the development of the stem- 
height at the reflecting wall as well as the wave pattern 
in front of the wall (stem-width). A comparison with the 
measurements of NIELSEN and HAGER (see fig. 2.1) although 
qualitative, confirms both theoretical and experimental re- 
sults. 
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The development of a second stem-wave as observed by NIELSEN 
with larger angles 0  of incidence and with a height also 
greater than double °the incident-wave height is approved 
by the diffraction theory, too. Fig.5.7 shows as an example, 
the water level normal to the wall at a distance of 5 wave 
lengths from the wall edge for wave-approach angles 
0  = 20°, 25° and 30°. A second stem can be seen clearly. 

6. CONCLUSION 

Investigations with regular waves in connection with the 
so-called MACH-effeet have only been carried out by NIELSEN 
and HAGER. 

From supplementary measuremerits and by comparing the results 
with the diffraction theory, it has been proved that the 
MACH-reflection, i.e. the increase of a wave up to more than 
double the height of the incoming wave striking a wall with 
an acute angle, should not to be seen as an analogy to gas- 
dynamics. 

On the contrary, the increase of the wave and the wave 
pattern before the wall is to be interpreted as a diffrac- 
tion problem within a region of reflection. 
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CHAPTER 47 

ACTION OF NON-LINEAR WAVES AT A SOLID WALL 

by 

1 2 
Mohamed S. Nasser , M.ASCE and John A. McCorquodale , AM.ASCE 

ABSTRACT 

A one-dimensional finite difference model is developed to 
simulate the action of long non-linear shallow water waves at a 
solid barrier. A damping parameter is introduced to account for 
the centrifugal effects in the incident wave. A stability 
criterion for At/Ax is suggested.  The numerical predictions of 
reflection and run-up compare satisfactorily with experimental 
results. 

INTRODUCTION 

The phenomenon of run-up and reflection resulting from water 
waves impinging on breakwaters is an important problem in coastal 
engineering.  Breakwaters are designed to avoid excessive over- 
topping.  On the other hand, reflection causes local disturbances 
that persist for some distance outside of the breakwater. 

This paper presents a one-dimensional, finite difference 
model simulating wave motion in front of a vertical, solid break- 
water.  The discretization of the solution domain is constrained 
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by the characteristic directions to improve numerical convergence 
and stability.  The model predicts wave run-up and rush-down on the 
breakwater as well as the reflection coefficient.  Long, shallow, 
non-breaking waves are considered in the analysis, and the model 
is capable of treating both symmetric and asymmetric waves.  The 
model should aid in designing vertical solid breakwaters and is 
being modified to accommodate sloping sections. 

DEVELOPMENT OF MODEL 

Figure 1 defines some of the variables of the study.  Assum- 
ing long, shallow water waves, i.e. , approximately hydrostatic 
pressure distribution, it can be shown that the governing equations 
of motion and continuity are, respectively (1, 4): 

3u ,   3u ,   3n 
~+u:r-+g-r-i-= -gS_ (1) dt    3x    3x     f 

|a + u |i + Ch +n) |i = o (2) 
dt     ox     O    dx 

where u = horizontal velocity; r\  = perturbation height with 
respect to the still water level, h,-,; g = acceleration of gravity; 

Sf = friction slope = „ ,}——r- ; C„ = Che2y friction factor; the 
CfChQ+n) '     £ * 

bed is assumed horizontal. 

Eq. 1 describes fairly accurately the motion of long linear 
waves.  For non-linear, i.e., asymmetric waves, hydrodynamic 
pressure may become appreciable.  However, in this study, Eqs. 1 
and 2 are applied to asymmetric waves with an allowance for addi- 
tional damping due to centrifugal effects.  Assuming a sinusoidal 
wave (Fig. 2), the total head loss, h , between sections 1 and 2 
may be expressed as 

h = h_ + eh C3) 
t    E      C 
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sec- I sec- 2 

_, 7 7 ^H 

Fig. 2.  Approximation of Centrifugal Effect 
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in which, h^ = f rictional head loss between sections 1 and 2; h = 
f c 

difference in centrifugal pressure head between the two sections; 
e = empirical constant. 

Applying Newton's second law to compute the approximate cen- 
trifugal pressure, it can be shown that h is given by (3) 

2h 
 o 

"c   gr 
h = —- v2 (4) 

where r = radius of curvature of water surface; 
v = mean velocity in the vertical. 

The frictional head loss, h , can be represented by 

4 = 1&5T (5) 
f o 

in which. L is the incident wave length. 

Also, the total head loss, h , may be assumed as 

t o 

where C  is the equivalent Chezy factor accounting for both fric- 

tional and centrifugal effects. 

Substituting Eqs. 4 through 6 into 3 and rearranging, gives 

/  gLrC2 

Ct = / gLr+4eh2C2 (7) 

From Fig. 2, the value of r may be approximated as follows: 

r = [(Hi/2)2 + CL/4)2]/H± (8) 
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Based on a correlation with laboratory experiments,  Eq.   7 takes 
the form 

Ct = 

gLrC^ 

gLr+1.2h2C^ of 
(9) 

Since r varies inversely with wave steepness, S, Eq. 9 indicates 
the energy dissipation due to centrifugal action increases with 
wave steepness. 

In order to proceed to the finite difference formulation, n 
is made dimensionally identical to u through the transformation 

c = /g Chp+ri) (10) 

which, represents a local wave celerity utilized as a measure of n. 

The equations of motion and continuity, in terms of c, along 
with the total differentials of u and c constitute the hyperbolic 
system of equations governing the phenomenon as given by the 
matrix form (1) : 

dt  dx 

dt 

2c 

2u 

dx 

9u 
3t 

3u 
3x 

3c. 
3t 

3c 
«.3x 

•gs, 

du 

dc 

Ul) 

The above system yields the following positive and negative 
characteristic directions: 
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Fig. 3.  Boundary Conditions and Discretization of the x-t Plane 
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a - § |   + = u +• c (12) 

dx 
dt 

Based on these directions, the condition, 

(13) 

ffslcu+c)-1 (14) 

is obtained and used, initially, to control the finite difference, 
x-t plane CFig. 31 for stability and convergence (5).  The equa- 
tions of motion and continuity, from Eq. 11, are discretized using 
central differences in space and forward differences in time, viz. 

u(i,j+l) = uCi,j) - ^ {u(i,j)[u(i+l,j)-u(i-l,j)] + 

2cCi,j)Ic(i+l,j)-c(i-l,j)] + gAxSf(i,j)}      (15) 

c(i,j+l) = c(i,j) - ~ (u(i,j) [c(i+l,j)-c(i-l,j)] + 

[cCi,j)/2Hu(i+l,j)-uti-l,j)]} C16) 

Eqs. 15 and 16 were used to advance the solution from ini- 
tially still water conditions, i.e-, u = o and c = vgh 

The boundary condition at the right end of the solution domain, 
is zero normal velocity at all times.  The incident wave is 
originated in the model at one wave length away from the break- 
water; this is the minimum distance required to ensure the genera- 
tion of at least one loop and one node in the standing wave pattern. 
The boundary condition simulates the vertical displacement of the 
incident wave which is represented by a composite as shown in 
Fig. 4.  The amplitudes, A and A , and the periods, T and T , 

are proportioned so that volume continuity is satisfied which. 
leads to 
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VA2 " VT1 (17) 

In order to calculate the unknown dependent variable at each 
boundary, the value of the dependent variable specified by the 
boundary condition at time Cj+1) was included in the calculation. 
This was- achieved by combining the equations of motion and contin- 
uity, and discretizing the augmented equation by forward differ- 
ences in space and time. Assuming that the boundary is located at 
the ith. column, the unknown celerity at the breakwater is cal- 
culated by the o-characteristic difference equation, 

c(i,j+l) = cCi,j) + 2 H {c(i.,j)u(i-l,j)/2 

cCi,jlIcti,j)-c(i-l,j)]} (18) 

Likewise, a 8-characteristic difference equation is used to find 
the unknown velocity at the left boundary, i.e., 

uCi,j+D = u(i,j) + 2IcCl,j+l)-c.(i,j)] + 

^ {2[uCi,j)-cU,j)] IcCi+l,j)-c(i,j)] 

- IuCi,jl-c(i,j)J IuCi+l,j)-uCi,j)] 

- AxgSf Ci,j)u(i,j)/2} U9) 

Throughout the solution, the values of velocity, celerity and the 
non-linear friction term were improved, within each time incre- 
ment, by an iterative procedure. 

VERIFICATION OF MODEL 

A laboratory investigation was conducted to evaluate the 
proposed mathematical model.  The Test flume was 45.8 cm wide 
and 11 m long with plexiglass walls and aluminum bed.  The 
slider-crank, wave machine used has adjustable stroke and speed 
that were selected to produce shallow water waves.  The breakwater 
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was simulated by a vertical plexiglass barrier, located at 9.2 m 
away from the intermediate position of the wave paddle.  Wave 
experiments were performed within the following range of variables: 

h. Ccm) 
o 

22 - 38 

H. (cm) 
1 

4-24 

Wave Period, T (sec) 2 - 5.; 

In the experimental procedure, the stroke and speed were set 
so as to minimize surface disturbances and secondary waves.  The 
incident wave celerity, c, was determined, prior to the inter- 
ference of reflection, using a stop watch to time the movement of 
a wave peak over different distances.  The wave period, T, was 
taken as the average of the rotation time of a point marked on the 
flywheel of the wave machine.  The product of the values of c and 
T yielded the wave length., L.  After a few wave traverses, an 
asymmetric standing wave pattern was observed to develop and 
stabilize with, nodes and loops forming, alternately, at almost 
every quarter wave length.  The measured loop height, h , and node 

height, h. , were used to find the "apparent" incident wave height, 

E. , and the "apparent" reflected wave height, H , according to the 

linear wave theory, i.e., 

Hi = \ % + V (20) 

Hr = 1  ChP - V 
t21) 

The "apparent" reflection coefficient, C , was defined as: 

CR = VHi (22) 

The maximum limits of run-up, R , and rush.-down, R , bounding the 

impact wave height, H , at the breakwater were recorded.  The 

experimental measurements.are estimated to have been within an 
accuracy of about + 2 cm. 
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When the mathematical model was operated, using the equality 
condition in Eq. 14 with, u - c - J'gli , the procedure was numeri- 

cally unstable.  This instability is thought to originate from the 
boundary- conditions, especially the incident wave boundary condi- 
tion.  The development of Eq. 14 does not consider this type of 
boundary condition.  In order to obtain stability, it was neces- 
sary to reduce the time step to between 1/5 and 1/10 of limiting 
value in Eq. 14. 

The stable model was run for the equivalent of 5 wave 
periods and the third, fourth and fifth periods were used to 
obtain average values for h , h , R , R and H .  The apparent 

values of H. and H were calculated from Eqs. 20 and 21, I     r i - 

respectively.  It is noted that the non-linear values of C are 
much less than for linear waves. 

An attempt to make a third order Stokes correction to both 
experimental and numerical reflection coefficients was unsuccess- 
ful because most of the waves had high H./h and low h /L. 

I o        o 
Similarly, second or third order Stokes waves were not suitable 
to describe the observed incident waves.  Fifth or higher order 
Stokes waves or cnoidal waves can be used with the model but more 
computation time would be required.  The crests and troughs of the 
composite incident waves can be established using information 
presented by Bretschneider (2). 

In Fig. 5 some experimental values of R , H and C are 

compared with those predicted by the model. 

CONCLUSIONS 

The simplified numerical model gives representation values 
for wave reflection and run-up at a solid barrier under attack by 
long non-linear shallow water waves.  Numerical stability was 
achieved by reducing the method of characteristic time step to 
about 1/10 of its limiting value.  An empirical damping parameter 
is introduced to account for centrifugal effects in the non-linear 
waves. 
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CHAPTER 48 

ESTIMATION  OF   INCIDENT AND  REFLECTED WAVES 

IN   RANDOM WAVE  EXPERIMENTS 

by 

Yoshimi Goda and Yasumasa Suzuki 

Marine Hydrodynamics Division 

Port and Harbour Research Institute, Ministry of Transport 

Nagase,  Yokosuka,  Japan 

ABSTRACT 

A technique to resolve the incident and reflected waves from 
the records of composite waves is presented.  It is applicable to 
both regular and irregular trains of waves.  Two simultaneous 
wave records are taken at adjacent locations, and all the ampli- 
tudes of Fourier components are analyzed by the FFT technique. 
The amplitudes of incident and reflected wave components are estimated 
from the Fourier components, and the incident and reflected wave 
spectra are constructed by smoothing the estimated periodograms. 
The wave resolution is effective in the range outside the condition 
of the gauge spacing being even integer of half wavelength. 
The ratio of incident and reflected wave energies in the effective 
resolution range is employed in estimating the overall reflection 
coefficient.  The incident and reflected wave heights are estimated 
from the composite wave heights by energy consideration. 

INTRODUCTION 

The importance of wave irregularity concept in coastal engineering 
study and application is now rightly recognized by many researchers and 
engineers.  A rapid increase in the number of random wave generators in 
hydraulic laboratories in the world testifies it. With this situation, many 
researchers are keenly feeling the necessity of developing various experi- 
mental techniques inherent to irregular waves.  Resolution of incident and 
reflected waves in a continuous, irregular wave system is one of the most 
needed techniques.  If the resolution becomes feasible, then we can make 
tests of reflective coastal structures in continuous runs without worrying 
about the multi-reflection of irregular waves between a wave paddle 
and a reflective structure.  Otherwise, we have to employ a tedious 

828 
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procedure of repeating a number of short runs of different wave sequences, 
each of which must be stopped before the return of re-reflected waves by 
the wave paddle to the structure.  Not only the procedure is laborious, 
but also the test waves are deficient in the spectral component of high 
frequency band due to the wave dispersion unless a special wave generation 
technique is employed. 

The authors present a resolution technique, which involves a simul- 
taneous recordings of wave profiles at two adjacent stations in a wave 
flume.  The technique is similar to the one employed by Kajima [1] and by 
Thornton and Calhoun [2], but the use of the Fast Fourier Transform tech- 
nique in yielding the Fourier components of all the frequency resolutions 
makes the calculation simple and versatile.  For example, the technique is 
applicable to regular waves too, which has provided a means of calibration 
of resolution.  The paper describes the principle of resolution technique 
and its accuracy with supporting data.  Examples of application in the 
authors' experiments are also discussed. 

PRINCIPLE OF RESOLUTION TECHNIQUE 

Suppose we have a multi-wave-reflection system of regular waves in 
a wave flume.  Waves generated by a wave paddle propagate forward in the 
flume and are reflected by a test structure.  The reflected waves propagate 
back to the wave paddle and are re-reflected.  The re-reflected waves pro- 
pagate forward again and the process is repeated until the multi-reflected 
waves are fully attenuated.  Thus the wave system can be regarded as a super- 
position of a number of waves propagating in the positive and negative 
directions of the coordinate, x (see Fig. 1).  The waves propagating in 
each direction form a single train of progressive waves as a whole, because 
of the constancy of wave frequency (see Appendix).  The wave train in the 
positive direction is called the incident waves and that in the negative 
direction is called the reflected waves.  Let the amplitude of superposed 
incident waves be a-r and that of reflected waves be a„.  Then these waves 
are described to have the general form of 

nT = a cos(kx - ot + £ ), I 

nR = a cos(kx + ot + e ), j 

where n-r and nR are the surface elevations of incident and reflected waves, 
k is the wave number of 2TT/L with L being the wavelength, a is the angular 
frequency of 2-ir/T with T being the wave period, and Ej and ER are the phase 
angles of incident and reflected waves. 

Al Wave 
^^auaes 

Fig. 1  Definition Sketch 
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Further,  we  suppose  that  the surface elevations  are recorded at  two 
adjacent stations  of Xl   and x2=x1+A!l.     The observed profiles  of  composite 
waves  will be 

ni   =   (nT + n   ) = Aicosat   + Bisinot, ) 

"2  =   (n-j- + rlR)x=x    = A2cosat   + B2sinat, J 

where, 

Aj   = aj-cos $I+ aRcos<)iR , 

Bl   =  a^in^-  aRsinc(>R, 

(3) 
A2  = aj-COsCkAd + ^j.)   + aRcos (kA£ + <|>   ) , 

B2   =  a].sin(kA«, +if   )   -  a  sin(kA£ + <J>   ) , 

*!   =  kxl   +  Ej. 

h  = kxl + V 
(4) 

Equation 3 can be solved to yield the estimate of 

al = 2|sinkA«.| /(A2-A1cos kA£ -BjsinkAJ, )
2 + (B2+AlSin kA£ -Bjcos kA£ )2 ,") 

  [(5) 
aR= 2|sinkA<,| /<A2-Alcos k"^£+Bisln kA£ )2 + (B2-A!Sin kA£ -B^os kA£ )2 .) 

In the calculation, the dispersion relation of the following is presumed 
to hold: 

o2 = gk tanh kh. (6) 

Actual wave profiles usually contain some higher harmonics.  Use of 
the Fourier analysis enables to estimate the amplitudes of Ai, B-j, A2, and 
B2 for the fundamental frequency as well as for higher harmonics.  The amp- 
litudes of incident and reflected waves, az  and aR, are then estimated by 
Eq. 5.  This is the procedure to be taken for regular wave tests. 

The principle of resolution is the same for irregular waves with that 
for regular waves, because irregular waves can be treated as the super- 
position of a large number of component waves with the constant amplitudes 
and frequencies.  The number of component waves which can be analyzed in 
irregular wave records is one half of the number of data sampling.  By means 
of the Fast Fourier Transform technique, the amplitudes of Aj to B2 can be 
calculated for all the component waves and the corresponding amplitudes of 
a-j. and aR are estimated by Eq. 5.  The spectra of incident and reflected 
waves can be obtained by smoothing the periodograms based on the estimates 
of a-, and aR. 
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ESTIMATE OF INCIDENT AND REFLECTED WAVE HEIGHTS 

Calibration of Resolution Technique with Regular Waves 

The resolution technique was first applied to regular waves for the 
purpose of calibration.  Trains of waves were generated in a wave flume 
temporarily built with a partition wall in a wave basin.  At the generator 
side the partition wall was terminated with a gap of about 60 cm and 
a part of reflected waves could be dispersed into the wave basin. 
The wave absorber in the flume was built with crushed stone in the slope 
of 10 to 1.  Two wave periods of 1.088 and 1.410 sec were employed. 
The mean wave heights were 8.98 and 9.23 cm, respectively, at the water 
depth of 43 cm.  The spacing between two wave gauges was varied from 
A£=10 to 250 cm, and continuous wave records of 102.4 sec long were taken 
at the sampling period of At = 1/15 sec.  The records were analyzed for 
the Fourier components of f = 0 to f = 7.5 Hz with the frequency resolution 
of Af = 0.0084 Hz.  Then, Eq. 5 was applied to estimate aj and a^ for 
all the frequencies. 

As expected, the resultant estimates showed clear peaks around the 
frequencies of f = 0.92 and 0.70 Hz and their harmonics.  The peaks were not 
confined to one frequency resolution band because of wave fluctuations and 
signal noises; they were spread in a few neighbouring bands.  Thus, the sum 
of the estimatated amplitudes of three to four continuous frequency bands 
around the peaks was employed as the representative amplitudes of incident 
and reflected waves.  These amplitudes are plotted in Fig. 2 against the 
ratio of gauge spacing AJ. to the wavelength L.  The reference amplitude, a0, 
is the mean of estimated incident wave amplitudes in the range of A£/L<0.4 
and 0.6 < A5./L < 0.9.  The estimated amplitudes of a-j and aR are seen to 
diverge around the relative spacing of AJ./L = n/2 with n = 0, 1, 2, . ., at 
which the devisor of Eq. 5, sin kA£, becomes null. 

Figure 3 is a similar result of analysis for the case of perfect 
reflection with the same waves.  Divergence of estimated amplitudes around 
A£/L = n/2 is observed.  The decrease of the reference amplitude as is 
considered due to the selection of test wave periods which corresponded to 
the antiresonance condition of the wave flume setup.  (The reflective 
wall was located at the distance of 15 m from the wave paddle.)  The diverg- 
ence of estimated amplitudes is due to the amplification of noises and errors 
as the devisor of sin kAS, approaches 0.  For the purpose of application, 
the zone of inaccuracy (or the effective range of resolution from the other 
viewpoint) needs to be specified.  This will be discussed in the next 
section. 

It is indicated in Fig. 2 that the estimates of aj and a^ are quite 
stable except for the diverging zone.  The estimates of a^ are several per 
cent of a0, being in agreement with the characteristics of wave absorber. 
The estimates of aR for the case of perfect reflection in Fig. 3 are almost 
equal to ag,indicating the reflection coefficient being nearly 1.0. 
Additional test for a submerged,upright breakwater with the crest submer- 
gence of 6 cm yielded the estimate of reflection coefficient of 0.44 to 
0.55 (refer to Fig. 6).  The conventional method of the measurement of 
reflection coefficient by means of  nodal and antinodal wave heights yielded 
the reflection coefficient of 0.51 to 0.59 for this case.  These estimates 
of a^ as a whole indicate their consistency with respect to reflecting 
conditions tested. 
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Application for Irregular Waves 

Figure 4 is an example of spectral resolution of irregular waves. 
A submerged,upright breakwater with its crest at the depth of 6 cm from 
the mean water level was set at the distance of 15.0 m from the wave 
paddle.  The wave gauges were located at the distance of 4.80 and 5.00 m 
from the breakwater face.  The observed waves at the gauge locations had 
the significant height of H^/3 = 8.2 cm and period of Tj/3 = 1.44 sec. 
The spectra shown in Fig. 4 are the average of three runs with the same 
source spectrum but with different wave sequences.  The duration of a record 
was 68.3 sec and the data were sampled at the interval of 1/15 sec. 
The resolved spectra of incident and reflected waves in Fig. 4 indicate 
the divergence of spectral density near f = 0 and f = 1.97 Hz; the latter 
frequency corresponds to the wavelength of L = 40 cm or A8./L = 0.5. 
The result is a natural consequence of Figs. 2 and 3.  Therefore, the resol- 
tion is effective only in some range of wave frequency. The situation is 
illustrated in Fig. 5. 

There may be several methods to estimate the incident and reflected 
wave heights on the basis of spectral resolution such as shown in Fig, 4. 
The authors propose the following procedure.  First, the effective range 
of resolution is set for a given gauge spacing: in practise, the latter 
is to be selected for a given wave condition.  The lower and upper limits 
of frequency, fmin 

an<^ ^max> are better chosen by a preliminary test for 
progressive waves.  As a reference, the following guideline may be 
consulted: 

(7) 
fmin :  "/Lmax = 0.05, 

fmax :  Ait/Lmin = 0.45, 

where hmax  and hxn±n  are the wavelengths corresponding to £m±n  and f_ax, 
respectively.  Equation 7 is based on the calibration with regular waves 
such as shown in Figs. 2 and 3 as well as the frequency-wise examination of 
resolution results of irregular waves.  There is a possibility that the 
effective range may be taken slightly wider than that given by Eq. 7; e.g., 
fmin may be chosen so that A£/Lmax = 0.03. 

The second step is to evaluate the energies of resolved incident and 
reflected waves, ET and E_, contained between f .  and f   , i.e., 1 R mm     max' 

/•f 
E    =      maX S   (f)   df, 

•If   . 
mm 7 

ER - f;
ax sR(f) df. j 

min 

The integrations are to be performed on the raw spectra of periodograms 
without any smoothing to avoid the effect of divergence of resolved ampli- 
tudes near AJ./L = n/2. 

The third step is to estimate the overall coefficient of reflection by 

KR " ^7V (9) 
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This equation is based on the relation of irregular wave heights being 
proportional to the square root of wave energy. Then the incident and 
reflected wave heights, Hj and H^, are calculated as 

Hi = VTTK| HS' 

H --   R  H 

H 

(10) 

where H„ denotes the significant or other representative wave height of 
composite waves observed by the two wave gauges; the mean of two gauges are 
employed. 

Equation 10 is based on the two presumptions.  The first is that 
the energy of composite waves appearing as the result of superposition of 
multiple trains of irregular waves is the sum of the energies of indivi- 
dual wave trains.  The second is that the proportionality of representative 
wave heights to the square root of wave energy holds for such composite 
waves too, regardless of the directions of individual wave trains. 
The first one may be taken as an axiom for the analysis of irregular waves. 
The second one can be proved by a numerical simulation of irregular waves. 
The proof of it by the field data is almost impossible.  But the applica- 
bility of the Rayleigh distribution of wave heights to ocean waves with 
multi-peaked spectra or the existence of the relation of H^/3 T  4.0 nrms 
for such waves [3,4] provides a supporting evidence for the presumption, 
because a multi-peaked spectrum usually indicates a coexistence of wind 
waves and swell propagating in the different directions. 

Selection of Wave Gauge Stations in a Wave Flume 

The present technique of wave resolution can be employed in the vici- 
nity of reflective structure if the magnitude of reflection coefficients 
only is of concern.  Figure 6 shows the variation of resolved, incident and 
reflected wave amplitudes against the distance of wave gauge from the face 
of submerged breakwater.  The test was done with regular waves at the con- 
ditions same with those shown in Figs. 2 and 3.  The test result indicates 
that the wave gauge may be set as near as 0.1 L to the reflective face. 
The dashed line for closed triangles and the dash-dot line for closed 
circles show the average valuesof aj(/as for the range of xj/L>0.2. 
The test was also carried out with irregular waves by shifting the wave 
gauge position from Xj = 1 to 480 cm, while the wave gauge spacing was 
fixed at &J, = 20 cm.  The wave spectra shown in Fig.4 were taken from the 
data of this test.  The reflection coefficient defined by Eq. 9 is found to 
vary little except at x1 = 1 cm,as shown in Fig. 7. 

For the estimation of incident and reflected wave heights, on the other 
hand, wave gauges are required to be away from both the test structure and 
wave paddle.  This is because the composite wave height Hg used in Eq. 10 
fluctuates in the neighbourhood of a reflective boundary.  The fluctuation 
of wave heights of irregular standing waves can be calculated with spectral 
information as demonstrated by Ishida [5].  For a component wave with the 
angular frequency of a  and wave number of k, the surface elevation of 
standing waves at the distance of xj from the reflective boundary is 
given as: 
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n = aTcos(kxi - at) + K_a cos(kxj+at) 

= (1 + K )aTcos kxj cos at + (1 - K )a sin kxi sin at 
R  1 K  i 

= /1+2K  cos 2kx +K2    cos (at-ei), (11) 

where, 

El  =  tan-l   fr:^8111!"1   • (12) 1 (l + K„)cos kxj 

The root-mean-square value of surface elevation of standing waves, (nJrmo, 
is calculated with the relation of Eq. 11 and the information of incia 
wave spectrum, S (f), as 

'Vrms' laent 

(ns)rlm;  =1   (l+2KRcos2kx1+K|)SI(f)df. (13) 

The significant or any other representative height of irregular standing 
waves is then obtained as 

^"{ST^V (14) 
I rms 

Figure 8 is an example of the fluctuation of irregular standing wave 
heights; the test condition is the same with those of Figs. 4 and 7. 
The curves represent the result of calculation by Eq. 13 and 14. 
The incident wave spectrum was obtained from the measurement of progressive 
waves without a reflective structure.  The reflection coefficient of 1.0 
and 0.55 were used for the case of a high vertical wall and that of sub- 
merged, upright breakwater, respectively.  The observed heights of signifi- 
cant waves are represented with the open and closed circles.  Though the 
observed heights are somewhat larger than the calculation possibly because 
of the multi-reflection and nonlinearity effects, the magnitude of fluctuat- 
ion is quite in agreement with the calculation.  Such the fluctuation of 
standing wave heights directly affects the estimate of incident and 
reflected wave heights as the consequence of Eq. 10.  The fluctuation 
becomes negligibly small, however, at the distance of more than one wave- 
length.  A similar phenomenon will take place in front of a wave paddle 
with the high reflectivity.  Therefore, the wave gauges for wave resolution 
are recommended to be located at the distance of more than one wavelength 
from both the test structure and wave paddle. 

ACCURACY OF THE ESTIMATES OF INCIDENT AND REFLECTED WAVE HEIGHTS 

Possible Sources of Inaccuracy 

There are several sources of inaccuracy in the present resolution 
technique.  They are: 

1) Deviation from the dispersion relation of Eq. 6 due to nonlinear 
effect and others, 

2) Existence of nonlinear harmonic terms in progressive waves, 
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3) Generation of nonlinear interaction terms in standing waves, 

4) Appearance of transversal waves and other disturbances in 
a wave flume, 

5) Signal noises. 

The dispersion relation of Eq. 6 is for the small amplitude waves. 
The regular waves of finite amplitudes are known to deviate from that 
relation.  The wave number decreases for progressive waves [6,7], while 
it increases for standing waves in relatively shallow water [8,9]. 
The existence of the deviation for wind waves has also been reported [10], 
though not examined yet for mechanically generated irregular waves. 
Any deviation from Eq. 6 leads to the inaccuracy in the estimates of a-j- 
and a^ in Eq. 5 because the resolution is based on the relative phase 
difference of kA£.  The inaccuracy is greatest at the condition of kA£ = 
nir where sin kAJ, = 0 and smallest at kA£ = (n+ l/2)irwhere sin kAil = 1. 
The divergence of a-£ and aR in Figs. 2 and 3 or S-j-(f) and SR(f) in Fig. 4 
is due to the deviation of wave number from Eq. 6 to a large extent. 

The second source of inaccuracy affects not the spectral peak of 
irregular waves nor the fundamental component of regular waves but the 
estimates of harmonic components.  The regular waves of finite amplitudes are 
accompanied by the harmonics which propagate with the same celerity with the 
fundamental one to keep the wave profile permanent despite of their high 
frequencies.  For such harmonic components Eq. 6 does not apply and errors 
may be evoked.  The situation in a wave flume is more complicated, however. 
There are free waves with the frequencies of harmonics and nonlinear 
interacting waves, both of which contribute to the generation of travelling, 
secondary waves in a wave flume [11, 12, 13].  Similar situation exists in 
case of irregular wave experiments, though the analysis of nonlinear 
harmonics and their behaviour is difficult.  At present, we should content 
ourselves by taking caution in the interpretation of the resolution results 
in the range of harmonic components. 

When two trains of finite amplitude waves interact such as in the case 
of wave reflection, there appear nonlinear interaction terms the frequencies 
of which are the sums and differences of fundamental and harmonic components. 
Calculation of the third order solution of partial standing waves [9] has 
shown the generation of the terms of cos[(k+2&k)x+ 3ot] and cos[(3k+ 2Ak)x 
+ ot] in which k and Ak are the mean and difference of the wave numbers of 
incident and reflected waves in the standing wave system for the angular 
frequency of a.  The phase velocities of these nonlinear interaction terms 
are different from those of free waves having the angular frequency of o 
or 3o, and therefore they become a source of inaccuracy in wave resolution. 
Similar phenomenon occurs in irregular waves having frequency spectra, though 
detailed analysis will be complicated. 

An indication of such nonlinear effects can be seen in Fig. 9, which 
shows the frequency-wise representation of reflection coefficient of a sea- 
wall with vertical face (type V) and a seawall with a mound of artificial 
concrete blocks (type B) on the bottom slope of 1 in 10 and 1 in 30. 
Thin dash-dot lines indicate the overall reflection coefficient estimated 
by Eq. 9 for the effective range of resolution.  Humps of Ko(f) around 
twice the spectral peak frequency for the type V seawall may be due to 
the nonlinear effects. When the reflection coefficient is low such as 
for the type B seawall or the case of no seawall, the humps become insigni- 
ficant.  Experiments with waves of longer periods have exhibited another 
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humps around thrice the spectral peak frequencies.  Therefore, the frequency- 
wise representation of reflection coefficient should be treated with due 
regard for the nonlinear effects.  The employment of the overall reflection 
coefficient by Eq. 9 is based on this consideration. 

Estimation of Accuracy of the Resolution Technique 

Indication of the accuracy of the present technique is seen in Figs. 2, 
3, and 6 as the dispersions of resolved amplitudes.  In case of progressive 
waves and partial standing waves, the dispersion is of the order of + 5% 
except for the diverging zone, while it becomes about two times in the case 
of standing waves.  These dispersions are partly due to the variability 
of waves in a laboratory flume, and the error involved in the resolution 
technique is considered less than those indicated in these figures. 

The effect of nonlinear terms of finite amplitude waves upon the wave 
resolution is difficult to quantitate.  It should be mentioned here that 
the conventional method of estimating the reflection coefficient with 
the observed heights of maxima and minima of partial standing wave systems 
is much suceptible to the nonlinear effects.  For example, the conventional 
method tends to yield an apparent reflection coefficient of low value for a 
highly reflective structure and a correction is required [9].  The conven- 
tional method is essentially for the fundamental frequency component of 
small amplitude waves.  It cannot detect other associated components such 
as the harmonics, but it is influenced by them instead. 

The overall accuracy of wave height estimation is considered rather 
small for incident waves.  Suppose that the significant height of Hg = 20 cm 
was measured for an irregular standing wave system and the reflection 
coefficient of the structure in test is 0.6.  The true incident wave height 
is HT = 17.1 cm by Eq. 10.  If the wave resolution have produced the estimate 
of Kg - 0.7 by some reason, the estimate of H-r would be 16.4 cm, which is 
smaller than the true value by 4%.  When the reflection coefficient is small, 
the error in the estimate of incident wave height becomes negligible. 

EXAMPLES OF APPLICATIONS 

The resolution technique has been employed in the authors' laboratory 
for irregular wave experiments since 1973.  A series of wave overtopping 
tests have been carried out for seawalls with vertical faces and other 
types of seawalls [14].  Trains of irregular waves of about 200 waves long 
were generated and exerted upon model seawalls.  The total amount of over- 
topped water was measured for each wave train, which yielded the rate of 
wave overtopping per second per unit length of seawall.  At the same time, 
wave records of composite waves were taken by the two gauges in the offshore, 
and the incident and reflected wave heights were estimated from those records 
by the present technique.  Figure 9 for the frequency-wise reflection coef- 
ficient is an example of the results of wave overtopping tests.  Without 
the use of the resolution technique, the tests would have been much laborious 
since a number of short wave trains would have had to be employed to avoid 
the multi-wave-reflection problem.  The tests have produced a set of twelve 
diagrams for the estimation of wave overtopping rate of seawalls under 
irregular wave actions, covering the full range of water depth from the 
offshore to the foreshore. 
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Another example of wave tests for continuous wave actions is the wave 
transmission characteristics of a composite-type breakwater, which consists 
of a caisson rested upon a rubble mound.  When the crest of breakwater is 
not high enough, some waves overtop it and new waves are generated behind 
it.  The characteristics of transmitted waves by irregular wave actions can 
be revealed by experiments with continuous runs only.  Figure 10 is a result 
of such experiments [15]. The ratio of significant height of transmitted 
waves to the incident significant wave height, (H-J^-J) /(H-j^).., as well as 
the reflection coefficient are plotted against the ratio of crest height to 
incident wave height, hc/ 0^x/^)j-     The curves are those of regular waves 
previously formulated by the senior author [16].  The transmitted waves have 
two distinct properties.  The one is the distribution of wave heights being 
broader than the Rayleighan.  The second is the wave period being shorter 
than the incident waves.  Figure 11 shows the latter characteristic. 
Both the mean and significant wave periods decrease to 50 to 80% of the 
incident wave periods. 

The present resolution technique is also effective to detect the en- 
hancement of harmonic components of waves through the interaction with struct- 
ures.  Figure 12 is one of such examples.  A slit caisson with the opening 
ratio of 20% was tested for wave absorbing characteristics. As listed in 
the figure, the reflected wave height was estimated as 4.9 cm for the incident 

waves of (Mx/3^l  = 10-3 cm and Tl/3 = 2'65 sec' and tte overa11 reflection 
coefficient was 48%.  An interesting feature of the slit caisson is that it 
enhances the third harmonic component when it reflects waves.  The feature 
has been predicted by Mei, Liu, and Ippen [17] in general form and is demon- 
strated in Fig. 12 as a hump of reflected wave spectrum around 3f = 1.05 Hz, 
where f = 0.35 Hz corresponds to the spectral peak of incident waves. 
Though a caution should be taken in the interpretation of resolved harmonic 
components as discussed earlier, the result of Fig. 12 is judged to represent 
actual generation of the third harmonics because it is not observed in the 
spectrum of incident waves and the overall reflection coefficient is relatively 

low. 

The enhancement of odd harmonic components by wave reflection was more 
conspicuous when the slit caisson was tested for regular waves.  The undulation 
of wave heights by formation of partial standing wave system was obscurred 
by the presence of odd harmonics and the conventional method for the measure- 
ment of reflection coefficient had difficulty to obtain the correct value of 
reflection coefficient. 

The application of the present technique of wave resolution is not 
confined to the above examples.  It is applicable to any wave test with 
regular or irregular trains of waves. Though the question of wave nonlinearity 
effects remains to be clarified, it will provide the most needed means to 
measure the coefficient of reflection of irregular waves. 

CONCLUSIONS 

A technique to resolve the incident and reflected waves from the records 
of composite waves has been proposed.  Examination of the technique with wave 
tests has shown the followings: 

1)  The wave resolution is not possible around the condition of A8./L 
= n/2 where n = 0, 1, 2, . . .  As a guideline, the wave resolution 
may be performed in the range of 0.05 < AJl/L < 0.45. 
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2) The wave gauges are recommended to be located at the distance of 
more than one wavelength from the test structure and wave paddle 
in the irregular wave test. In the regular wave test, the wave . 
gauges may be set as near to the structure as at the distance of 
0.2 L. 

3) There remains the problem of nonlinear wave interaction which 
may affect the accuracy of the wave resolution technique. 

4) The technique is effective in detecting the enhancement of odd 
harmonics in the wave reflection by a structure such as a slit 
caisson. 

The authors sincerely express their thanks to Messrs. Yasuharu Kishira 
and Osamu Kikuchi, members of the authors' laboratory, for their earnest 
cooperation in carrying out the experimental verification. 
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APPENDIX: MULTI-REFLECTED WAVES IN A LABORATORY FLUME 

As described in the text, waves in a closed, laboratory flume may travel 
many times between a reflective model structure and the wave paddle as the 
result of wave reflections at the both boundaries.  This composes a multi- 
wave-reflection system.  Let the amplitude of initially generated waves be 
denoted by aQ, the reflection coefficients of the test structure and wave 
paddle by r and R, respectively, and the distance between them by I. 
Then the wave profile of multi-wave-reflection system can be expressed as 
an infinite series of 

—    =  cos(ot-kx)  +   Rcos(ot + kx - 2k£) 
ao 

+ r R cos(at - kx - 2k£)  + r R2 cos (at + kx - 4k£) 

+ r2R2cos(at - kx - 4k£)  + r2R3cos(at + kx - 6kJL) 

+••••, (A.l) 

where r\ is the surface elevation of waves, o is the angular frequency of 
2-irf, and k is the wave number of 2TT/L. The infinite series can be sum- 
marized after a few manipulations as a closed form of 

.  „     „,    y=r~ {cos(at -kx+ e) + Rcos(ot + kx - 2kH + 6)1 
/l - 2rR cos 2k5, + r^Rz 

(A.2) where, 

r R sin 2k£ 
9  =  tan     h-rRcoS2U^ (A-3) 

This proves the formation of two trains of waves propagating in the opposite 
directions as the result of multi-wave-reflections. 



CHAPTER 49 

DECOMPOSITION Of CO-EXISTING RANDOM WAVE ENERGY 

12 3 
Dennis B. Morden , Eugene P. Richey and Derald R. Christensen 

INTRODUCTION 

Of the several transformations that water waves may undergo, the pheno- 
menon of reflection has received relatively little quantitative attention, 
although the analyst is sensitized to reflection in a qualitative way. Com- 
monly the investigator is interested in progressive or transmitted waves and 
the characteristics of reflected waves and the energy dissipated during the 
reflection process are of little consequence. There are, however, certain 
structures, such as piers, floating bridges, bulkheads, etc., where waves 
reflecting from the structure can be of concern if they should impinge on a 
site or shoreline sensitive to a new, or changed, wave climate. Quantitative 
assessment of the energy dissipated during reflection is essential to the 
evaluation of devices which are intended to reduce site interaction problems 
and/or reduce the loading on structures and anchor systems. 

This paper examines the analysis of sea states where wind-generated 
waves and their reflection co-exist. Using the results of a field test the 
characteristics of co-existing sea states are discussed. The decomposition 
of these waves to obtain separate incident and reflected wave spectra requires 
two applications of spectral analysis. First, spectral estimates are computed 
from co-existing wave data acquired simultaneously at multiple, fixed sensor 
locations. These spectra are then divided into frequency increments and the 
amplitude associated with each increment used as an independent input into a 
technique to decompose the co-existing waves into appropriate incident and 
reflected wave spectra. Because the incremental amplitudes of the original 
spectral estimates are used as independent inputs, the shape and accuracy of 
these original estimates naturally have a profound influence on the final 
separated wave spectra. Various spectral estimating techniques were used on 
the field data and the accuracy of the results were compared to three valida- 
tion criteria. 

Because the findings and discussion are validated primarily by the 
analysis of specific data it seems appropriate to first describe the relevant 
features of the field test. Though the present study involves deep water 
waves and zero transmission, the principles apply equally well to any situa- 
tion where wave reflections are of interest. 

TEST DESCRIPTION 

Test Site - Sea states composed of wind-generated deep water waves and 
their reflections were examined in Lake Washington which adjoins Seattle, 

1. Research Engineer, The Boeing Company, Seattle, Washington, U.S.A. 
2. Professor of Civil Engineering, Department of Civil Engineering, University 

of Washington, Seattle, Washington, U.S.A. 
3. Research Engineer, Department of Civil Engineering, University of Washing- 

ton, Seattle, Washington, U.S.A. 
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Washington, U.S.A. A sixty-foot wide floating bridge with a seven-foot draft 
traverses the lake in a generally east-west direction and is exposed to waves 
generated over a 2.8 mile effective fetch by the prevailing southerly winds 
of the region. Near the center of the span a test site was established to 
evaluate the waves reflected from the solid vertical walls of the bridge pon- 
toons (which extended 11 feet above SWL) and those reflected from a perforated 
wall breakwater appended to the pontoon. For the waves occuring at the site 
the bridge forms an excellent barrier, completely eliminating transmitted 
waves. The 200-foot depth of the lake is sufficient to classify all waves 
as deep water waves. During storms reflected wave trains are apparent as 
far as 4,000 feet south of the bridge. 

Figure 1 depicts an aerial close-up of the test site. Co-existing in- 
cident and reflected waves were monitored using pressure transducers located 
five feet below stillwater level (SWL). Analog data were recorded simultan- 
eously at four locations: two in front of a breakwater and two more 150 feet 
away in front of the solid vertical wall of the bridge. Viatran Model PTB 
101 transducers were rigidly mounted 7'9" and 12'9" away from each barrier, 
as shown in the figure. Morden (1975) shows details of the apparatus and 
test procedure. 

Perforated Wall Breakwater - To produce reflected waves with amplitudes 
substantially different from those at the solid vertical bridge wall, a per- 
forated vertical wall and solid (but removable) bottom were appended to the 
bridge, as shown in Figure 2. This "L"-shaped structure and resulting chamber 
form a perforated wall breakwater of the type originated by Jarlan (1961). 
The test breakwater section was long enough to avoid diffraction effects on 
the outer wave sensors, and terminated by solid vertical end plates to maxi- 
mize the two-dimensional response of the chamber. 

Several authors have tested and analyzed the behavior of this type of 
breakwater; their results have been reviewed by Morden (1975). Richey and 
Sollitt (1970) successfully model the behavior of the breakwater in mono- 
chromatic waves as a linear damped oscillator. As such the amplitude and 
phase angle of a wave are altered during the reflection process, but its 
frequency is not changed. 

The reflection coefficient for the breakwater in monochromatic waves (Fig.3) 
is defined as the ratio of reflected to incident wave heights, and has a mini- 
mum value at a particular frequency, which depends primarily upon breakwater 
geometry. This definition must be modified for the random wave case, and 
becomes the square root of the ratio of the reflected to incident energy over 
a specified frequency band width, i.e., 

R=,/0 (l) 

CHARACTERISTICS OF CO-EXISTING* SEA STATES 

Ippen (1966, p. 58) points out that the average potential energy density 
(i.e., potential energy per unit surface area) is a function of distance from 

* Sea states composed of the superposition of wind-generated waves and their 
reflections. Superposition of unrelated waves are not considered. 
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the reflecting barrier.    For a single linear wave component the time averaged 
potential energy at a fixed location, x, obtained from the application of linear 
wave theory is 

PE(x) = * (a? + a* - 2 a^ cos(er + ^) (2) 

where a., a , L, and e are the incident and reflected wave amplitudes, wave 
length,^nd relative phase angle, respectively. Since the wave sensors monitor 
the potential energy, the time averaged energy density at a fixed location in 
a co-existing sea state is not the same as the sum of the time averaged energy 
densities (taken independently) of the incident and reflected progressive waves 
that combine to form the co-existing waves. The measured amplitude is modu- 
lated by the last term of Eq. 2. 

Inherent in the computation of average energy density for a progressive 
wave is the assumption that the time average of the wave amplitude at a fixed 
location is the same as the spatial average of the wave amplitude at a fixed 
time. For random progressive waves this requirement is met statistically by 
assuming that the random process is ergodic; i.e., that the ensemble average 
equals the time average for any location and time. Random waves progressing 
in a given direction are represented as the superposition of a number of com- 
ponents each with its own characteristic amplitude, frequency, speed, length, 
and phase angle. The phase angles for random progressive waves are taken to 
be independent, random, and uniformly distributed between 0 and 2ir. When a 
random progressive wave and its reflection co-exist there is a deterministic 
relationship between each incident and reflected wave component. The rela- 
tionship is a function of the speed of the wave component, the distance between 
the sensor and the location of reflection, and the phase change occuring during 
the reflection process, if any. The speed associated with each component is 
linearly related to the frequency such that product of the frequency and speed 
is a constant. 

Any two components of a progressive wave move into and out of phase with 
each other as time progresses, causing a beat effect. If energy density for 
progressive waves is averaged over a beat period, the average energy density 
is not a function of location and the average value equals the sum of the 
energy densities for each component. 

On the other hand, the time series obtained at a fixed location in a co- 
existing incident-reflected sea state not only contains the beat effect for 
each wave system but also the amplitude modulation which is a consequence of 
being, in effect, at different locations on a partial standing wave envelope 
for each frequency component. For each frequency component the amplitude 
modulation has a different value (due to the space and frequency dependence 
of the last term in Eq. 2). The net result is a time series with a beat effect 
and an amplitude modulation causing the peak measured amplitude values to be 
strongly dependent on sensor location. The effects are evident in the typical 
time series shown in Figure 4 for data acquired simultaneously at two fixed 
locations in front of a solid vertical wall. The effect of position in a 
standing wave envelope is evidenced by the maximum values recorded. Signals 
obtained in front of the breakwater are similar in appearance. 

Spectra obtained from these time series are shown in Figure 5. The 
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variances computed at the two distances in front of the solid wall display a 
strong dependence on sensor location. The twice frequency hump is due to 
using subsurface pressure sensors. Longuet-Higgins (1950) and Silvester 
(1974) established that in co-existing sea states a second order pressure 
variation of the form yira^y.       exists in addition to the usual. The 

—j— cos(4irft) 

term is not attenuated with depth and ultimately dominates over the first order 

term (with its e 1TH' pressure response factor) as depth increases. The second 
order term can be attributed to the movement of the center of gravity in the 
water column as above the sensors, the fluctuations, occuring at twice the fre- 
quency of the surface wave components, are not "real" in the sense of contribu- 
ting to the surface energy density and therefore must be filtered from spectra 
obtained using pressure sensors in co-existing sea states.* In the present 
study the filtering was not a problem, but in co-existing sea states where the 
spectrum is relatively broad band (the twice-frequency hump might be buried in 
the spectrum) surface piercing gauges should be used. 

The characteristics of the remaining spectra may be better understood by 
considering a single frequency component of both the incident and reflected 
wave system. Conceptually, the resulting sea surface at a fixed location due 
to these two components can be thought of as the sum of a progressive wave and 
a standing wave. The progressive component eliminates the possibility of true 
nodes, while the standing wave component produces maxima and minima in the 
wave envelope which are functions of location. Since these locations are 
determined by the standing wave component, the phase angle and distance rela- 
tionships producing the amplitude extremes can be obtained by examining the 
nodes and antinodes for a perfect reflection. The frequencies associated with 
node and antinode locations for perfect reflection were computed from linear 
theory and superimposed on Figure 5. The nodes and antinodes suggest frequen- 
cies at which the spectra for each fixed location should contain minimum and 
maximum (respectively) amounts of information about the wave process. When 
simultaneously acquired co-existing wave data are examined at two fixed loca- 
tions, the effects of spatial dependence of the information contained in the 
spectra can be seen. No location exists where the computed spectrum contains 
the appropriate ordinate values for the process at all frequencies. Instead, 
the location where the largest variance (and spectral area) will be calculated 
is at the position where the frequency for an antinode most nearly matches the 
peak frequency of the incident wave (assuming that the band width of the 
process is on the order of, or less than, the frequency difference between 
nodes). For the wind condition represented by Figure 5, the majority of the 
incident wave energy occurs at frequencies (.4 - .5 HZ) near a node at the 
inner (7'9") station and near an antinode for the outer (12'9") station. The 
opposite occurs in the high frequency tail of the curves where the spectral 
ordinate value associated with the outer station is less at a frequency cor- 
responding to a node. Since the energy in the incident wave was concentrated 

* Alternative one could analyse only the twice frequency spectrum because it 
is not attenuated with depth, provided the size of the XJL.., terms are 

sufficient to analyse. Due to the considerable reduction in ar caused by 
the breakwater the twice frequency hump was exceedingly small for spectra 
obtained from data taken in front of the breakwater. 
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in a frequency range near the antinode for the outer station, its calculated 
variance is much larger than that for the inner one (in this case 4.6 times 
as large). For all wave conditions tested, the peak incident wave frequency 
was nearer the antinode frequency for the outer station. Thus, the variance 
calculated at that station was always larger than the variance at the inner 
one. The ratio of the variance at the two stations (outer/inner) ranged from 
1.4 to 8.1 for the wave conditions of record. 

When a linear reflection process occurs at barriers other than solid 
vertical walls, the location of the node and antinode associated with each 
frequency increment is altered due to the phase changed occuring during the 
reflection process. As a result of the phase change during reflection alter- 
ing the frequencies associated with nodes and antinodes, a fixed location in 
front of the breakwater is not monitoring the same portion of the partial 
standing wave envelope as that being monitored at the same physical distance 
in front of a solid vertical wall. Thus, direct comparison of spectral or- 
dinate values obtained from co-existing wave data taken at the same physical 
distance in front of two types of barriers is a comparison of "apples and 
oranges." 

Having discussed the behavior of co-existing sea states and demonstrated 
that the variance obtained from any fixed sensor data does not represent the 
true average energy density, a technique is now discussed to circumvent the 
problems and decompose multiple co-existing wave spectra into separate incident 
and reflected spectra. 

DECOMPOSITION TECHNIQUE 

Thornton and Calhoun (1972) initially presented a theory for separating 
incident and reflected wave spectra using co-existing wave data acquired sim- 
ultaneously at two fixed locations in line along the wave ray. The sea state 
is presumed to result from the superposition of random waves progressing in 
opposite directions. Each wave is assumed to pass over both sensors. As 
commonly done in spectral analysis, the random waves progressing in a given 
direction are represented as the superposition of a number of components each 
with its own characteristic amplitude, frequency, speed, length, and phase 
angle. The phase angles for random progressive waves are taken to be independ- 
ent, random, and uniformly distributed between 0 and 2ir. Spectral analysis is 
used to compute mean square spectra (as well as cross spectra) for the co- 
existing waves at each sensor location. 

The theory was developed by applying linear wave theory to mono-chromatic 
waves. For a single wave component frequency, the incident and reflected 
component wave amplitudes are related to the co-existing wave amplitude at two 
stations. The resulting equations are: 

_•• A, cos kx„ - A„ cos e 
9r = tan  CA1 sin kx2 - Ag sin e~] (3) 

3. = tan ' [• 
I I 

1 r
ar sin 
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_•• A-, cos kx„ - A„ cos 9 
V tan  [A1 sin kx2 + A2 sin e (4) 

-A, cos 9 + A, cos kx„ 
r    2 sin kx„ sin 9 K ' 

a^ sin e^  A, cos kx0 - A, cos 9 
i    sin e.    2 sin kx? sin 9. K  ' 

The quantities A,  and A? are the amplitudes of the particular frequency com- 
ponent under consideration as calculated from spectral analysis of the signals 
at 1  and 2.    x~ is the measured distance between gauges; k is calculated from 
linear wave theory to be k = 2ir/L =  (4?r2/g)f2 (in deep water).    The phase 
relationship 9 can be obtained directly from the data through cross-spectral 
analysis of simultaneously acquired records at the two in-line sensor locations. 
The cross-spectrum is obtained from the Fourier transform of the cross-covar- 
iance function in the same manner that the energy spectrum is obtained from 
the Fourier transform of the auto-covariance function.    The inverse tangent 
of the odd contribution to the cross-spectrum (quadrature spectrum, Q-^f)) 
divided by the even contribution (co-spectrum, C12(f)) can be used to   cal- 
culate the average phase shift, 9, within each frequency band; i.e., 

-1    Ql?(f> 
e(f) = tan '  l-^jjjl (7) 

These quantities are sufficient to solve for e and e. using Equations 3 and 4. 
The values of a and ai are then available as  a function of these phase angles 
for the given  frequency. 

Thus, by evaluating each frequency bandwidth using Equations 3-7 the 
component incident and reflected wave amplitudes can be calculated and the 
corresponding separate incident and reflected wave spectra computed. In 
random waves, A-, and A? are obtained by applying spectral analysis to the 
measured co-existing wave data. The resulting co-existing wave spectra are 
necessarily only estimates of the distribution of amplitudes (squared) with 
frequency (i.e., each co-existing wave spectrum is divided into frequency 
increments and the amplitude representative of that frequency band used as an 
independent input to equations 3 - 7.). Incident and reflected spectra are 
then created by plotting the solution to the equations (at each frequency 
increment) over the range of frequencies. Thus, the accuracy of the resulting 
spectra is strongly dependent on the shape as well as the variance of the co- 
existing wave spectra. The process is reviewed schematically in Figure 6. 
The assumptions inherent in the application of the technique include: 

1. Linear wave theory applies. This requirement, which is a reasonable 
engineering approximation for most non-breaking sea states, is due to the lin- 
ear wave theory applied to solve the equations. 

2. The reflection process does not alter the frequency. Since each 
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frequency increment is treated independently there is no analytical mechanism 
to account for frequency alterations. 

3. Wave crests are sufficiently long and parallel to the reflecting 
barrier that the incident wave passes both sensors, is reflected and passes 
both sensors again. 

4. The surface at each sensor location is the linear superposition of 
progressive incident and reflected waves. 

5. The process is statistically stationery. Typically this requirement 
is met by comparing calculations based on different portions of an analogue . 
data record. 

The distance between sensors must be known, but it is not necessary to know the dis- 
tance to the reflecting barrier nor the characteristics of the reflection 
process (except for requirement #2 above). 

To evaluate the accuracy of various spectral analysis techniques three 
performance criteria were specified for the test data. Before the particular 
techniques are compared, some general characteristics of the spectra resulting 
from decomposing the co-existing waves are presented. 

The required inputs, for the decomposition technique are the incremental 
amplitude and phase information obtained from spectral estimates of two sim- 
ultaneously acquired co-existing wave signals taken at two different distances 
in front of a reflecting barrier. The incident waves must have crests nearly 
parallel to the reflection barrier and the sensors sufficiently in-line with 
the wave advance that any given incident wave component can be assumed to pass 
both gages, be reflected, and again pass both gages.. Linear wave theory is 
then used to separate the incident and reflected components from the co-exist- 
ing wave components at the two fixed locations on the partial standing wave 
envelope. Because each frequency increment is treated independently, it is 
necessary to know or assume that the reflection process does not appreciably 
alter the frequency of the incident wave component. It is not necessary to 
know anything else about the location or characteristics of the reflection 
process. 

The technique produces the phase and amplitude for both the incident and 
reflected spectra at each frequency increment. These are presented in Eqs. 2 
- 6 and are functions only of the physical distance between sensors and the 
characteristics of the co-existing wave signals. 

Surface or subsurface wave sensors can be used to obtain the co-existing 
wave information. If subsurface transducers are used the twice frequency com- 
ponents must be filtered from the spectra before they are input to the decom- 
position technique. 

Eqs. 3-6 are consistent if the outer gage is designated 1 and inner 
gage 2. The two signals can be interchanged if the sign on the phase angle, 
e, is changed. Usually, an auto spectrum can be calculated without regard to 
the sign of the amplitude. Due to the use of information from two auto spectra 
in calculating the incident and/or reflected spectra using this technique, the 
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signs must be consistent with the physical signal (or both opposite from 
reality). 

Figure 7 shows the reflected wave spectrum in front of a solid vertical 
wall (from the co-existing wave spectra shown in Figure 5). From Figure 5 it 
can be seen that the amplitude values at frequencies below .2 Hz are extremely 
small. Terms involving the difference of these small values are used in the 
denominator of the equation for amplitude (Eq. 5). Thus, the values of the 
reflected spectra calculated where the amplitudes of both co-existing spectra 
are nearly zero (f<.2) is erroneous and should be set to zero. 

The denominator of Eq. 5 goes to zero when the wave length equals twice 
the spacing between the sensors. For the distance between the sensors in the 
present investigation of five feet the amplitude should go to infinity at 
f = .716 Hz. This is clearly evident on Figure 7. For any application of 
the technique the distance, x?> between the sensors should be chosen so that 
/x~/2.56 is greater than any frequency containing surface wave data of interest.* 

The remaining spectral information, which for the figure shown is concen- 
trated between f = .35 and .65 Hz., is the actual spectral estimate associated 
with the reflected wave that contributed to the co-existing sea state of Figure 
5. Due to the equation similarity, the incident spectrum has identical charac- 
teristics. 

Eqs. 4 and 6 are written in two forms which are trignometrically identical. 
The numerical problems discussed relative to frequencies below .2 Hz produce 
different spectral calculations for the different identities below f = .2 Hz 
and above f = .75 Hz (because the input amplitudes were nearly zero). Over 
the range of interest, i.e., the range of frequencies when the co-existing 
wave spectra indicated wave activity, the identities produced identical answers. 

For any application of this technique, the range of frequencies containing 
surface wave information should be established from the co-existing wave spectra 
and/or knowledge of the specific test conditions. Outside the desired range the 
extraneous incident and reflected spectral amplitude should be filtered off. 
The variances of the resulting incident and reflected spectra can then be 
obtained. 

These variances now represent the average energy densities in the incident 
and reflected wave process and are independent. Since they are separate from 
each other and independent of spatial location, they can now be used directly 
to calculate the reflection coefficient of a barrier and/or the dissipation 
occurring during reflection. The dissipation is easily expressed as the decrease 
in average incident energy (^ incident variance, a?, and reflected variance, aj). 

i' 

,2 

Percent dissipation during reflection =  (1 j-)-100 (8) 
l 

From linear deepwater wave theory, f = V L    The decomposition is valid 

for wave lengths greater than 2x„..'. decomposition is valid for f</x„/2.56. 
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Either the reflection coefficients or the dissipation can be calculated 
equally well from the surface or sub-surface sensor data once the desired 
frequency range has been defined (and provided the pressure response factor 
does not reduce the signal strength to an unacceptable level within the range 
of interest). 

A technique has thus been shown to circumvent the problems associated 
with co-existing random wave data, and produces separate incident and reflected 
spectra from which the desired reflection characteristics of a barrier can be 
obtained. The only requirements to using the technique are (1) that the 
reflection process be known or assumed to occur without altering the wave 
component frequency, (2) that the distance between two in-line sensors be 
known, and (3) that the co-existing wave spectra from the two sensors be used 
as inputs to the decomposition technique where each frequency increment of the 
spectra is operated on independently. The effect of the last requirement on 
the numerical computation of incident and reflected spectra is now considered. 

COMPARISON OF LAG PRODUCT AND FAST FOURIER TRANSFORM 
METHODS APPLIED TO THE DECOMPOSITION TECHNIQUE 

The decomposition technique requires, as input information, the auto and 
cross spectra from data acquired simultaneously at two "in-line" locations in 
a sea state where random incident waves and their reflections co-exist. In- 
crements of the auto spectra become the inputs to Eqs. 3-6 and increments 
of the cross spectra are used to evaluate the phase, Eq. 7. The technique 
operates on each frequency increment of the spectra independently. Thus the 
shape and accuracy of the co-existing wave spectral estimates could profoundly 
influence the computed incident and reflected spectra. 

Two methods are commonly used to obtain spectra from random signals; 
namely, lag product and fast Fourier transform techniques. The lag product 
method follows the procedure given by Jenkins and Watts (1968). A fast 
Fourier transform program is described by Paniker (1971). Programmed versions 
of both methods are widely available. The lag product method involves comput- 
ing the autocovariance function, which is the correlation of the random signal 
with itself for the desired number of lags (time increments). The zero lag 
product of the process is the variance, or mean square value of the signal 
about the mean. The mean is always zero for the present investigation and 
the variance is directly proportional to the average energy in the wave 
signal, and the Fourier transform of the autocovariance function is the 
spectrum. 

Parseval's Theorem (Brigham, 1974) establishes that the spectrum also 
results from the direct Fourier transform of the continuous time series. 
For digital computation the Discrete Fourier Transform, DFT, provides a Fourier 
transform pair made up of the digital time series and a discrete approximation 
of the continuous spectrum. The fast Fourier transform, FFT, is just an 
algorithm for efficiently computing the DFT (Bergland, 1969).* 

* For 1024 data points used for most of the present analysis the FFT produces 
a 200 to 1 reduction in computation relative to the DFT. 
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The transformations above are defined for infinite time. For the finite 
length records actually used the transformation can be thought of as an infinite 
time series multiplied by a window with length equal to the data record. Since 
multiplication in the time domain is convolution in the frequency domain, the 
transform of the data (or autocovariance function) is automatically convolved 
with the transform of the window function. When no window shape is specified 
it automatically becomes a function which equals zero for all time except the 
time of the data record and equals one (i.e., has no effect on the time series) 
during the time of the record (referred to as a rectangular window). The 
transform of the rectangular window has substantial side loops, which when 
convolved with the transform of the data produces undesirable positive and 
negative contributions to the spectral value at each frequency. To minimize 
this effect several window functions are in common usage which, when transformed, 
have smaller or better behaved side loops and produce more desirable or less 
noticeable contributions to the spectral estimate. Though the effect of con- 
volving the data with a window can be reduced through the choice of window 
functions, the resulting spectrum is always an estimate of the true spectrum 
for the process. 

The spectrum resulting from the transformation of the finite digitized 
data is referred to as a raw periodogram. Since the periodogram is the direct 
transform of the finite data from the time to the frequency domain, it is the 
least squares representation of the raw data (convolved with a window), and 
it contains the raw coefficents of the Fourier line spectrum. For random 
signals, the individual component amplitudes do not converge to the true 
spectrum as the data record length increases. To estimate the true spectrum 
for the process, adjacent values of the line spectrum are summed together. 
If too many points are summed together the spectrum becomes oversmoothed 
(biased). The appropriate number of points to sum to best approximate the 
true spectrum is more of an art than a science. The window most commonly 
applied to the data for the FFT technique is the tapered cosine window where 
the first and last 10 percent of the time series is smoothed using a quarter 
period segment of the cosine function. The effect of varying the number of 
line spectral components summed together will be considered further. 

The lag product method involves transforming a number of lags of the 
autocovariance function. The resulting spectral estimate is a function of 
the number of lags transformed and the window used to multiply the autoco- 
variance function (lag window). When the number of lags transformed is too 
few the spectrum is oversmoothed (biased). As the number of lags increases, 
the spectrum approaches the true spectrum of the autocovariance function, 
then becomes very jagged and unstable. The jagged spectrum produced by the 
lag product method does not converge to the raw line spectrum produced by the 
FFT technique. The number of lags necessary to produce the best estimate is 
unknown and will be considered further. Several window functions are commonly 
used to smooth the spectral estimate and minimize the effects of side loops 
(Jenkins and Watts, 1968). 

A decision must be made about which combination of windows and transform 
techniques should be used to produce the best estimate of spectra for co- 
existing waves which can then be broken into frequency components and used 
as inputs into the decomposition technique. Experimental data were acquired 
at four stations simultaneously; two in front of a solid wall (7'9" and 12'9") 
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and two at the same distances in front of a perforated wall breakwater, 150 
feet away (Figure 1). The co-existing waves at the two stations should be 
different because of the different reflecting processes, but the energy 
density of the incident waves averaged over the 5.6 minutes of the record 
should be the same at two stations, only 150 feet apart. Decomposition can 
be used to compute the incident spectra and average energy density (propor- 
tional to the variance) at the two locations. A perfect estimate of the actual 
incident wave process would require that the incident variance at the two loca- 
tions be identical. Defining this desired condition as C, 

C =  \ HP-   + 1 (9) 

where a perfect decomposition requires C = 1. 

Reflections from a solid vertical wall  are nearly perfect below a critical 
wave camber (Morden, 1975, Section 11C).    Over most of the wave conditions en- 
countered in the present investigation, the reflection coefficient in front of 
the solid wall,  R„, should equal   .99-1.0.    Co-existing wave data in front of 
the wall  can be decomposed and the resulting variances for the incident and 
reflected components used to obtain R . 

4 ,    , -   -> .99-1.0 (10) 
io 

A perfect decomposition  requires Rm =  .99-1.0. 

Perforated walled breakwaters reduce co-existing wave action enough that 
several observers qualitatively claim that the devices work well.    A reduction 
in co-existing waves substantial  enough to be clearly seen in a random sea 
state would require a considerable dissipation during the reflection process. 
Therefore,  properly decomposed spectra should show a reflection coefficient 
significantly less than 1.    Model-scale predicitons  (Richey and Sollitt,  1970) 
suggest overall  reflection coefficient (RRU) values in the range of 0.4 to 0.7. 

RBW =   V^   * "4t0   -7 <"> 

These criteria can now be applied to the data for various combinations 
of lags and windows for the lag product techniques and various sums of spec- 
tral line components for the FFT technique. The variations are applied to the 
co-existing wave data, the resulting spectra can then be incremented and used 
as inputs into the decomposition technique. The computed incident and reflect- 
ed variances and spectra can then be judged by the natural criteria. 

Stationarity was established for each set of data by analysing the dif- 
ferent portions of long analog data records and using only those without 
changes in computed spectra. Following analysis of many combinations the 
data was digitized and sampled with a sampling rate of .328 second/sample. 
(Nyquist frequency 1.52 Hz) 1024 data points represent 5.5 minutes of analog 
data. 
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Jenkins' and Watts' (1968) window closing technique was initially used 
to examine 20, 40, 60, 80 and 95 lags of the co-existing wave data. The lag 
product method produces very smooth unbiased input spectra when the number of 
lags equals 50, approximately 5 percent of the record length. Progressive 
wave spectra often become unstable with lag numbers approaching twice this 
number. Since the co-existing wave record is expected to be much less smooth 
because of the effects of partial nodes and antinodes, a high number of lags, 
say 95, were also tried. The window which produces the least stable spectra 
is the rectangular window (with its large negative side loops). Tukey and 
Parzens windows were also applied to smooth the spectra (with the Parzens 
window presenting the advantage of no negative side loops). The effect of 
the extremes of these conditions on the shape of the co-existing wave data is 
shown in Morden (1975).The resulting incident and reflected spectra can be 
grouped to display the spectral shapes corresponding to the natural criteria. 
Even transforming 95 lags of the autocovariance of a co-existing sea state 
produces a spectrum (convolved with appropriate window) which is too smooth 
to be broken into increments which can be treated independently. 

The FFT technique provides the advantage of transforming the data directly. 
The number of raw periodogram coefficients to be summed together to produce 
co-existing wave spectra can be varied to show their effect on the computed 
incident and reflected spectra. Sums of 3, 10, and 15 points (denoted £3, 
£10, £15) were considered. To increase the number of line spectral compon- 
ents computed, zeroes can be added also to the record. The effect of adding 
the same number of zeroes as original data points was also considered. The 
tapered cosine window is an accepted window for use with FFT and is used in 
all the following comparisons (Bergland 1969). The FFT spectra appear less 
smooth than those computed from the lag product method, and they do satisfy 
all three criteria. 

Table I summarizes the results of applying the various conditions above 
to the arbitrarily chosen data set. In all cases the reflection co-efficients 
are defined over the range of frequencies containing measurable data, .25 to 
.65 Hz. Application of FFT [3 to fourteen sets of field data records produced 
root mean square error from the criteria for perfect estimation of 4.0 per- 
cent for the reflection coefficient (Eq. 10) and 12.7 percent for C (Eq. 9). 
FFT £l0 with zeroes added produced r.m.s. values of 3.9 percent for all Rro 
and 10.7 percent for all C. 

It is concluded that the decomposition technique is indeed sensitive to 
the shape of the input co-existing wave spectra. The lag product method, with 
its intermediate computation and transformation of the autocovariance function, 
produces too much smoothing to allow independent treatment of frequency in- 
crements. While not perfect, the decomposition technique incorporating the 
FFT produced input spectra is capable of reducing co-existing wave spectra 
differing by almost an order of magnitude and produce spectra which satisfy 
the established criteria within 10 percent. 

Based on the examination of the available data, the FFT technique 
incorporating the summation of 10 spectral line components of co-existing 
wave data with zeroes added is recommended. Finally, it is suggested that 
any desired smoothing be done on the output incident and reflected spectra 
after decomposition. One effective smoothing technique is the moving average. 



WAVE ENERGY DECOMPOSITION 863 

TABLE I.    SUMMARY OF TECHNIQUES APPLIED TO AN ARBITRARY DATA SET 
[DATA 16-156/157) 

CO-EXISTING WAVE DATA -  INPUT 

Tech- 
nique 

Lag 
or 
Sum 

Win- 
dow 

SOLID WALL BREAKWATER 
Sensor )ata Sensor Data 

a2 outer fq a2 inner fq a2outer      fq dinner fq 

LP 95 Rect. .00549 .49 .00104 .53 .00347    .50 .00120 .46 
LP 95 Parz. .00549 .49 .00104 .52 .00347    .49 .00120 .46 
LP 95 Tuk. .00549 .49 .00104 .53 .00347    .50 .00120 .46 
LP 50 Parz. .00549 .49 .00104 .52 .00347    .49 .00120 .47 
LP 50 Tuk. .00549 .49 .00104 .52 .00347    .49 .00120 .46 

FFT y3 T.C. .00568 .50 .00101 .50 .00385    .50 .00130 .50 
FFT Wo T.C. .00568 .49 .00117 .55 .00385    .49 .00130 .46 
FFT >10 T.C. .00568 .48 .00112 .52 .00371     .48 .00128 .45 
(w/z) 

FFT >15 T.C. .00568 .48 .00112 .55 .00370    .52 .00113 .46 
(W/z) 

OUTPUT FROM DECOMPOSITION TECHNIQUE 

Tech- 
nique 

Lag 
Win- 
dow 

SOLID WALL BREAKWATER 

Reflected Inci dent Reflected Incident 

Sum a2 

r fq "f fq R„ °r fq °? fq RBW 
C 

LP 95 Rect. .00178 .49 .00172 .47 1.01 .00134 .46 .00160 .50 .92 1.04 
LP 95 Parz. .00161 .49 .00173 .47 .96 .00132 .48 .00165 .50 .89 1.03 
LP 95 Tuk. .00166 .49 .00176 .47 .97 .00131 .49 .00163 .50 .90 1.04 
LP 50 Parz. .00160 .49 .00168 .47 .98 .00136 .46 .00168 .50 .90 1.00 
LP 50 Tuk. .00159 .49 .00172 .49 .96 .00133 .46 .00166 .49 .89 1.02 

FFT P T.C. .00180 .50 .00179 .50 1.00 .00066 .50 . 00183 .49 .60 .99 
FFT 10 T.C. .00183 .50 .00182 .47 1.00 .00060 .49 .00188 .49 .56 .98 

Uz) 2,10 T.C. .00175 .48 .00179 .47 .99 .00062 .50 .00179 .50 .59 1.00 

FFT D5 T.C. .00175 .48 .00175 .46 1.00 .00057 .50 .00178 .50 .57 .99 

LP = Lag Product Method 

FFT = Fast Fourier Technique 

(w/z) = with zeroes added 

a2outer = Variance at outer gage 

o2inner = Variance at inner gage 

o2 = Calculated variance for reflected wave system 

a? = Calculated variance for incident wave system 

fq = Frequency of peak spectral ordinate 
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Since the variance is not affected, the application of smoothing to the final 
computed incident and reflected spectra would primarily be for visual effect. 
(This was not done on any spectra shown.) Comparison of smoothed spectra could 
affect the incremental reflection coefficients, but not the overall reflection 
coefficient. 

CONCLUSIONS AND RECOMMENDATIONS 

Sea states where wind-generated waves and their reflections co-exist can- 
not be analyzed using the techniques commonly applied to progressive random 
waves. The co-existing sea surface consists of modulated waves contained in 
a complicated standing wave envelope. As a consequence, the time-averaged 
energy density varies continuously with position along wave rays. The average 
energy in a co-existing wave at any fixed location was shown to be a function 
of a phase relationship as well as the incident and reflected wave amplitudes. 

By combining the appropriate spectral analysis with a theory based on 
linear waves relationships, the stochastic process of wind generated waves 
and their reflection are amenable to analysis in spite of their deterministic 
phase relationships. The decomposition technique provides a means of separat- 
ing incident and reflected wave spectra using spectral estimates computed from 
data obtained simultaneously at two fixed, in-line sensor locations in wave 
fields where incident and reflected waves co-exist. Data from either surface 
or sub-surface sensors can be used, provided the wave energy is sufficiently 
narrow banded to allow filtering of the "twice frequency hump." The distance, 
x„, between sensors affects the maximum frequency component obtainable in the 
decomposed spectra.  (fm,„ = /x„/2.56 for deep water waves). Though it is 

max   c 
necessary to know or assume that the frequency of a wave component is unaltered 
during the reflection process, no other knowledge is needed of either the 
location or fluid dynamics of the reflection. 

The accuracy of the technique depends on the spectral analysis method 
applied to estimate the co-existing wave spectrum. The fast Fourier trans- 
form method, which produces a spectrum by directly transforming the digitized 
data, provides a more accurate assessment of reflection characteristics than 
the lag product or autocovariance method. Based on the application of vali- 
dation criteria to field test data obtained in wind generated deep water 
waves, it is recommended that a number of zeroes equal to the length of the 
digital data record be added to the co-existing wave data before analysis, 
that the tapered cosine window be applied, and that ten components of raw 
periodogram be summed together to produce the best input spectra for the 
decomposition technique. 

As a result of accurate decomposition, the characteristics of waves 
reflected from, and the dissipation of wave energy occurring at, a barrier 
can be quantitatively evaluated for any reflected wave process where the 
wave frequency is not significantly altered during reflection. 
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CHAPTER SO 

Resonant Refraction by Round Islands 

Richard E. Meyer 
Mathematics Department,  University of Wisconsin 

Madison, WI   53706 

Wave trapping by refraction can give rise to resonance of a kind 
unfamiliar in oceanography.    Trapping over realistic seabed topographies 
is incomplete,  but conversely,  possesses a mechanism for direct, 
harmonic excitation from the open sea that is unknown in classical 
resonance.   These phenomena have been studied for the simplest example 
of an axisymmetric island of typical shape with small seabed slope. 
Asymptotic analysis has led to simple formulae for resonant frequencies, 
energy leakage rates and resonant response coefficients.   Resonances of 
extraordinarily large but narrow response have been found. 

I.   Introduction 

Localized natural surface wave modes in the open sea had long been 
known to be impossible, because their energy could propagate away freely. 
Edge waves, however, are just such modes, and their practical significance 
has come to be appreciated rapidly since their mathematical discovery 
[ Ursell 19 52] .    Meanwhile, much more unfamiliar resonances have been 
studied, which are also caused by refraction.    The key example of a round 
island exhibits these novel phenomena in their simplest form, and the 
following summarizes some recent results. 

The mechanism of trapping by refraction is simple.      The propagation 
velocity of surface gravity waves on water increases with depth.   Therefore, 
if parts of a wave crests lie over deeper water, those parts travel faster 
and in brief, all wave crests over water of uneven depth always turn 
towards the shallows, during propagation.   The possibility thus arises that 
waves coming from shore might be turned back shoreward, by and by, before 
they can reach the open sea:   such waves are trapped.   (The invisible 
barrier beyond which they do not travel seaward is called a caustic by 
analogy with optics.)    If the phase relationships are just right, moreover, 
then resonance becomes a plausible possibility. 

Such a direct approach, however, proves inadequate because 
realistic trapping turns out to be much less straightforward.   Over an 
axisymmetric seabed topography, for instance, the depth level lines 
themselves are circles and to be trapped, the crests must therefore be 
turned faster than the local level circle.   That is impossible [ Longuet- 
Higgins 19 67, Shen, et al. 19 68]   at sufficiently large distances from the 
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center.    The far field is therefore always a field of progressive waves 
radiating energy from and to the open sea.    This stands in striking 
contrast to edge waves which decay exponentially with distance from 
shore (a behavior now recognized as rather special and exceptional). 

Figure 1   shows the most typical pattern of wave crests for a trapped 
wave mode around an island.   An inner wave ring around the island is 
separated from the far field of radiation by a quiescent zone,  in which the 
motion is damped exponentially rapidly with distance from the zone edges. 
All the same, since the damping zone has   finite width, the two wave 
motions separated by it cannot be independent.     For instance, if such a 
wave mode be set up and left to develop freely, without further energy 
supply, then a non-zero amount of wave energy will pass through the 
damping zone to the outer wave field, whence it will ultimately be radiated 
to infinity.     Such "leakage" makes complete trapping impossible.    There 
can be no resonance in the clear-cut classical sense.   Rather, any 
resonance must be a matter of degree, depending on the leakage rate. 

II.   Natural Frequencies 

A first question is what trapped wave modes are possible and at what 
frequencies?     Shen, Meyer and Keller [ 1968]   obtained estimates for 
round islands of quite realistic seabed topography by an approximation 
based on smallness of the seabed slope   e.    If horizontal distances are 
measured in units of the island radius   L   and vertical distances,   in units 
of   eL,   then the standard equations [ e.g. Stoker 1957]   of the classical, 
linear theory of surface waves for the velocity potential  $ = <p(x, y, z) 
exp(-iait) read 

^± + Sl± + e"2 *1± =   0 for   0 > z > -h(x,y) 

d <p/Qz =    scu2</> at   z =   0 (1) 

e      3z + 9x8x+ayayUat (X*y' 

The first is Laplace's equation, the second combines the linearized, 
kinematical and dynamical surface conditions, the last expresses 
impermeability of the seabed; viscosity and surface tension are ignored. 
In the form (1),  for   e << 1,    they lead to a refraction approximation for 
gentle water depth variation, but not to any short- or long-wave 
approximation in a usual oceanographical sense. 
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Figure 1 
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The manner in which   e  appears in  (1)   suggests application of 
Keller's [1958]   Geometrical Optics Approximation, a sophisticated and 
very powerful form of familiar ray methods.     The fuss with rays and 
orthogonals,  etc.,  is cut out by the simple idea that a natural mode must 
accommodate precisely an integer number of wave lengths both   (i)   around 
the island and   (ii)   between shore and the inner caustic circle bounding 
the trapped wave ring   (Fig. 1.   Only patterns with a single trapped wave 
ring will be considered here; more complicated patterns and spectra are 
possible,  but rare for round islands [ Shen et al. 1968] ).     Condition   (i) 
is easy to apply at a caustic circle because the crests must be perpendic- 
ular to this refraction boundary.     The wave length along the inner caustic 

2 2 r =  r,   is therefore  X, = 27T/[CO  k(r.)] ,   if to  k(r)   denotes the wave number 

magnitude  (this notation reflects convenience of scaling for   e<<l), and 
(i) says simply 

27^/)^ =  rjk^) =  n n=  1,2,3, ••• (2) 

For  (ii),   it will be seen in Section V below that to   |(r)/2n with 

£(r) =   /V-n2/P4r'2)|1/2dr' (3) 

counts radial distance in units of local wave length (which varies greatly 
with the radius r), if the wave number function k(r) is determined from 
the full dispersion relation   [e.g. Stoker 1957] • 

ktanh (kh) = 1. (4) 

Condition   (ii),   actually, is not quite correct as first stated.   A full 
propagation loop goes,  say, from shore through refraction at the caustic 
back to shore (Fig. 1), and the radial distance 

CD    E, (r,)/27T  from shore to inner caustic in wave length units must 

therefore be a half-integer, 

2       rl 1/2 
^   J     | k2 - n2/(to4r2)|        dr =  m-1, m=l,2,... (5) 

The extra   -y   stems from the phase shifts of shore reflection and caustic 

refraction [ Shen and Keller 1975,  Shen et al. I968]    and may serve as a 
reminder that the simplicity of the present account represents, of course, 
use of hindsight for shameless corner-cutting; for slightly longer, more 
tenable derivations see [Shen et al. I968,  Meyer 1971]  • 

Given   n   and   m,    (2)   and   (5)   are two equations for the frequency 
u>   and caustic radius   q,    which turn out [ Shen et al. 1968]    to have at 
most one solution for realistic topography  h(r).     Those are the discrete 
eigenfrequencies and it is clear from   (i),  (ii)   that   n   counts the number 
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of crests around the island at fixed radius, while  m   counts (twice) the 
number of crests radially outward from shore to caustic and back.   Of 
course,   q < «>  for a pattern as in Fig. 1   and a closer look at (2)-(5) 
[ Shen et al. 1968]   shows this to set an upper bound to the values of 
m   (and hence, also of <£)   for which (2), (5) do have a solution, given  n. 
That bound, moreover, usually rules out the lowest pairs   (n, m),   which 
general experience would have suggested to furnish the most prominent and 
important modes.. .   For a conical island, for instance, there is no natural 
mode for any pair   (n, m)   with   n < 3 [Shen et al. I968]  . 

For each   n,   on the other hand,   (2)   and   (4)   can be satisfied with 
rj = 00   (which makes condition   (ii)   irrelevant)   for any frequency cu 
exceeding a "cut-off" value, and those are the continuous spectra.   In sum, 
there is a countably infinite discrete spectrum embedded in a continuous 
spectrum of countably infinite multiplicity.    That is, as the frequency 
increases, the continuous spectrum gains more and more progressive wave 
modes coexisting at the same frequency; but always, further discrete 
frequencies are encountered at which trapped modes also exist.    It is 
remarkable that so complicated a physical situation can be described by as 
simple and practical a set of formulae as   (2),   (4)   and   (5);   Keller's 
Geometrical Optics Approximation can therefore cope with more complicated 
circumstances and holds promise of a practical approach to real topographies. 

The simple version [Keller 1958, Shen et al. 1968]   of this theory 
actually fails at shore and caustics, but Shen and Keller [1975]    have 
constructed a uniform approximation which now offers a practical approach 
to the estimation of wave amplitudes at just those places   where they are 
maximal and of most direct interest. 

III.   Leakage and Response 

The theory so far outlined ignores, however, that every natural wave 
mode must involve leakage of energy from the trapped wave ring through 
the damping zone to the far field whence that energy is radiated away to 
the ocean.    All eigenvalues are therefore complex.   (The real part will 
continue to be called frequency and the imaginary part will be called 
" leakage rate.")    The flaw in the use of this form of refraction theory for 
the present purpose is not only that it is logically based on reality of the 
eigenvalues, which its own results on natural modes show to be impossible. 
A more weighty objection is that resonance is now a matter of degree, and 
we need actual estimates of the leakage rate before we can distinguish 
effectively resonant eigenvalues from harmlessly damped ones. 

Indeed, the organic connection between the waves trapped near 
shore and the associated waves in the far field implies an equal possibility 
of energy leakage outward and inward across the damping zone.   It thereby 
creates a mechanism for direct excitation of resonant modes by plane waves 
of the same frequency incident from the ocean.    This is a new mechanism, 
entirely absent in classical water wave resonance. 
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Classical edge waves [Ursell 1952] , for instance, have no far 
field and, therefore, linear theory has no mechanism by which they could 
possibly be excited (short of an earthquake, which Ursell [19 52]   had to 
use for his experiments).     Accordingly,  they remained academic until 
Galvin [1965]   showed how to excite them subharmonically, a process 
dependent on small effects of the second order.    That is typical of 
classical resonance.   "Leaky modes, " by contrast,  possess an inherent, 
first-order,  and therefore potentially highly effective, mechanism' of direct 
harmonic excitation by the natural wave environment, which is new in 
oceanography although not unfamiliar in some other fields. 

This first-order mechanism also implies an opportunity of 
calculating, from the classical linear theory, the amplitude response of 
the water surface around an island to a given wave input from the ocean. 
It turns out to depend greatly on the energy spectrum of the input which, 
in turn, depends a good deal on the circumstances.    The extreme cases 
are a single, plane wave pulse and a steady monochromatic plane wave 
input.     In the absence of fairly definite specification of the input 
spectrum, the latter,   standing-wave extreme may be the most practical 
estimate,  conservative in that it overestimates the response to be expected 
in a real situation.   For that extreme, the "response coefficient, " that is, 
the standing trapped wave amplitude for unit incident wave amplitude,  turns 
out,  plausibly enough, to be just the reciprocal of the leakage rate 
[Longuet-Higgins 1967, Lozano and Meyer 1976]  • 

This reciprocal relation, on the other hand, creates the paradoxical 
situation that an estimate of the imaginary part of the eigenvalues is the 
more important, the smaller this imaginary part.   The main engineering 
interest is precisely in the most negligibly small needles in the haystack, 
and this imposes a severe demand for precision on any approximate analysis. 

These notions of leakage and response were first set out by 
Longuet-Higgins [1967]   and Summerfield [1972]   in their long wave 
approximation for wave trapping by a "hedge, " that is,  a steep slope 
terminating a pronounced shelf around an island.   (They also offer helpful 
estimates and comments on the relation between input spectrum and trapping 
response in their approximation.)    That somewhat exceptional topography 
lends itself,  in the long wave limit, to idealization by a topography of 
piecewise constant depth, for which the natural modes can be represented 
classically in terms of Hankel functions.   Detailed computation of many 
complex eigenvalues was made possible thereby,  and among many others, 
also quite a number of modes of very large response were found.   Their 
frequency band width of response is so narrow [Longuet-Higgins, I967] , 
however, that they are virtually inaccessible to a more directly numerical 
approach.   Indeed,  some brilliant computational efforts [ Lautenbacher 
1970]   have been defeated by this feature of the response. 
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IV.   Generalized Refraction Theory 

The Geometrical Optics Approximation, on the other hand, is 
defeated by the complex eigenvalues, which are incompatible with its 
basic formulation [Keller 1958]   as an asymptotic expansion in powers      , 
of the small parameter   e.    Leakage introduces factors exponential in   e~ , 
which transcend approximation to any order in powers of. e.     Such 
inherent contradictions are,  of course, less obvious in more vaguely based 
ray methods.   In short, the better known refraction methods are designed 
for self-adjoint problems and fail decisively,  like many well-known 
mathematical methods, for non-self-adjoint problems such as trapping. 

A more general refraction approximation to   (1)   is therefore needed. 
Preferably, it should not be a long wave approximation because we have 
already seen in Section II that the usual, longest modes are absent, whence 
the longest actually present are doubtful candidates for strong resonance. 
For application to the most common topographies,  it should be based on 
the gentleness of seabed variation expressed by the parameter   e,    that is, 
on the assumption that the seabed topography varies only on a scale large 
compared with the local wave length.     Such an approximation has been 
proposed independently by a number of authors who arrived by diverse 
reasoning at the hypothesis that,  over such "gentle" topographies, the 
vertical velocity profile depends to the first approximation only on the 
local water depth, but not also on the horizontal derivatives of the water 
depth. 

To express this, write the exact potential 

S (x, y, z, t) = 4>s(x, y; e)F(z;x, y, s) exp(-icot) 

with   F(0;x, y, e)sl   so that   <ps   is the surface value of the potential. 
Then  F   expresses the vertical structure and its dependence on   z   must, 
to first approximation, be that predicted by the classical linear theory for 
waves over water of uniform depth equal to the local value of  h(x, y). 
But that is well known [Stoker, 1957]   and implies that  a(h)F   is to be 
approximated by 

FQ =  e"kh cosh [k(z + h)] , k tanh(kh) =   &s? (6) 

(The convenience factor   a = y[l + exp(-2 kh)]     is used to avoid 

formal degeneracy as   h —00.)    Vertical averaging of   (1) [ Lozano and 
Meyer 1976]   then shows    y = a-1 <PS  to be governed by the short-scale 
Helmholtz equation 

G_1V(Gy)+ e~2k2Y=   0, (7) 

with 
0 

G =    f    F„dz = [ sinh(2kh) + 2kh] /[4k exp(2 kh)] . 
-h     ° 
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Equations of the form   (7)   have been proposed by Battjes[l968] 
and derived by Berkhoff [l973]from an assumed asymptotic expansion of 
the potential which, however,  is known [Shen and Keller 1975]   to be 
incorrect,  especially in the present context.     To avoid such pitfalls, 
Lozano has given a vertical averaging argument   [Lozano and Meyer 1976] 
supporting   (6), (7),   but a mathematical proof is not claimed.   On the 
other hand,   (6), (7)   are there shown to include as special cases all known 
exact solutions of  (1), and all the best known approximations (including 
Geometrical Optics and other ray approximations). 

From an oceanographers viewpoint, it is noteworthy that the 
generalized refraction equations   (6), (7)   encompass long and short 
waves impartially:   the full, exact dispersion relation  k tanh (kh) = ECD 
is used. 

V.   Leakage Rates 

The Generalized Refraction Equations   (6), (7)  have been applied to 
trapping by axisymmetric islands,  since those are the simplest topographies 
exhibiting the new physical effects.   Apart from that symmetry, a general, 
realistic topography is envisaged:   the water depth   sh(r)   increases 
monotonically and (analytically) smoothly from shore to ocean.    To restrict 
attention to the simplest and most common trapping pattern (Fig. 1), 
exceptionally pronounced shelves are excluded (which makes the study 
complementary to Longuet-Higgins1 [1967]    and Summerfield's [1972] , who 
specialized on the effect of such shelves).     Attention has also been 
restricted to natural modes harmonic in the angular variable because the 
geometrical optics approach [Shen et al. 1968]   has not revealed any others 
and the new study does not, in any case, aim at an exhaustive calculation 
of all possible such modes.   The surface potential can then be written as 

4>s =  ein9 [a(h)/g(r)]   w(r), n= 1,2,---- (8) 

in polar coordinates   r, 0   based on the island center, with factor 

g(r) =  (rG)1/2 = j e"kh[2 rh + (r/k) sinh(2 kh)] 1/2 

introduced to simplify the differential equation for the unknown function 
w(r). 

Substitution in   (7)   shows that equation to be 

^M^ + ^'jw,      ' (9) 
dr s g 

f(r) =   (ne/r)2 - k2, (10) 

k tanh(kh) = eco2. (11) 
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It is formidable, not only because of the complexity of the coefficient 
9 

g"/g,   but because even the main coefficient,   f(r)/e ,   can be defined 
only implicitly through the dispersion relation   (11)   for  k(r).    The 
general form of  f(r)   is determined by the assumption of a simple trapping 
pattern (Fig. 1), which implies [Shen et al. 1968]    that  f(r)  has precisely 
one maximum for 1 < r < ».    With  ne  chosen to exceed a certain cut-off 

value—which implies   n=  0(e~ ),    i.e.,  a rather large number of wave 
crests around the island—f(r)   then has precisely two roots,   r,   and  r9 > r. 

(Fig. 2).     They mark the caustic radii because the basic form of   (9)   is 

e2w" - f w=  0(e2) (12) 

so that the solution are oscillatory for  f < 0,   i.e., in the trapped wave 
ring  1 < r < r, (Fig. 2)   and the far field   r > r,.    For  r, < r < r,,   f > 0 

and the solutions are non-oscillatory; this is the damping ring. 

Since  f(r)  varies so much (Fig. 2), comparison of  (12)   with the 
standard equation  y" + y =  0   is assisted by the variable 

|(r)= /  |-f(r')|1/2dr' 

which brings   (11)   into the form 

2 
2 d w  ,     /A.dw  , 

This shows   £/(27Te)   to measure radial distance in local wave lengths and 
2 

explains   (3)   (with the normalization   eco   =1). 

Actually, all this holds only for real a>,   which has been seen to 
be impossible for natural modes!   With leakage,  k(r)   is complex for 
real   r,   by  (11),   and so are  f(r)   and its caustic roots   r.»r2,   which 
Fig. 3   shows in the complex plane of the radius   r. 

That figure also shows the Stokes lines of the differential equation 
(9) with each of which is associated an abstract pair of exact solutions of 
(9) of progressive wave character.    The pair of  LQ   (Fig. 3)   represents 
the fundamental, incoming and outgoing, wave solutions near shore, the 
pair of  L     represents those in the open sea.   The main object of the 
analysis °° is to calculate the matrix  T  which relates these pairs of 
fundamental solutions of  (9), or at least, to estimate  T   adequately. 
The difficulty is that adequacy, in view of the importance of modes of the 
very smallest leakage rate, implies a precision unprecedented for 
differential equations of the generality and inexplicitness of  (9) - (11). 
Adequate precision, however, has now been achieved [ Lozano and Meyer 
1976]    in respect of the leakage fate. 
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Figure 2 
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Figure 3 

The exact wave solution pairs of the Stokes lines   L0   and   L^   are of 
interest because physical boundary conditions are most naturally 
phrased in their terms.   To-date, the radiation condition adopted for 
natural modes has been that no energy be supplied by radiation from 
infinity:   we envisage a trapped wave mode to be set up, and watch it 
decay slowly in time by radiation damping.    The shore boundary condition 
adopted to-date has been boundedness of the water velocity at the shore. 
The reason for it is two-fold, despite its implication of perfect reflection. 
First, it is successful in edge wave theory [Ursell 1952]    and secondly, 
while a better shore condition could be incorporated into the analysis just 
as readily, none appears to be known... 

The matrix  T, which depends on <a,   connects these boundary 
conditions into a characteristic equation [Lozano and Meyer 1976]    which 
can be solved abstractly to deduce rigorous estimates for the eigenvalues. 
The result is that the frequencies  CD       of Shen, Meyer and Keller [1968] 

(cf. Section II)   are confirmed, with a correction factor of only 
-4 2 1 + 0(CD     ) =  1 + 0(e ).    In addition, the imaginary part of the eigenvalues 

is found to be 
2 

im(u) ) (2q)~   exp(-47rd)    as en -1/2 (13) 
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where 
1/2 

d=   (2TT)"V      f " I \f - n2/(a>4   r2)|       dr (14) 
rl 

would be the width of the damping zone in local "wave lengths, " if there 
were waves in the damping zone...     The leakage rate (13) is therefore 
seen to be exponentially small in   e  and reciprocally, the response 
coefficient is exponentially large!    In (14),  <x>       is found from (2), (5), 

with   k(r)   found from the dispersion relation (4).     Similarly, 

q =   /V-n2/^2)!'172       *2f 
j mn 1 + (k2 - l)h 

is readily computed by the help of (4). 

VI.   Quasiresonance 

One of the immediate applications of this result is to the standing 
waves around an island, i.e. monochromatic waves of real frequency CD 
and surface potential (8).     For real frequency,  (1) exhibits energy 
conservation in fixed space-domains [ Stoker 1957]    and   (6),  (7) preserve 
this property.    A ratio of respective energy flux levels in the trapped wave 
ring and in the far field in the open sea is therefore definable [Lozano 
and Meyer 1976]    and its square root represents an amplitude ratio 
p(co)   characteristic of wave amplification by trapping.     This amplification 
may be computed from the matrix  T,   given the shore condition of bounded 
velocity, and is found extremely frequency-dependent.   It varies from 
an exponentially small minimum 

min p = j exp(-27rd)[ 1 + 0(e)] 2 

at a frequency midway between successive eigenfrequencies to an 
exponentially large maximum 

max p =   exp(2Trd) [ 1 + 0(e)] (15) 

close to an eigenfrequency [Lozano and Meyer 1976] . The occurrence 
of such large standing wave amplifications is called quasiresonance in 
quantum mechanics. 

An advantage of the analytical approach is that it promotes an 
understanding of cause-and-effect relations.   The amplification (15) is 
expressed directly in terms of the intrinsic width (14) of the damping 
zone that separates the trapped waves from the far field of progressive 
waves extending to the open sea.     This confirms the plausible idea that 
the wider (in an appropriate sense) the zone of damping, the more it 
inhibits leakage and promotes amplification.     Closer scrutiny permits 
us to distinguish two effects which promote amplification.   First,  natural 
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modes with a large number m   of half-wavelengths counted radially across 
the trapped wave ring have usually a correspondingly wide damping zone. 

(There are exceptions when  n/w      is close to the cut-off value so that 

the maximum of  f(r)   in Fig. 2   is small and the interval   (r,,r2) of positive 

f-values is narrow.) 

Secondly, natural modes with   n >> m,   i.e., with many more crests 
around the island than radially across the trapped wave ring can occur, and 
such crests have local character akin to edge waves on a straight coast, 
which have no leakage.    Indeed, as   n-»°o,   the analysis can be shown to 
cover the modes with   m   not large, even  m =  1,   and the trapped wave 
ring then becomes narrow by comparison with the island radius.   For the 
spectral conditions   (1), (ii)   of Section II, however, the relevant scale is 
the width of the trapped wave ring, and on that scale, the island radius 
tends to  «,   the shore appears straight, the waves approach ordinary edge 
waves, the leakage almost disappears.    An indication of this second effect 
is numerically apparent in Longuet-Higgins' [ 19673    and Summerfield's 
[1972]    results for long wave trapping by idealized "hedges."     Both effects 
can combine to produce exceptional amplifications due to leakage rates as 
tiny as [Lozano and Meyer 1976] 

2 -1   2n-l lm CD   ~ - 7r     e       , n-»oo 

where   s  denotes the small beach angle. 

The asymptotic estimates for the eigenvalues also permit estimation 
of the half widths of the resonant peaks of the   p(co)   curve of amplification 
vs. frequency as 

(4qcDmn ^ 3)_1 exP(~47rd) 

[Lozano and Meyer 1976] .    The frequency band width of resonance is 
therefore seen to be exponentially narrow! 

This feature balances the large amplification to some extent, but the 
resonant modes should still be prominent under many circumstances 
[Longuet-Higgins 1967] —much in contrast to oceanographical experience 
and intuition (based on the classical prominence of the lowest modes). 
Of course, a balanced judgment of such unfamiliar phenomena is not easy 
at this early stage of their study. 

The narrow band width of resonance also suggests experimental and 
observational difficulties.   Scale effects, however, dominated the first 
experiments  [Pite 1973] , which indicated the resonant modes to be 
suppressed by viscous damping in a table-top tank.    Laboratory tests on 
a larger-scale [Barnard and Pritchard 1976]   have now detected some of 
the resonant modes of a sill [Longuet-Higgins 1967] • 
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CHAPTER 51 

PHYSICS AND MATHEMATICS OF WAVES IN COASTAL ZONES 

H. Lundgren* 

ABSTRACT 

This paper presents a discussion of four methods available for the 
computation of small amplitude periodic waves in coastal zones of arbi- 
trary topography.  With no reflections (or reflection from a single 
structure) the methods that proceed in space (Refraction and Propaga- 
tion) or time (TJLmestep) seem the natural ones from a physical point 
of view. With repeated reflections, recourse must he taken to the so- 
lution of an Elliptic "boundary value problem.  - It is suggested that 
a P-method based on (energy) flux lines and energy fronts be developed 
for cases where the R-methods give crossing orthogonals. 

1. WAVE EQUATIOM 

In 19^9 Lowell (Ref. 9) derived, for shallow water waves, the wave 
equation 

(c2nx)x + (c2ny)y = ntt (1) 

where c = v^gh is the local phase velocity, n(x,y;t) the surface eleva- 
tion, and h(x,y) the local depth, while indices x,y,t denote differen- 
tiation.  For shorter waves c is a function not only of h but also of 
the period T, and the (reduced) wave equation must be confined to a 
fixed T, for which n+t = -w

2ri, where <m = 2it/T.  In 1951 Pierson (Ref. 
11) asked whether (1; could be derived for an arbitrary period. Indeed, 
this was easily done from simplified considerations of continuity and 
equilibrium (Ref. 10). 

In 1952 Biesel (Ref. k)  published the potential theory solution for 
the two-dimensional case correct to terms of order hx (slope of bed). 
On this basis, Svendsen (Ref. ^h)  in 1967 derived a two-dimensional 
form of the wave equation that later (Ref. 8) was shown to agree with 
the three-dimensional form 

c c 
(c cgnx)x + (c cgny)y + -f- to2 n = v • (c cg Vn) + -&• co2 n = 0    (2) 

where V = (3/3x, 3/3y).  In 1972 Berkhoff (Ref. 2) derived (2) using a 
surface potential cp0 instead of n (and Schonfeld had obtained it in a 
different form).  cg is the group velocity. 

With the local wave number k = 2w/L = to/c it is easily seen that the 
classical shoaling formula for a progressive wave 

*Professor of Marine Civil Engineering, Institute of Hydrodynamics and 
Hydraulic Engineering, Technical University of Denmark, DK-2800 Lyngby. 
Consultant, Danish Hydraulic Institute. 
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xo 
satisfies the mild-slope  equation  (2),  including terms of the order cx 

and (c„)x, both corresponding to the order hx, hut  excluding terms  of 
the order  (hx)2 and h^.      As suming    that   (3)  holds good also for 
steeper and curved slopes 

V • (c ogVn)  + [>/c^ V • (c V/cp  + -j£ uz]r\ = 0 (h) 

(which includes terms  (hx)2 and hxx)  should he slightly better than (2). 
However, Eq.  It  (or the correct formula!) would have to he derived from 
potential theory and, the improvement is of limited value for most 
waves, which are not  sinusoidal in small depths. 

The important conclusion of (2)  and (3)  is that a mild slope does 
not reflect  any energy of the order hx but,  at most,  of the order hx 
(and hardly of the order hxx).     It  should be noted that  derivatives  of 
n are normally an order of magnitude larger than derivatives  of c. 

2. R-METHODS     (REFRACTION METHODS) 

The development of R-methods can be said to have been completed with 
the establishment of fast, inexpensive computer programs that plot not 
only the orthogonals but also the wave heights along the orthogonals, 
taking account of bottom friction (Refs. 12-13). The R-methods will 
continue to be useful tools in most applications where it is not justi- 
fied to mobilize better and more expensive methods.  In principle, 
R-methods may be applied to an arbitrary directional spectrum. 

The main deficiencies of the R-methods are due to converging and, 
particularly, crossing orthogonals, in which cases the solutions are 
unreliable or unusable. 

3. E-METHODS     (ELLIPTIC METHODS) 

An elliptic equation pertains to a problem the solution of which is 
defined when the boundary conditions along a closed curve are given. 
(2) is an elliptic equation in (x,y), corresponding to the fact that 
wave energy might enter the region bounded by a closed curve from all 
sides. Particularly, if there are many successive reflections, such 
as inside harbours, E-methods are the natural tool. 

The most common elliptic problem is Laplace equation for which vari- 
ous computational methods are available.  The wave equation, however, 
is distinctly different from Laplace equation because of the last term 
in (2), giving rise to solutions with wavelengths that are small com- 
pared to the region considered. This circumstance eliminates several 
computational methods. 

Finite elements were used by Berkhoff (Ref. 2-3) for the wave mo- 
tions around an island, over a shoal, and in a harbour basin.  Chen 
and Mei (Ref. 6) also used finite elements, correcting Berkhoffs func- 
tional. According to Ref. 3, 5 and 10 elements per wavelength give er- 
rors of 10$ and k%,  respectively. 

In their very nature, E-methods are confined to regions outside the 
breaker zone. 
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l+. T-METHODS  (TIMESTEP METHODS) 

By a T-method is understood a method by which the development of the 
water surface and velocity field is followed over the entire coastal 
zone, one timestep after the other.  Because of the large number of grid 
points and timesteps, the requirements to storage and machine time are 
heavy. Despite these difficulties a T-method is, in principle, the only 
one that - probably in a rather distant future - would be able to handle 
the general situation of irregular waves in a coastal zone, including 
breaking, surf and wave-induced currents. 

Ito and Tanimoto (Ref. 7) presented examples of T-method calcula- 
tions, applying an approximate version of the wave equation. 

5. P-METHODS  (PROPAGATION METHODS) 

According to the conclusion in Sec. 1, the reflection from a gently 
sloping bottom of waves approaching the coast is definitely negligible. 
(Some swell-exposed beaches are so steep though that they reflect an 
essential part of the energy.) 

In the case of shoals the R- 
methods give orthogonals that 
meet at a point (focus) or are 
tangential to certain curves 
(caustics), cf. Fig. 1.  No re- 
flection can be expected from 
foci or caustics because, by 
means of diffraction theory, 
it has been shown that the rays 
from a lens pass through the 
focus without reflection. 

It is thus concluded that 
waves from the sea normally 
propagate without essential re- 
flection onto the beach where 
their energy is dissipated. 
Hence, for periodic waves the 
elliptic character of the wave 
equation is rather a mathemati- 
cal than an important physical 
property and, therefore, it is 
highly natural to look for meth- 
ods where the propagation is 
followed from deep water into 
shallower areas, without con- 
sideration of the 'future' of 
the wave motion nearer the 
beach. 
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Fig. 1 
Refraction orthogonals (thin lines) 
and actual fronts (heavy lines) for 
waves passing over a clock glass 
(from Ref. 11) 

For small waves P-methods 
should also be applicable if 
there is a single reflecting structure such as a breakwater 
peated reflections inside a harbour they are not fit. 

With re- 
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The R-methods represent the simplest type of P-methods.    A proper 
P-method should he able to account  for the  conditions around foci, 
caustics and crossing orthogonals   (Fig.   1). 

In principle, the deformation of waves over a gently sloping bottom 
may also he treated as a P-problem. Hence, in the future computations 
by P-methods might be continued through breaker and surf zones, though 
the  interaction with wave-induced currents would require iteration. 

6. HUYGENS' PRINCIPLE 

Historically, Huygens' principle was the first P-method proposed, 
dealing with the progressive construction of wave fronts.  However, be- 
cause of the smoothing of the wave fronts, it could never produce the 
crossing orthogonals known to occur in nature (Ref. 11).  An attempt 
at computing refraction with 'moderate diffraction' was made in Ref. 5, 
with the result that the interference behind the shoal was expressed by 
wavy orthogonals rather than crossing ones. 

Mathematically, any solution to (2) may be written n(x,y;t) = 
A(x,y) exp iuit, where A is the complex amplitude satisfying 

(c cgAx)x + (c cgAy)y + (cg/c) u
2A = 0 (5) 

For constant depth (5) simplifies to Axx + Ayy + k
2 A = 0, valid for 

all waves in a homogeneous medium.  For this special case it has been 
derived from Green's formula, in 3 dimensions by Helmholtz and in 2 di- 
mensions by Weber (Ref. 1), that A at a point Q2 inside a closed sur- 
face (or curve), S, can be expressed as an integral over S. Weber's 
formula is 

A(Q2) = -jj- JJY0(kr) SA/anj - A(Qj) 8Y0/
3ni] ds (6) 

where Y0 is the Bessel function of the second kind, 3/3nx denotes dif- 
ferentiation along the inward normal at the point Qj on S, and r is the 
distance Q2Qj, cf. Fig. 2, where line 1 is only a part of S. 

Though (6) has been called the 'mathematical theory of Huygens' Prin- 
ciple' in commemoration of this genius (who advocated the wave nature of 
light in opposition to Newton), it hardly represents what has been on 
his mind physically, for the following reason:  (6) gives the solution 
A inside S in the general case where wave energy passes S both inwards 
and outwards.  Since the elliptic wave equation is of the second order, 
the complete solution A inside S is defined if the values A(QX) are 
given along S.  In (6) it seems that SA/Snj must also be known on S; 
however, in principle, these derivatives can be found by solving a large 
number of equations established by applying (6) to points inside of and 
close to S. Thus (6) is the mathematical solution to an elliptic 
problem with one boundary condition at each point of the closed 
curve S. In contrast to this, Huygens' physical intuition said that 
the field of progressive waves would be defined if, along one open 
curve (a wave front) two boundary conditions were given, viz. eleva- 
tion + phase (i.e. A) and phase velocity (i.e. aA/Sn^. 

7. APPLICATIONS OF HUYGENS' PRINCIPLE 

Since the author felt that the physical possibilities of Huygens' 
principle had not been fully explored, he made - in cooperation with 
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Dr.  Uri Kroszynski - an attempt at calculating the wave motion at Q, 
(Fig.  2)  from a knowledge of the wave conditions along line  1. 

It was found that the basic  formula should "be 

A(Q2)  =\ jJY„(k2r)   3A/3ni  - k2 A(Qj )  Y, (k2r)  cos q^ ]  dSl (7) 

is the wave number at Q, and Yj 
The factor 1/2 in (?) indicates that, for constant depth, the integral 
along the infinite line 1 contributes one half to A(Q2) in (6), while 
the other half originates from the integral over an infinitely large 
semicircle. 

It is assumed that the computa- 
tion of the propagating wave has 
reached line 1, which is straight 
or curved.  Normally, lines 1 and 
2 will not be wave fronts but be 
chosen in a convenient manner in 
relation to the topography of the 
sea bed.  According to (7), all 
points along line 1 have an influ- _ T „      ^ . 

.,        j. •   j. Fig- 2 Influence at Q, of ence on the wave motion at any °          . .   ? . . . „    ., •       n wave motion at Q, point Q2 on line 2. ^* 

The influence coefficients, Y0 and k2Yj = - dY„/dr, appearing in (7) 
correspond to the effects at Qj of a wave that spreads from Q2 uniformly 
in all directions. These Bessel functions define the diverging wave 
exactly only when the depth is constant. When r is large, an essential 
depth variation may be expected between Q2 and Qx, introducing an error 
by the application of the Bessel functions.  The error is reduced, how- 
ever, partly by the oscillatory character of these functions (corre- 
sponding to the varying phase difference from Q: to Q2) partly because 
the influence from Qt diminishes as 1//r"when r approaches infinity. 
Still, the assumption underlying (7) is that the distance between lines 
1 and 2 is not too large. 

Eg.. 7 has been applied to the case of simple shoaling over a plane 
slope with a depth reduction of 10$ in one wavelength.  For a distance 
of L/8 from line 1 to line 2, A(Q2) was found to deviate 0.5$ from the 
correct value, while the error was 2%  for a distance of LA. 

Thus there is hope that Huygens' principle will eventually material- 
ize in a numerical method applicable to general situations with a rea- 
sonably large space propagation step. With the accumulation of errors 
in a purely explicit method, it is believed that (7) should be somewhat 
modified.  Because of the step size, asymptotic expressions requiring 
little computation may be used for the Bessel functions Y0, Yj and Y2, 
of which Y2 occurs in the expression for the derivative 9A/3n2 (Fig. 2). 

It is probable that (7) can also be applied to the combined diffrac- 
tion and refraction around a breakwater, including reflection from it. 

8. FLUX LINE METHOD 

In analogy to the R-methods it seems possible to construct diagrams 
of energy flux lines, transcribing (5) into orthogonal, curvilinear co- 
ordinates consisting of flux lines and energy fronts.  The computation 
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progresses simultaneously along all flux lines.  The crucial point of 
the method is, in analogy to (3), to utilize the energy velocity ce for 
direct integration along the flux lines, thus reducing the difficulty 
of the spatial phase variation, which requires much machine time for 
E- and T-methods. 

The variation of A along the energy fronts influences ce, as can "be 
seen from the interference of two similar wave trains propagating at 
right angles to each other.  The phase velocity is then c/2~ with maxi- 
mum flux along the lines where the 'double crests' propagate. 
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CHAPTER 52 

HURRICANE TIDE FREQUENCIES ON THE ATLANTIC COAST 

FRANCIS P„ HO
1 

I.  INTRODUCTION 

HISTORICAL BACKBROUND 

Hurricane surge Is a serious and not uncommon event along the Gulf of 
Mexico and Atlantic coasts of the United States. The most disastrous 
display of hurricane forces in recent decades was by Camille, which struck 
the Mississippi coast in 1969.  The storm tide reached 24.6 ft MSL„ Re- 
ported storm tides on the Atlantic coast have reached elevations of 15 
to 20 ft in Florida, Georgia, the Carolinas and New England. 

One of the latest coordinated efforts to alleviate losses from hurricanes — 
supplementing warning services, community preparedness, and evacuation plans— 
is the Flood Insurance Program. 

NATIONAL FLOOD INSURANCE PROGRAM 

The National Flood Insurance Act of 1968 provides for a cooperative 
program between the United States Government and private industry for 
insuring residences and small businesses against floods. The program is 
administered by the Federal Insurance Administration (FIA).  Other federal 
agencies assist by making technical studies. 

Essential to establishing flood insurance rates in any community, whether 
on the coast or an inland valley, is a flood frequency analysis. Flood fre- 
quencies are also used as guides in formulating local zoning and flood plain 
occupancy ordinances. The 100-yr level (1% chance of being exceeded in any 
year) is the main criterion for this. The 10-, 50-, and 500-yr levels are 
also required by FIA regulations. 

II.  JOINT PROBABILITY METHOD OF THE TIDE FREQUENCY ANALYSIS 

Hurricane tide frequency analyses have been made by the National Oceanic 
and Atmospheric Administration (NOAA) for the open coasts of the states 
of Florida, Georgia, the Carolinas, Virginia, Maryland, and Delaware, and 
also Puerto Rico (Fig, 1) „ The method that NOAA has developed for coastal 
tide frequency analysis, has come to be known as the joint probability method, 
and was first applied to Atlantic City, N.J.  (13). Refinements 
of this method have been made over several years and the method extended 
to other sections of the Atlantic coast (e.g., 1, 14). 

Meteorologist, Office of Hydrology, National Weather Service, National 
Oceanic and Atmospheric Administration, Silver Spring, Md. 
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With geophysical data of all kinds, models are used to convert available 
information to other forms needed but not directly available. The applica- 
tion here is to derive storm tide data from hurricane atmospheric parameters. 
The first step is to assess from past records the magnitude and frequency 
distribution of hurricane parameters that are related to surge generation 
along the coast. The second step is to calculate the coastal surge levels 
that each of a number of combinations of the hurricane parameters would 
produce. For this, a dynamic calculation method is used that has been de- 
monstrated to reproduce hurricane surges within an acceptable tolerance. 
Enough combinations are used to represent the entire range of possibilities. 
Third, the computed hurricane surges are each combined with the astronomical 
tide with various time displacements between surge peak and high and low tide. 
The range of the astronomical tide is also varied. 

The frequency of each computed storm tide is worked out from the hurricane 
parameter and astronomical tide probabilities in a manner briefly described 
later. Winter coastal storm tide frequencies are estimated at tide gage sites 
by a statistical analysis. Finally, the hurricane and winter storm tide 
frequencies are summed to yield the total tide frequencies from all storms. 

HURRICANE PARAMETERS 

There are four parameters used to compute the surge associated with a hur- 
ricane. The first of these is the central pressure, a universally used 
index of hurricane intensity. The radial profile of sea-level pressure vs. 
distance from storm center (panel A of Fig. 2) shows a sharp increase within 
the first few miles with the curve flattening out at greater distances. The 
distance from the storm center to the area of maximum winds is symbolized by 
R (schematically shown on B of Fig. 2) .  R is used as the index of the lateral 
extent of the storm and referred to as radius of maximum winds. The third 
and fourth parameters are the forward speed of the storm and the direction 
of the storm motion. These parameters can be scaled from a hurricane track 
as illustrated in panel C of figure 2. The lower righthand panel (D) illus- 
trates the dimensions of a hurricane tide. This is a profile of hurricane 
Hazel's tide observed along the coast. The coastal distance is measured 
from the point of landfall of the storm center near the North Carolina - South 
Carolina border. 

PROBABILITY DISTRIBUTION OF HURRICANE PARAMETERS 

Figure 3 illustrates the climatological analysis of these hurricane para- 
meters. The data sample is collected from all hurricanes exceeding a certain 
intensity and striking or passing close to the coast within a prescribed span 
of years. The data are plotted on accumulated probability diagrams as shown 
in the figure for coastal segments approximately 400 n.mi. in length, for 
each of the four hurricane parameters.  Similar graphs are obtained for the 
entire coast, for about 60 overlapping zones centered at 50-n.mi. intervals. 
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Next, values at certain probability levels are read from each of these 
graphs and smoothed along the coast by applying a weighting function. The 
resultant coastal profiles for the central pressure are shown in figure 4 
(reproduced from Fig. 11 of ref. 4), depicted as lines joining values at the 
percentiles indicated inside the right margin. The distance scale for the 
abscissa is measured along a smoothed coastline running from Texas to Maine. 
The diagram indicates that the minimum central pressures are expected in the 
Florida Keys, where the most intense hurricane in the western hemisphere, 
with central pressure of 892 mb, was reported. The trends in the curves re- 
flect the fact that hurricanes tend to become less intense with increasing 
latitude. 

The R in hurricanes affecting the United States coast since 1900 was sub- 
jected to a frequency analysis in overlapping zones in the same manner as 
central pressure. Forward speeds were scaled from track charts and a prob- 
ability analysis made as with the other parameters, except that hurricanes 
landfalling on the coast and those bypassing the coast (alongshore hurricanes) 
were analyzed separately. The direction of forward motion analysis was 
restricted to landfalling storms.  For this, all tracks of tropical cyclones 
since 1871 were used. For numerical calculations of surges, alongshore 
hurricanes are treated as if they were moving exactly parallel to the coast. 

HURRICANE FREQUENCY 

In addition to the distributions of these hurricane characteristics, the 
overall frequency of hurricane occurrences is basic to calculating hurricane 
tide frequencies. The frequency of occurrences is assessed by counting tracks 
(separately for landfalling and alongshore) and smoothing the counts along 
the coast, similar to the other parameters. 

Figure 5 shows the frequency of landfalling hurricanes (from ref. 4). The 
frequency varies from a minimum of 0.1 storms per 10 n.mi. of smoothed coast- 
line per 100 years near Boston, to maxima of 2.2 in the middle of the Gulf 
coast and in the Florida Keys. 

Similar analyses were made for alongshore hurricanes, and for hurricanes 
that exited the coast after an earlier entry of the coast elsewhere. Be- 
cause of hydrodynamic factors, exiting hurricanes give half or less the surge 
heights as landfalling hurricanes of the same intensity. Exiting hurricanes 
also tend to have weakened while passing over land and contribute little to 
the frequency of high storm tides. 

WINTER COASTAL STORMS 

From time to time, winter coastal storms originating in mid-latitudes also 
cause millions of dollars of damage along the northern part of the Atlantic 
coast. At the 100-yr return period storm tide magnitude the activating storms 
are hurricanes and the additional contribution by winter coastal storms is 
generally small. The contribution to storm tide frequency of the latter may 
be evaluated with sufficient precision by direct analysis of long period tide 
gage records, and interpolation along the coast. These storms are taken into 
account in coastal storm tide frequency analysis north of Cape Hatteras, but 
their frequency of occurrence and characteristics are not discussed further 

in this paper. 
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HYDRODYNAMIC SYNTHESIS 

Having defined the hurricane climatology, the next step in the tide fre- 
quency analysis is the simulation of hurricane surges. A hydrodynamic-numeri- 
cal model, called SPLASH, has been developed by Jelesnianskl (9, 10) for 
calculating the surge produced by a hurricane moving over the continental 
shelf,, The model simulates the moving wind and pressure fields over the sea 
from the basic parameters described above, then computes the surge produced 
by these fields. This model was developed to predict storm tides when a hur- 
ricane approaches, as part of the public warning service of the National 
Weather Service. The operational application of this model is described in 
separate reports (11, 12). The same model is used here to compute storm surges 
from climatological possibilities for frequency analysis. 

SHOALING FACTOR 

Because of dynamic effects, the surge height that a given hurricane will 
produce at the coast varies with the shape of the continental shelf. The  . 
bathymetry effect on storm surges is handled by the use of a shoaling factor . 
The shoaling factor is the ratio of the peak surge height that a standard 
hurricane would produce in a given locale compared to the maximum surge height 
the same storm would produce over a "standard basin." Figure 6 shows the 
coastal profiles of the shoaling factor for two different radii of maximum 
winds.  The application of this will be described later. 

ASTRONOMICAL TIDE 

Another feature of hurricane tides, shown in figure 7, is illustrated by 
observed tides at Charleston, S.C. in Hurricane Grade. This diagram includes 
curves depicting three different water levels. The normal astronomical tide 
is shown by the solid curve. The dashed curve is the tide level actually 
observed during the storm. The difference between these is by definition 
the "surge." That is, the surge is the storm effect, and the graph of this 
is shown in the lower panel. The surge reached a magnitude of 8,3 ft MSL but, 
since this was coincident with low astronomical tide, the observed tide peaked 
at only 5.6 feet. If the same storm had coincided with the normal high astro- 
nomical tide, the hurricane tide would have reached 11.2 ft; if the storm 
were coincident with spring tide, the water level would have been 12 ft. 
This illustrates the fact that in a synthetic calculation of storm tide fre- 
quencies, the relative phasing of storm surge and astronomical tide should 
be taken into account. 

FREQUENCY DISTRIBUTION OF HIGH AND LOW TIDES 

Most of the combinations of forces producing the astronomical tides are 
experienced during a 19-yr cycle. There is also a seasonal variation in the 
mean water level with the maximum, in September-October in most of the study 

2The same topic is also discussed by Barrientos and Jelesnianski: "A Numeri- 
cal Model for Forecasting Hurricane Storm Surges," in the storm surge section 
of these proceedings. 
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area.  The months July, August, September, and the first half of October are 
taken to represent the hurricane season,, Astronomical high and low tides 
for these representative months are recomputed for a 19-yr period with the 
standard tide computation program written by Pore and Cummlngs (18). The 
accumulated frequencies of the high and low tides are calculated separately 
by months, then weighted in proportion to hurricane occurrences in each month 
at a particular location. Each distribution is divided into four range class 
interval values. The representative astronomical tide marigrams needed to 
combine with each hurricane surge marlgram are then approximated as cosine 
waves with a period of 12.42 hours oscillating between corresponding high 
tide and low class interval values. This assumes that the highest high tides 
occur with the lowest low tides, etc. The foregoing calculations are carried 
out at tide stations and then interpolated along the coast as needed. 

COMBINATION OF ASTRONOMICAL TIDE AND HURRICANE SURGE 

To combine calculated storm surges with the astronomical tide in search of 
the maximum height of the combination, the time variation of both is needed. 
The SPLASH program computes the surge height at grid points every 2.5 minutes. 
For combining surge profiles and the astronomical tides for the indicated 
purpose of finding the statistical distribution of maxium total, the assymetry 
of the rise and fall of the surge and the non-simultaneity along the coast 
of the time of maximum surge height in a particular case make no difference. 
The only requirement is to know how long the surge remains above each height. 
A saving in computation time is made by precomputing the time variation from 
a number of representative SPLASH surge computations, then normalizing these 
by fitting to two parameters. The time variation of the coastal surge is 
then approximated by a Gaussian curve defined by the maximum surge height, 
S , (in feet) and the time that the surge exceeds 2/3 of S , t, /, (in hours). 
Tne time variation is then described by: 

-.40547(2t/t,,,)2 

S = S  e l/i (1) 
x 

where t is the time (in hours) after the occurrence of the maximum surge and 
t„,, is the time duration indicated above. For the justification for this, 
the reader is referred to a previously cited report (13). 

Each surge is combined with astronomical tide in 84 different ways. These 
are 21 phasing displacements from low-tide coincidence to high-tide coinci- 
dence and four amplitudes of the astronomical tide, ranging from neap tide 
to spring tide. 

III.  HURRICANE TIDE FREQUENCY 

Hurricanes striking a point of interest are represented by all possible 
combinations of selected values of the hurricane parameters. This could be, 
for example, six different central pressures, three R's, three directions 
of motion, and six speeds, a total of 324 hurricanes.  Surges are computed 
for the 324 storms, with both time and space variation defined.  (A SPLASH 
computation yields surge heights at 8-mi intervals on the coast for speci- 
fied time increment^. 
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Allowing the same set of hurricanes to strike various points up and down 
the coast gives a multiple of 324 hurricanes. The surge height produced by 
each of these hurricanes can be approximated by shifting the surge envelope 
from a SPLASH computation and applying the shoaling factor adjustment mention- 
ed earlier,, Each surge is combined with astronomical tides in the ways de- 
scribed. 

The frequency of each of these hurricane tides is the product of the storm 
parameter probabilities, the landfalling frequency, and the astronomical tide 
probability. The accumulative frequencies of all these hurricane tide events 
are plotted as a tide frequency curve for the landfalling hurricanes. Along- 
shore storms are treated in a similar manner and the two frequency curves 
summed. 

Statistical interdependence of hurricane parameters is handled by assigning 

conditional probabilities.  jor example, the speed of storm motion is defined 
separately for landfalling and alongshore hurricanes.  Similarly, a different 
central pressure distribution is used for small R storms than for medium and 
large R storms. Details are given in cited reports. 

Figure 8 illustrates a typical tide frequency diagram — a plot of storm 
tide level against return period, for Rehoboth Beach, Del.  The landfalling 
hurricane tide frequency curve and the alongshore hurricane tide frequency 
curve are computed separately by the procedure just described. The tide 
frequency curve from winter coastal storms is obtained by direct statistical 
analysis of tide gage data. 

Summing the frequencies (reciprocal of return periods) of these three class- 
es of storms at each tide level gives the frequency  that level of tide is 
equaled or exceeded, from all storm classes. The figure indicates the 
contributions made by the different classes of storms. The winter coastal 
storm is the major factor contributing to the lower end of the frequency 
curve. The alongshore hurricanes contribute significantly to the recurrence 
intervals of 100 - 200 years; the landfalling hurricanes contribute most to 
the more rare return periods. This is typical in the study area north of 
the entrance of Chesapeake Bay (8). For coastal areas to the south, the 
tide level produced by landfalling hurricanes is the prime factor in the total 
storm tide frequencies (e.g., 6, 7). 

COMPARISON OF FREQUENCY CURVE WITH HISTORICAL HURRICANE TIDE DATA 

Repeating the same process at another point on the coast, we obtain a tide 
frequency curve, as shown in figure 9 for Savannah Beach, Ga. (1).  The 100- 
yr tide level reaches 14-1/2 ft MSL.  It should be noted here that the com- 
puted tide frequencies are of still-water levels on the open coast that would 
be measured in a tide gage house or other enclosure, excluding wave action. 
The plotted points are the five highest observed high-water marks at Savannah 
Beach since 1854. This is to verify the correspondence of the computed fre- 
quency curve to the local historical record. Other localities with a long 
period of observed high-water mark records also indicate similar good fit to 
the computed tide frequency curves, but there are exceptions in some places. 
The indirect method described, of course, gives hurricane tide frequencies 
where there are no or few historical storm tide data. 
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Figure 9.—Comparison of computed tide frequency curve at Savannah Beach, Ga., 

and high-water marks. 
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COASTAL PROFILES OF TOTAL TIDE FREQUENCY 

Interpolating from results of tide frequency analyses at many points, 
we have coastal profiles of tide frequencies. Figure 10 shows such profiles 
for a portion of the Atlantic coast for the 10-yr, 100-yr, and 500-yr recur- 
rence intervals. The 100-yr tide frequencies vary from about 16 ft MSL 
south of Savannah, Ga., and 14 ft near Miami, Fla., to a low of about 
8 ft along the northern portion of the Florida peninsula. 

In summary, these coastal variations are associated with the variations of 
hurricane parameters and the shoaling factor along the coast, illustrated 
schematically in figure 11. The 100-yr tide frequency profile in the figure 
is copied from figure 10 (heavy line). Effects of bathymetry are reflected 
in both the 100-yr tide profile and the shoaling factor curve.  The rapid 
northward decrease of the 100-yr tide level on the Florida coast is related 
to both the decreasing frequency of hurricane occurrence northward, and weaker 
hurricane intensities as indicated by the decreasing AP curves, AP being 
the depression of the central pressure of a hurricane below its peripheral 
pressure. 

North of Cape Hatteras both the AP and the hurricane frequency curve (which 
pertains to landfailing storms) decrease. The 100-yr flood level remains 
about the same because of increased frequency (not shown on the diagram) of 
by-passing hurricanes. Higher storm speeds and larger R's are also compen- 
sating factors which tend to increase the storm tide levels in this region. 

IV.  OTHER STUDIES 

Hurricane tide frequency profiles along the Gulf coast of Florida have 
been obtained in the same manner as for the southern Atlantic coast (5). 
Other sections of the Gulf coast are not covered in this series of studies. 
Hurricane tide frequencies on the coast of Puerto Rico have also been develop- 
ed from a set of climatologically representative hurricanes, using the NWS 
numerical dynamic surge model adapted to local conditions (2). 

NOAA has also extended the joint probability method of tide frequencies in 
bays and estuaries as part of the Flood Insurance Program (3, 15). Apalachi- 
cola Bay in Florida and the Cape Fear River estuary in North Carolina were 
selected for pilot projects.  Hydrodynamic models had to be developed for 
routing hurricane tides into the bay and the estuary respectively (16, 17). 
Again, without going into details, this development leads to hurricane tide 
frequency estimates in the selected bay and estuary by storm tide simulation. 

V. CONCLUSION 

The tide frequency analysis technique developed by NOAA has been extended 
along the Atlantic coast. The simulation method has the advantages^ 
giving results that are consistent from one stretch of coast to another, and 
for gfvLg a result where there is little local data available.  Tide frequen- 
cies estimated in this way form the technical basis for flood hazard boundary 
maps prepared for the Flood Insurance Program for communities subject to 

inundation from the sea. 
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CHAPTER 53 

AUTOMATED FORECASTING OF EXTRATROPICAL STORM SURGES 

N. Arthur Pore* 

ABSTRACT 

The Atlantic coast of the United States is affected by extratropical 
storm surges several times each winter.  The most devastating storm 
of this type on record is that of March 1962.  This storm caused 
damage estimated at over $200 million.  The National Weather Service 
has developed an automated technique for forecasting such storm surges. 
Statistical forecast equations have been derived for 11 locations from 
Portland, Me., to Charleston, S.C.  Input data to these equations are 
values of sea-level pressure as forecast by an atmospheric prediction 
model of the National Meteorological Center.  A sample forecast equa- 
tion is shown. 

The method was put into operation in 1971.  Forecasts are transmitted 
via teletypewriter and extend to 48 hours at 6-hour intervals. A 
sample teletype message is shown.  Forecasts of the devastating storm 
surge of Feb. 19, 1972, are discussed.  These forecasts agreed reasonably 
well with observations of the storm surge.  Experience with the method 
indicates it to be useful and therefore it will be expanded to include 
additional forecast locations. 

INTRODUCTION 

The extratropical storm of March 5-8, 1962, affected much of the east 
coast of the United States and caused record breaking high tides at 
locations between Long Island and Cape Hatteras.  This storm was the 
most devastating on record, as it caused damage estimated to be over 
$200 million.  Figures 1 and 2 show some of the damage at Virginia 
Beach, Va., and Rehoboth Beach, Del.  It is fortunate that storms 
causing this much damage are rare.  However, storms of lesser damage 
potential occur several times each winter.  Accurate and timely forecasts 
of flooding caused by these storms are important.  The crucial times to 

*Techniques Development Laboratory, National Weather Service, NOAA, 
Silver Spring, Md. 
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forecast these conditions are also the times when forecasters 
already have burdens brought on by poor weather conditions asso- 
ciated with coastal storms.  Therefore, the National Weather Service 
has developed an objective forecast technique for forecasting extra- 
tropical storm surges.  This technique has been automated and 
operates with meteorological input data from an atmospheric prediction 
model. 

SURGE CHARACTERISTICS 

Storm surge is defined as the meteorological effect on sea-level and 
is computed as the algebraic difference between observed tide and the 
normal astronomical tide.  Figure 3 illustrates this definition with a 
2-day length of tide record.  Here the observed tide is shown by the 
upper solid curve, the normal (or predicted) astronomical tide by the 
dashed line, and the storm surge by the lower curve. 

The principal factors involved in the generation and modification of 
the extratropical storm surge are as follows: 

1. The rise of water caused by the action of the wind stress on 
the water surface.  It can be thought of as consisting of two components. 
One component is the set-up of water by the onshore wind in which the 
slope of the water surface is directly proportional to the wind stress 
and inversely proportional to the water depth.  The other component is 
the effect of the alongshore wind that generates a current parallel to 
shore. The effect of the earth's rotation is to have water piled up 
along the shore if the shore is to the right of the current. 

2. The reduction of atmospheric pressure, generally called the 
inverted barometer effect that causes an increase in sea level in areas 
of low pressure. 

3. The transport of water by waves and swell in the shallow water 
area near shore. 

4. The modifying effects of coastline configuration and the 
bathymetry, such as convergence or divergence in bays. 

The effect of the time of occurrence of the storm surge with respect to 
the stage of the normal astronomical tide is shown in Figure 4.  Here, 
two identical storm surges are combined with different phases of the 
normal tide, one occurring at normal high tide and the other at normal 
low tide, with the one at high tide resulting in a higher actual tide. 
The time of occurrence of the storm surge with respect to the normal tide 
can mean the difference between serious and minor flooding. 
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The recurrence intervals in cases per year for storm surges of 2 ft 
or greater, 3 ft or greater, and 4 ft or greater for Portland, 
Boston, Newport, New York, Atlantic City, Breakwater Harbor, 
Baltimore, and Norfolk are shown in Figure 5.  For example, New York 
City experiences a 2-ft or greater storm surge about six times a 
year. A 4-ft or greater surge would be expected to occur only once 
every 2 years. 

DEVELOPMENT OF FORECAST EQUATIONS 

The forecast technique is a statistical method based on actual storm 
surge data during the months of November through April from 1956 
through 1969.  Storm surge values were determined by subtracting hourly 
values of the astronomic tide from hourly values of observed tide as 
shown in Figure 3. Data were selected on the basis of storm surge 
occurrence.  Those storms that produced surges of 2 ft or more at four 
or more of the stations considered were used.  Sixty eight storms were 
selected in this manner. 

Earlier studies related surface wind conditions at coastal weather 
stations to the storm surge Pore (1964, 1965).  In the operations of the 
National Meteorological Center (NMC), meteorological information at 
computational grid points is more readily available than at weather 
stations.  For that reason, sea-level pressure forecasts at specific 
grid points were used to represent the generating winds off the east 
coast in the storm surge generation process. Every 12 hours the NMC 
runs their numerical atmospheric model (primitive equation model) that 
produces forecasts for most of the northern hemisphere.  Figure 6 shows 
the grid points where sea-level pressure was considered in this study. 
Sea-level pressure at these grid points was obtained at 6-hour intervals 
from analyzed weather charts for the 68 storm cases.  These pressure 
values, with appropriate lag times, were considered as possible predictors 
of storm surge. 

Forecast regression equations were derived by the statistical screening 
procedure that has been described by Klein (1965) as follows: 

"The object of the screening procedure is to select from a large 
set of possible predictors only those few which contribute 
significantly and independently to the forecast of a predictand. 
This is accomplished by a forward method of multiple regression in 
which significant predictors are picked in a stepwise fashion, one 
by one. As a result, a small number of predictors can be selected 
which contain practically all the linear predictive information of 
the entire set with respect to a specific predictand. The importance 
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of using a small set of predictors to prevent redundancy and 
instability of the multiple regression equation and to insure 
good results when applying it to new data has been emphasized by 
Lorenz (1956, 1959), Grant (1956), Panofsky and Brier (1958), 
and others." 

A detailed description of the selection of predictors by screening is 
given by Miller (1958).  The manner in which predictors of storm surge 
are screened is shown below: 

SS = Ax + BjXi (1) 

SS = A2 + B^ + C^ (2) 

SS = A3 + B3X1 + C2X2 + DXX3 (3) 

33 = ^ + BnXx + Cn_±X2  +NXn  . . (n) 

where SS is storm surge; A,, A,, A,, etc., are constants; Xj_, X2, X3, 
etc., are predictors; and B]_, B2, C2, etc., are regression coefficients. 

The procedure is to first select the best single predictor (X^) for 
regression Eq. 1.  The second regression equation contains the first 
predictor (X^) and the predictor (X2) that contributes most to reducing 
the residual after the first predictor is considered.  This screening 
procedure is carried out until the desired number of predictors is 
included. 

A separate forecast equation was derived for each of the locations shown 
in Figure 7, so that local effects at each location are considered.  The 
locations extend from Portland, Me., on the north to Charleston, S.C. 
on the south.  These locations were chosen because they are in densely 
populated areas that are frequently threatened by extratropical storm 
surges.  Also, accurate tide observations, necessary for verification 
of forecasts, are available from the National Ocean Survey and U.S. Army 
Corps of Engineers for these locations. 

Figure 8 shows, as an example, the forecast equation derived for storm 
surge at New York.  Predictors are the sea-level pressure expressed in 
millibars at the indicated grid points.  The subscripts on these terms 
indicate the time lags in hours.  In this case, nearly all the predictors 
have time lags of 6 hours.  Similar equations were derived for the other 
10 locations. 
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APPLICATION TO THE MARCH 1962 STORM 

The waves and storm tides generated by the storm of March 5-8, 
1962, caused unprecedented damage to coastal areas from southern 
New England to Florida.  The very persistent strong northeast winds 
blowing over an extremely long fetch were responsible. Another im- 
portant factor is that the storm occurred at a time of very high 
astronomical tide. Articles by Stewart (1962) and Cooperman and 
Rosendal (1962) give details of the storm. 

At 7 a.m. EST on March 5th there was an ill-defined low pressure 
area with a frontal wave northeast of the Bahamas. Low pressure 
also extended northwestward through the Carolinas and Virginia.  By 
7 a.m. EST on the 6th, the entire low pressure area had deepened, 
resulting in a long easterly fetch over the western Atlantic north 
of Cape Hatteras.  The storm continued to intensify and resulted in 
an elongated low with strong northeast wind over a very long fetch. 
Four pressure analyses for the storm are shown in Figure 9. 

Since the automated method described in this paper did not become 
operational until Oct. 8, 1971, automated forecasts were not made 
for the 1962 storm.  However, we have made calculations of the storm 
surge for this storm based upon actual sea-level pressure analyses. 

Curves of observed storm surge and calculated storm surge are shown 
in Figure 10 for the eight locations, for which we have data, for the 
period March 5-8, 1962.  The heavy solid curves show the observed 
storm surges based on hourly values.  The dashed lines connect the 
computed values of the storm surge made at 6-hour intervals. 

We feel there is considerable skill in the calculation of surge for 
this storm, even though it was a very intense, record-breaking storm. 

OPERATIONAL FORECASTING 

In operational use, sea-level pressure forecasts at the appropriate 
grid points are used as input to the storm surge equations.  The 
pressure forecasts are available twice daily from the numerical weather 
model of the NMC.  Pressure forecasts to 48 hours at 6-hour intervals 
are used. 

A sample teletype bulletin of storm surge height forecasts for the 
11 locations is shown in Figure 11.  The forecasts are expressed in 
feet at time intervals of 6 hours for the 48-hour forecast period. 
Such messages are transmitted on a Weather Service teletype circuit to 
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forecast offices along the east coast where they are used as 
guidance in preparing the official storm tide bulletins. 

AN ACTUAL FORECAST CASE 

A very severe coastal storm, to which the automated storm surge 
method was applied during its first year of operation, was the storm 
of Feb. 18-20, 1972 (Pore, 1973). The northern portion of the U.S. 
Atlantic Coast suffered extensive damage and beach erosion.  Condi- 
tions were very bad as the time of maximum storm surge was near the 
time of astronomical high tide. 

A low pressure system centered over the Great Lakes at 7 a.m. EST on 
Feb. 18th had a frontal system extending southward over eastern 
Tennessee, Georgia, Alabama, and into the Gulf of Mexico.  Subsequent 
developments, as depicted on the Northern Hemisphere surface charts 
of NMC, are shown in Figure 12.  By 1 p.m. EST, a closed low had 
developed over Georgia.  Further development occurred and the storm 
moved rapidly toward the north-northeast, to a position just north of 
Cape Cod at 1 a.m. EST on the 20th. 

Some of the numerical weather model forecasts of storm position and 
central pressure are shown in Figure 13.  The storm center positions 
and central pressures, taken from the NMC Northern Hemisphere surface 
charts can be compared to these 12-hour, 24-hour, and 36-hour forecasts. 
The shorter-range numerical forecasts of the track were very consistent 
with the longer-range forecasts and are considered to be quite good. 

The numerical weather sea-level pressure forecasts, valid about the 
time of maximum storm surge, can be compared to the NMC pressure 
analysis in Figure 14.  Here it is seen that the longer-range forecasts, 
such as the +30-hour forecast, did not have the storm intense enough. 
The shorter-range forecasts, such as the +6-hour forecast, look quite 
good, both for storm intensity and position. 

Calculations of the storm surge based on sea-level pressure analyses 
and forecasts are shown in Figures 15 through 18.  Storm surge calcula- 
tions, based on sea-level pressure analyses of the NMC Northern Hemis- 
phere surface charts, are shown in Figure 15.  Here the observed storm 
surges, based on hourly values, are shown by the solid curves.  Maximum 
values of observed surge are printed near the peak of each curve. 
Calculations of storm surge, based on pressure analyses, are shown by 
dots at 6-hour intervals.  It is felt that these storm surge calculations 
agree fairly well with the observations.  Figures 16 through 18 show, in 
the same manner, actual forecasts of surge based on the sea-level 
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pressure forecasts.  Figure 16 shows 6- and 12-hour forecasts of the 
surge.  Two forecast intervals are combined on one chart so that there 
is a forecast value every 6 hours rather than every 12. 

The actual forecasts of storm surge, of course, are not as accurate as 
the calculations based on the pressure analyses.  The underforecasting 
of storm intensity of the numerical weather model in the longer-range 
forecasts was discussed earlier and is reflected in the longer-range 
forecasts of storm surge, as shown in Figure 18.  The 6- and 12-hour 
surge forecasts were closer to the observed surge than the longer-range 
30- and 36-hour forecasts.  It is felt that the automated storm surge 
forecasts provided useful guidance material, especially on the timing 
of the surge. 

CONCLUSION 

The statistically derived extratropical storm surge forecast method 
uses the meteorological forecasts of the NMC as input to provide guid- 
ance material for Weather Service coastal forecast offices.  The accuracy 
of the surge forecasts depends greatly upon the accuracy of the meteoro- 
logical forecasts.  Experience, so far, has shown the method to be use- 
ful and for that reason it is being expanded to include more locations. 
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Figure 1.-Damage at Virginia Beach, Va.,  caused by the 
Severe March 1962  storm. 

Figure 2.-Boardwalk at Rehoboth Beach, Del.,  destroyed 
by the March 1962 storm. 
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Figure 3.-Tide data showing the observed 
tide, predicted astronomical tide, and the 

storm surge. Figure 4.-The actual tide and its 
components. 
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Figure 5.-Frequency of extratropical 
storm surges of 2, 3, and 4 ft or 
greater.  Stations locations are 
shown in Figure 7. 

Figure 6.-Grid points where 
values of sea-level pressure 
were considered as predictors 
of storm surge. 
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BOSTON. MASS. 
FZUS3   KU8C  070000 
STORM  SURGE  ECST   FEET   INVALID   FOR  TROPICAL STORMS 

00Z     0SZ     12Z     ISZ    00Z    06Z     12Z     18Z    00Z 

Figure 10.-Observed storm surge and 
calculated storm surge for seven 
locations during the March 1962 storm. 
Solid curves are observed storm surge. 
The dashed lines connect storm surge 
calculated at 6-hour intervals, based 
upon analyses of sea-level pressure. 

BOS 0.1 ? 0.2 0.5 0.9 1.3 1 7 1.3 
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Figure 11.-Storm surge forecast 
teletype message.  Forecast heights 
are in feet.  Valid times are in- 
dicated above each column of heights 
Forecast point locations are shown 
in Figure 7. 

Figure 12.-Sea-level pressure analyses 
as shown on the Northern Hemisphere 
surface charts of the National Meteoro- 
logical Center for Feb. 18-20, 1972. 
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CHAPTER 54 

Generalized Model for Storm Surges 

Gour-Tsvh Yeh1, M. ASCE 

and 

Fei-Fan Yeh'~, M. ASCE 

Abstract.  A two-dimensional numerical simulation model of storm surges 
based on the vertically integrated hydrodynamic equations of continuity 
and m.onmentum is adopted.  The model embodies the inundation over the low- 
lying land surface with moving water-land interfaces.  Kind stress coeffi- 
cient is considered not only function of wind speed but also dependent on 
the temperature differential between air and water.  Bottom stress is 
treated by an evaluation of convolution integrals over the surface slope 
pressure depression and wind shear.  The contribution of momentum by river 
inflows is taken into account.  Particular attention is directed to the 
treatment of nonlinear terms in the governing equations to insure the 
improvement of numerical stability and accuracy.  The model is applied to 
the New Jersey Coastal area and reproduces the historical storm surges 
quite well both at Atlanta City and Sandy Hcok. 

With Stone & Webster Engineering Corporation, Boston, Massachusetts. 
2 
Formerly with Ebasco Services, Inc., now with Tetra Tech, Inc. 
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INTRODUCTION 

Reliable estimates of water-level changes under storm conditions are 
essential for the planning and design of coastal engineering works. 
Determination of design water elevations during storms is a complex 
problem involving interaction among the bathymetry and geometry of the 
water body, the forces of the wind field and atmospheric depression, the 
resistance of the bottom, the momentum generated in the water body, and 
the effects caused by other mechanisms unrelated to the storms, such as 
astronomical tides, earth rotation, etc. 

The development of numerical models'for predicting storm surges has been 
advanced rapidly during the past decade, from simple one-dimensional 
bathystropic theory (Bretschneider and Collins, 1963) to more complex 
two- dimensional simulation of arbitrary water bodies (Reid and Bodine, 
1968; Pearce, 1972; Tsai and Chang, 1974; Pearce and Pagenkopf, 1975; 
Wanstrath, 1975; Damsgaard and Dinsmore, 1975). Most of the models are 
found to be useful only for specific localities to where one must approxi- 
mate its underlying assumptions.  In view of the various deficiencies in 
the existing storm surge models, additional considerations to improve 
the accuracy of the results and the generalization of the applications 
are listed as follows: 

1. Inundation boundary conditions over the low-lying land surface 
are incorporated automatically with the rationale of both 
mathematical and physical justification rather than based on 
the empirical or a weir-type formula. 

2. Bottom stress is time varying and may be obtained by an evalua- 
tion of convolution integrals over the surface slope, pressure 
depression, and wind stress.  Only with this wind dependent 
bottom stress, it seems possible to facilitate the computational 
scheme over the low-lying land surface. 

3. Wind stress coefficient is not a unique function of wind speed 
but also a function of temperature differential between the 
air and water. This inclusion of temperature effects is 
highly significant for the estimation of wind stress coefficients 
in the Northern United States, and should greatly enhance the 
predictability of storm surges in the Great Lake of Northern 
America where the temperature has significant change during 
storms. 

4. The surge elevations at the lateral open boundaries perpendi- 
cular to the coastline are obtained by assuming zero gradient 
of total water depth. This would allow the selection of the 
locations of lateral boundaries with less restriction. 
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5. The stream inflows in estuarine areas are included in the 
momentum equations. Conventional assumption by neglecting the 
stream momentum but adding only the stream mass flux into the 
continuity equation is not totally true for many estuarine 
conditions. 

6. All nonlinear terms such as advections are not linearized in 
order to account for the bathyraetries involving irregular 
coastlines and bay complexes. 

The numerical techniques used for computing long wave equations generally 
fall into one of the three schemes:  (i) Explicit Finite Difference 
Method, (Reid and Bodine, 1968; Pearce, 1972; Wanstrath, 1975), (ii) 
Implicit Finite Difference Method (Leandertse, 1967; Tsai and Chang, 
1974), and (iii) Finite Element Method (Pearce and Pagenkopf, 1975: 
Gallagher, etc., 1973; Gallagher and Chan, 1973). Engineering practice 
has indicated that the explicit scheme having to satisfy the Courant 
stability condition is too strenuous. Although the finite element 
method offers smooth treatment on irregular boundaries, it has serious 
drawback in the requirements of computing tine and computer storages. 
Furthermore, the lack of provability on the stability of the method 
often leads to obscure trial and error. The alternate direction (ADI) 
implicit scheme has gained the popularity.  It is unconditionally stable 
to the long wave equations without nonlinear advection terms (Leendertse, 
1967). The authors have been unable to make practical use of this 
advantage for the cases when the nonlinear terms are included in the 
long wave equations.  It is surmised that this may be due to the way 
these nonlinear terras are approximated as part implicit and part explicit. 
A modified ADI scheme, which considers all terms implicit, is therefore 
adopted. 

MODEL FORMULATION 

Basic Equations and Assumptions 

The mathematical equations describing storm driven surges can be obtained 
by integrating vertically the Navier-Stokes equations for fluid motions. 
In this development, it is assumed that density over the depth is constant, 
pressure variation with the vertical coordinate is hydrostatic, and the 
variation of momentum transport with vertical coordinate dominates those 
with horizontal coordinates. The vertically integrated forms of the 
conservation equations in a Catesian Coordinate system with x and y on 
the horizontal plan can be written as 

3« j. iH j. 3V   „ (1) 
3t" + fc +  3? = qR W 
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f*i<S!'^<!?>-«-» = -f#^«t-|?i). 

X    X 
(2) 

J + <L^)  +f <£ - 2,v + fu = - !*!&_!_!!., "t   ox H     3y H 2 oy    6 vdy   pg 3y ' 

(3) 

The symbols used in Equations (1), (2), and (3) are defined as follows: 

H    = total water depth 
h    = undisturbed water depth 
U,V  = flux density in x- and y-directions, respectively 
g    = gravitational acceleration 
f    = coriolis coefficient 
TS.TV = wind stress components in x- and y-directions, respectively 
Tx' r = b°ttom stress components in x- and y-directions, respectively 
P    = atmospheric pressure 
x,y  = horizontal orthogonal coordinates 
t    = time 
p    = water density 

The terms included in the momentum equations are from the left to the 
right representing inertia term; nonlinear longitudinal and lateral 
advection momentum terms; the momentum attributed to the artificial 
discharges or river inflows and outflows; coriolis acceleration; nonlinear 
gravity terms; forces due to bottom slope and atmospheric pressure 
gradient; and wind and bottom stresses.  It is interesting to note that 
the atmospheric depression column and the water depth column are equivalent. 
Therefore, the accurate reading of the undisturbed water depth is more 
important than the consideration of atmospheric pressure depression. 

Variables in Equations (10, (2), and (3) are H, U, V, h, q, ps, x", T", TX, 
and tb. Among these variables, ps, T

W
, and T" are the forcing functions 
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depending on the atmospheric pressure and wind field distributions of the 
storms; h and q are given functions of x and y.  Thus, if bottom stress 
components, T^ and xk, are related to H, U and V, Equations (1), (2) and 
(3) will constitute three simultaneous partial differential equations for 
three unknowns, H, U, and V. 

Wind and Bottom and Stresses 

The most important and sensitive parameter in storm surge modeling is 
the wind shear stress since it is the primary driving force. In general, 
the. wind shear stress is related to'the wind speed, w, through the 
following expression 

-W - P K"2 
a 

T  = P KW (4) 

where pa is the density of air and K is the wind stress coefficient. 
The values of K should be a function of other parameters involving wind 
speed, surface roughness, and stability and turbulence of the atmosphere. 
A model treating K as function of wind speed has been presented elsewhere 
(Van Horn, 1953; Reid and Bodine, 1968), 

K = K for   W ? W (5a) 1 c 

K - Kx + K2(l - W(j/W)
2 for   W > Wc (5b) 

in which the constants, K]_, K2 and the critical wind speed have been 
taken as 

Kl K2 Wc 

Van Dora  (1953) 1.2 10-6 1.8 10~6        6.7 tn/sec 

Reid & Bodine (1968)    1.1 10~6    2.5 10~6   7.2 m/sec 

A slightly different formula for describing K has been proposed (Tsai 
and Chang, 1974) as follows: 

1.25 10 for w * W 
1 

K = 1.25 10~6 + 1.75 Iff6 sln/^-JLj    for ^ < w < „    (6) 

3-0 10~ for W » w. 
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in which W-^ = 5.1 m/sec  ind W2 = 15.A m/sec.    Most of the investigators 
has not included  the atmospheric stability in the formulation of K. 
However,  it has been demonstrated that  the temperature differential 
between the water and air has a significant effect on the value of K 
(Gillies and Punhani,  1971).     It is,  therefore, proposed  in this paper 
that K be given by the following equation: 

K,  + K,AT for       W « W 
13 c 

(7) 

Kl + K2(1~W /W)2 + K3AT f°r  W > Wc 

The values of K]_, K2 and K3 will have to be determined from further 
numerical experiments on storm surges. 

The relationships describing the bottom stress have been taken for 
granted by many authors (Eeid and Bodine, 1968; Dansgaard and Dinsmore, 
1975) as simply given by the following formula: 

b  pS \l U2 + V2 U (8a) 

cV 

and 

:4V2 

cV 
(8b) 

where C is the Chezy coefficient. Bottom stress formulation based on 
this line of approach may sometimes yield large error, since there are 
possible flows in which the transport is small but there still may be a 
significant bottom shear layer.  This problem can be avoided by calculating 
the drag from the flow profile calculations based on linear theory of 
long wave equations, as done by Jelesnianski (1970) and Forristall 
(1974). Accordingly, the bottom stress is given by 

H  V H  0      x 
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-*b 
in which v is the eddy viscosity, n = H - h, and Kp, "0, Vp_, Vn, x , and 

denote 
CO 

K^ •» X  (-l)n(n + l/2)ir F,xp{-o(n + 1/2)2-rr2t/i;
2 - (if - 2q)t}   (10a) 

n=0 

K = J Exp{-v>(n + l/2)\?"t/H2 - (if - 2q)t} (10b) 

n=0 

3ps 
S5T + i- 

3P 
ay ox   dy '       x    JJ (10c) 

respectively.  The adoption of Equation (9) is more physically appealing 
and consistent with the overall method than Equation (8).  The derivation of 
Equation (8) involves more assumptions than that of Equation (9). 

Finite Difference Equations 

A spece-staggered scheme is used to approximate the differential equations 
with finite difference equations (Leendertse, 1967).  The scheme describes 
the flux density, total water depth, and undisturbed water depth at 
different grid points as shown in Figure 1. 

j+1 nr L      ji.      i .... 

1 

1 

-Y Ik 

0 1 H t'J 

-•1 
1 ... '—i  1- 

J-l 
1 

[ 7 
i-i i+1 

4 Total v/ater Depth,  H 

— X-Flux Density,  U 

| Y-Flux Density,  V 

« Undisturbed V.'ater Depth,  h 

Figure 1 
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To simplify the discussion on the formulation of finite difference 
equations, Equations (1), (2), and (3) can be written as 

sl + iE + ?! 
3t  3x  3y ~ (11) 

where 

H-, 

V 

_                      V 

2           2 

H           2 
;       3- UV 

H 

UV 
H 

2           2 

H           2 

(12) 

and 

1- 

qH 

w 
1 3Ps Tx 

gH(— - — r-5-) + fV + 2qU + — 

3P„ 

,3h 

1 3p<* Tv  Tv ,3h _ 
ay " pg 3y 

(13) 

Let 

*(n+l) 

H(iAx, jAy, (n-'rl)At 

U(iAx, jAy, pAt 

V(iAx, jAy, qAt 

where p and q will be replaced by (n+1) or (n) as demanded by the ADI 
algorithm, then the finite difference approximation of Equation (11) is 

*(n+l)  v(n) 

At 2Ax ff1+l.J-
Fi-l.j> + a-°)<Pl+l,J-

ri- -1.J'] 

0(At, AX ) (14) 
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where 6 is a weighting factor ranging from 0 to 1, and F   Is given by 
-^»J 

-•      ->•-*• 

F   . _i±U ^J 2dLl (15) 

Expansion of Equation (14) in Taylor series, it becomes, 

l| + |l + A|V9)4+
( -••   =0 (16) 

at  ax  4   ax3 , 

2 
The third term which has the magnitude of the order of Ax is the numerical 
filter term to screen the short wave number. For complete implicit 
scheme, 6=1, and therefore, no filter term is encountered. This would 
probably explain the frustration experienced by many model practioners 
when Equation (14) with 6 = 1 is applied to the solution of circulation 
problems. Under such circumstances, the noise caused by the short wave 
would amplify very fast and blow out the computations.  Instead of 
?(n\   if f(n'   is used in Equation (14), similar problems will also arise 
since no filter term is involved to dampen the short wave noise. 

Since F, G and I are nonlinear functions of H, U, and V, Equation (14) 
is a system of nonlinear algebraic equations. These equations can be 
solved directly by iterative method. However, iterative solution to a 
large number of simultaneous equations at each time step is not only 
time consuming but also causes convergent problems in many areas. 
Hence, linearization techniques must be used to render these equations 
to a system of linear algebraic equations that direct solution can be 
obtained.  In general, Taylor series expansion is adopted, i.e., 

?(n+l) „ ?(n) + ||(H(n+l) _ H(n)) + |(u<n+l) _ u(n)) +  . . . 

For example,   the  term U    in the second  component of F in Equation  (12) 
can be expanded as 

n2(n+l)  _ jjCiD^Cn+l) + D(iri-1)  _ u(n)) +     .     .    . (18) 

Most of the numerical modeless would linearize this term by treating it 
as part explicit and part implicit (Leendertse, 1967; Tsai and Chang, 
1974), i.e., 

u2(n+ x~>  = u(tl)u(n+1) <19> 
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It is seen from Equations (18) and (19) that the former will render the 
latter as its special case if u(n+1) •* V^nK    The implicit scheme, 
Equation (14), has been proved unconditionally stable when it is applied 
to linear partial differential equations (Leendertse, 1967).  However, 
frustrations have been experienced more than often when it is applied to 
nonlinear equations in along with Equation (19), unless the time step is 
smaller than that given by Courant stability criteria.  This fact may be 
explained by comparing Equations (8) and (19).  The comparison indicates 
that the time step has to be small for the two to agree. 

Boundary Conditions 

There are two types of boundaries in the numerical simulation of storm 
surges.  One is the water-land interface while the other is the fictitious 
open boundaries which are artificial termination of the flow field. 
During a storm, the wind generated surge close to shoreline is most 
prominent. For locations further seaward, the magnitude of the wind 
setup (or setdown) becomes progressively insignificant for several 
reasons.  The first effect occurs due to decreased hindrance of the 
boundary.  The increase in water depth accounts for the second reason as 
the water mass would be more difficult to set in motion at a location of 
greater depth by the water surface shear forces. 

For locations beyond the Continental Shelf, the water elevation due to 
wind shear would be insignificant. Thus, at seaward boundary the setup 
(setdown) could be reasonably assumed equal to the barometric and astro- 
nomical tides.  The treatment of lateral open boundaries is still very 
controversial.  Reid and Bodine (1968) proposed radiative boundary 
conditions.  Pearse and Pagenkopf (1975) assumed zero onshore transport. 
Zero gradient of water surface slope has been used with the requirements 
that the lateral boundaries be chosen roughly perpendicular to the 
bottom contours lines (Stone & Webster, 1976).  In this paper, this 
requirement will be removed by specifying the gradient of total water 
depth equal to zero at lateral boundaries. 

Most of the existing storm surge models does not consider the moving 
boundaries at the water-land interfaces. General practice is to assume 
vertical wall interface that the normal flow is zero (Pearce and Pagenkopf, 
1975). A few investigatiors model the inundation of low-lying land with 
weir type approach (Reid and Bodine, 1968; Dansgaard and Dinsmore, 
1975).  In the present model, the moving boundaries are accomplished by 
progressively advancing (retreating) the land-water interface as surges 
increase (decrease). Both continuity and momentum equations are actually 
utilized in tallying these moving inundation boundary grids. 
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MODEL APPLICATION 

The storra surge model is applied to the New Jersey coastal area for 
1944, hurricane, whose track parallels the east coast and lies well 
within the confines of the Continental Shelf. The track of the pressure 
center in the storm is taken from the report by Graham and Hudson (1960). 
The hurricane characteristics were given both near Hattears, North 
Carolina, and Point Judith, Rhode Island (Graham and Hudson) as follows. 

Hattears^JTC       Point Judith, RI 

Radiative of maximum winds, R     49 N. Mi 36 N. Mi 

Center pressure index, p 27.88 in. 28.31 in. 
o 

Peripheral pressure, p 30.66 in. 29.39 in. 

Maximum gradient wind, Vg        113 mph 71 mph 

Based on these hurricane parameters and the track, wind and pressure fields 
are constructed using the method suggested by Graham and Nunn (1959). 

The New Jersey coastal area is constructed on a rectangular grid of 22 by 
31 with grid size of 33,333 ft.  It included the Continental Shelf to a 
depth of approximately 600 ft and is extended far north and south of the 
area of interest that the lateral boundary conditions are applicable. 

Surge histories for 1944 hurricane are available at both Atlanta and 
Sandy Hook tidal gage stations in the southern and northern New Jersey 
coast, respectively (Harris, 1963).  Both recorded and computed surges 
with the model at Atlanta City are shown in Figure 2. Figure 3 shows 
comparisons between the tidal gage measurements and the simulated results 
at Sandy Hook. The agreements at both Atlanta City and Sandy Hook are 
considered favorably. The peak surge as computed at Sandy Hook is higher 
than the measured. 



932 COASTAL ENGINEERING-1976 

lit 16 18 20 
Sepl6*ber 1^, 19^ 

Figur* 2 

*0 

* /      * \ 

4* : o* 

// // 
/ $ 
/  t 
/   1 

i 1 

i 
t 

/         t 
I          1 

I         1 
a i \ I         1 

1         ' 
I        * 

Ed o 
1         1 
I        t 

__«...    0baarv»i at S**dy Hook 
/        ' \\ 

7 \ V y / 

5 i.         i          i I    ,. .      ,           I 

<. s 

16 18 20 

Septe.ber 1* - 15, 19*t 

n«urfl   3 



STORM SURGE MODEL 933 

REFERENCES 

Bretschneider, C. L. and J. I. Collins, Prediction of Hurricane Surge: An 
Investigation for Corpus Chrlsti, Texas and Vicinity, NF.SCO Technical 
Report No. SM-120, Prepared by National Engineering Services Company 
for U.S. Army Engineer District, Gnlveston, Texas, 1963. 

Damsguard, A. and A. F. Dinsnore, Numerical Simulation of Storm Surges 
in Bays, Symposium of Modeling Techniques, Vol. II, 1535--1551, Second 
Annual Symposium of the Waterways, Harbors, and Coastal Engineering 
San Francisco, California, September 3-5, 1975. 

Forristall, G. ?,.,  Three-Dimensioiial Structure of Storm-Generated Currents 
J. Geophys. Research, Vol. 79, No. 18, 2721-2729, 1974. 

Gallagher, R. H., Ligget, J.A. and S. T. K. Chan, Finite Element Shallow 
Lake Circulation Analysis, J. Hydraulic Division,' ASCE, Vol. 99, 1083, 
1973. 

Gallagher, R. H. and S. T. K. Chan, Higher-order Finite Element Analysis 
of Lake Circulation, Computers and Fluids, Vol. 1, 119, 1973. 

Graham, H. E. and E. e. Nunn, Meteorological Considerations Pertinent to 
Stand Project Hurricane, Atlantic, and Gulf Coasts of the U.S., National 
Hurricane Research Project, Report No. 33, U.S. Weather Bureau, Washington, 
D.C., 1959. 

Gillies, D.K.A. and A. L. Punhani, 'Dynamic Forecasting of Lake Erie Water 
Levels, Ontario Hydro Research Quarterly, Fourth Quarter, 1-6, 1971. 

Harris, D. L., Characteristics of the Hurricane Storm Surge, Technical 
Paper No. 48, U.S. Weather Bureau, Washington, D.C., 1963. 

Leendertse, J, J., Aspects of a Computational Model for Long Period 
Water Wave Propagation, RM 5294-PR, The Rand Corporation, 1967. 

Pearce, B. R., Numerical Calculation of the Response of Coastal Waters 
to Storm Systems, Technical Report No. 12, Coastal and Oceanographic 
Engr. Laboratory, University of Florida, 1972. 

Pearce, B. R. and J. R. Pagenkopf, Numerical Calculation of Storm Surges: 
An Evaluation of Techniques, Paper Presented at Seventh Annual Offshore 
Technology Conference, Houston, Texas, May 5-8, 1975. 

Reid, R. 0. and B. R. Bodine, Numerical Model for Storm Surges in 
Galveston Bay, J. Waterways and Harbor Division, ASCE, Vol. 94, No. Wl, 
33-57, 1968. 

Stone & Webster Engineering Corporation, Two-Dimensional Coastal Storm 
Surge Model, SWEC0-17501-P, January, 1975. 



CHAPTER 55 

SIMULATION MODEL FOR STORM SURGE PROBABILITIES 

by 

M. H. Fallah1, J. N. Sharma2, C. Y. Yang3 

I.  INTRODUCTION 

Storm surge and its Impact on the coastal regions have been of interest 
to many researchers and engineers for a long time. Deterministic models 
based on classical hydrodynamics can be used for reliable predictions only 
for short terms, e.g. up to 24 hours for which the characteristics of the 
storm can be projected accurately. Long-term predictions, on the other 
hand, is a statistical problem due to the random nature of the storms. 
Such long-term prediction is becoming increasingly important as the coastal 
regions are rapidly developed into residential, recreational and industrial 
areas. 

One of the first statistical studies on coastal storm surge predictions 
was published in 1961 by Wemelsfelder who used a Poisson probability law to 
fit the observed high tide data at Hook of Holland.  From this fitted law, 
risk curves for long-term in years can be constructed for design purposes. 
In 1970 Yang et al applied the extreme value model to fit storm surge data 
for Atlantic City, New Jersey and Breakwater Harbor, Delaware.  This so-called 
"purely" statistical method is sound in concept and simple to use.  It has 
some serious limitations, however.  First, it requires a collection of long 
term data (say 100 years for reliable design predictions) which is difficult 
to obtain in general.  Secondly, the prediction for one location is not 
valid in general for other locations even when they are not far apart.  To 
overcome the first limitation on the unavailability of long-term data at 
least partially, it is recognized that although storm tide data is limited, 
the general meteorological data is relatively abundant, so that more data 
on storm tide can be derived from meteorological data (wind field) via a 
hydrodynamic analysis. The analysis, of course, involves a general coastal 
area and consequently, the spatial variation of the storm tide can be 
predicted and the limitation on the location can be removed also. These 
observations lead to the concept of a combined statistical and hydrodynamic 
model which takes into account both the randomness of the long-term 
meteorological data and the physics of the storm surge. 

1 Senior Research Scientist, Mathematica, Inc., Philadelphia, PA 

2 Research Fellow, Civil Engineering Department, University of Delaware 
Newark, DE 

3 Professor, Civil Engineering and College of Marine Studies, University 
of Delaware, Newark, DE 
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The first study known to the authors by this combined statistical 
and hydrodynamic approach was conducted by Bretschneider (1959) for 
Delaware Bay and Chesapeake Bay.  In this study, the 1944 hurricane 
which was the most severe storm recorded along the Atlantic Coast at 
that time was selected as the so-called standard project hurricane. 
The track of this hurricane was then varied in position and orientation 
relative to the location in question.  For each position and orientation 
of the hurricane, maximum storm surge height was calculated using a 
simplified hydrodynamic model.  Following Bretschneider's study, a 
severe winter storm hit the Atlantic City area in 1962 and caused loss 
of lives and disastrous damage of properties. The following year, through 
an act of the Congress, the Corps of Engineers did a study for hurricane 
surge along the Atlantic Coast. A report was published in 1963 in which 
maximum surge heights were predicted for several locations based on the 
same standard project hurricane concept as used by Bretschneider (1959). 
In particular a 500 year return period was estimated for the standard 
project hurricane, unfortunately with little technical details.  Subsequent 
to the 1963 study, under a contract with the Federal Insurance Administration, 
the Corps of Engineers in 1972 conducted a study of storm surge for the city 
of Rehoboth Beach, Delaware. Design surge heights of 500-year and 100-year 
return periods were predicted based on tide observations at Atlantic City, 
New Jersey and the 1963 prediction through the standard project hurricane 
with the estimated 500-year return period.  Parallel to the studies by the 
Corps of Engineers (1963, 1972), Myers (1970) of the National Oceanic and 
Atmospheric Administration developed a refined method which he called the 
joint probability method to study the frequency of high tides at Atlantic 
City, New Jersey.  It is refined in two respects. First, a thorough 
frequency analysis was made for the parameters of all hurricanes so that 
for a selected set of severe hurricanes, a frequency of occurrence can be 
calculated under the assumptions of independent hurricane parameters. 
Secondly, a refined hydrodynamic model due to Jelesnianski (1967) was used 
in the surge calculations from hurricane wind field. The same method was 
used to predict storm surge for the South Carolina coast by Myers in 1975 
and for the Atlantic Coast by Ho in 1976, using a revised hydrodynamic 
model from Jelesnianski (1974). 

The purpose of this paper is to present a simulation model which 
includes the generation of random artificial hurricanes and the hydrody- 
namic model of Jelesnianski (1974) for the long-term prediction of design 
storm surge.  The model is then applied to the Delaware coast.  Finally a 
comparison with other predictions and suggestions for further work are made. 

II.  SIMULATION MODEL 

A Monte Carlo simulation model (see for example, p. 124, Benjamin 
and Cornell, 1970) is developed to predict storm surge probabilities.  This 
model consists of six essential parts:  (1) estimating the statistical dis- 
tribution of historical hurricanes and hurricane parameters, (2) generating 
artificial hurricanes associated with the set of random hurricane parameters 
(3) computing the surge heights in each artificial hurricane by a suitable 
hydrodynamic model, (4) combining the hurricane surge with astronomical 
tide, (5) generating random winter total tide (storm plus astronomical) and 
(6) constructing extreme value distribution based on yearly maxima. 
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A flow chart is shown in Figure 1 for the simulation and combination 
of the hurricane storm surge, astronomical tide and winter tide in a year. 
This chart is explained in the following steps. 

(1) Generate a uniformly distributed random number, U, between 
0 and 1. 

(2) If U<P (the probability of occurrence of a hurricane in the 
area during one year), a hurricane occurs; otherwise it does not. 

(3) If a hurricane occurs, then generate a set of hurricane param- 
eters, center pressure drop AP, radius R, forward speed V and 
direction 9, consistent with their distributions. 

(4) Generate another uniformly distributed random number, U, to 
compare with P^ (the probability of a landfalling hurricane) 
and decide whether it is a landfalling hurricane or one moving 
parallel to the coast. 

(5) Calculate temporal surge profile due to the artificial hurricane. 

(6) Generate random amplitude and phase for astronomical tide. 

(7) Calculate the combined maximum tide S„ (hurricane surge plus 
astronomical tide).  If a hurricane does not occur, set S^ = 0. 

(8) Generate a total winter tide Sy (storm plus astronomical) 
based on the distribution of observed total winter tide. 

(9) Take the larger of the two values, SH and Sy, and set it as 
the extreme event of the year. 

(10) Plot the extreme events on extreme value probability paper. 

III.  APPLICATION TO DELAWARE 

For Delaware coast, data source and input data to the simulation model 
consists of (1) hurricane occurrence frequency and hurricane parameters for 
70 years from Bretschneider- (1972), (2) amplitudes of astronomical tide in 
September from Myers (1970) and (3) total winter tide (1953-1974 storm 
plus astronomical) from U. S. Geological Survey.  These raw data were first 
analyzed to obtain statistical distributions for use in the model as explained 
in the previous section.  It should be pointed out, however, that due to 
the inefficiency of the computer available, the cost in running the hydro- 
dynamic model of Jelesnianski (known as SPLASH II) was found to be pro- 
hibitive when hundreds of runs are needed in the simulation process. 
Accordingly, only four runs of the SPLASH II were made to furnish the 
needed information (the shoaling factor) in the simplified analysis based 
on Jelesnianski's monographs. This known crudeness and other major assump- 
tions such as the independence of random parameters of a hurricane indicates 
the approximate nature of the final result. 
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A total of 792 sample years were used in the final simulation analysis 
from which key values of the total tide (either hurricane surge plus astro- 
nomical tide or winter storm surge plus astronomical tide) together with 
their frequency of occurrances are sorted out.  To facilitate design 
application, these values are plotted on extreme value probability paper 
as shown in Figure 2, where the abscissa on the bottom of the figure is 
the probability distribution function, i.e. the probability that the yearly 
extreme is equal or less than the indicated tide; and that on the top of 
the figure is the so-called return period in years. The return period in 
years means that on the average, the indicated tide level will be exceeded 
at least once in these many years. 

IV.  COMPARISON AND DISCUSSION OF RESULTS 

In Figure 2, a comparison is presented among the predictions by Yang 
et al (1970) for Breakwater Harbor, Delaware, by Myers (1970) for Atlantic 
City, New Jersey, by Corps of Engineers (1972) for Rehoboth Beach, Delaware 
and by the present simulation model for Breakwater Harbor, Delaware (1976). 
Although the present analysis is admittedly crude in many aspects, the 
large discrepancies among these four sources indicate that the prediction 
by the Corps of Engineers in 1972 based on the concept of a standard project 
hurricane of 500 year return period and by Myers in 1970 for Atlantic City, 
New Jersey are probably overly conservative for the Delaware coast. This 
comment is based on the seemingly lack of technical basis for the assessment 
of the 500 year return period for the Corps study and the result by Ho (1976) 
which indicates a higher tide at Atlantic City, New Jersey than at Delaware. 
To be more specific than this requires further improvement of the simulation 
analysis on at least the following aspects:  (1) a more complete hydrodynamic 
model taking into account the effect of the Delaware Bay should be used in 
place of Jelesnianski's (1974) SPLASH model which considers a straight 
coastline only; (2) the correlation among the hurricane parameters should 
be taken into account; (3) amplitudes of astronomical tide should be analyzed 
for all the hurricane season rather than the month of September only; (4) all 
of the raw data used should be constantly updated and examined for accuracy; 
(5) a hydrodynamic model for winter storm needs to be developed to improve 
the prediction reliability particularly for locations like Delaware where 
winter storms are perhaps more important in the sense of severity than 
hurricane storms. 
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Figure 1 Flow Diagram for Simulation of Maximum Combined Tide in One Year 
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TROPICAL STORM SURGES 

Celso S. Barrientos 
Chester P. Jelesnianski 

Techniques Development Laboratory 
National Weather Service, NOAA 

Silver Spring, Maryland 

ABSTRACT 

A significant portion of the damage by hurricanes is the storm surges. 
The National Weather Service has developed a dynamical-numerical model to 
forecast hurricane storm surges.  The model is used operationally for pre- 
diction, warning, and planning purposes. 

The model requires fixed oceanographic and real time meteorological input 
data.  The oceanographic data were prepared for the Gulf and East coasts 
of the U.S. and are stored as an essential part of the program. Meteoro- 
logical data for any tropical storm are supplied by the forecasters or 
planners using the model. 

The model was applied to hurricane Camille 1969. Comparison between the 
observed and computed surges for Camille was satisfactory for prediction 
purposes. 

INTRODUCTION 

Coastal high waters (commonly called surge) generated by tropical storms 
can cause a significant fraction of the total storm damage.  Because the 
potential for destruction can be enormous, it is useful to have at hand an 
estimate of the height of the potential surge and the extent of the coastal 
areas that can be affected by the flooding.  Such an estimate can be given 
by a numerical model such as SPLASH. 

What is SPLASH? SPLASH is an acronym for "Special Program to List Ampli- 
tudes of Surges from Hurricanes." It is the name of a computer program 
for a dynamical surge model to predict hurricane storm surges.  The program 
is used operationally at the National Weather Service (NWS). 

SPLASH is a numerical-dynamical model to predict storm surges generated by 
tropical storms (Jelesnianski 1972, 1974, 1976).  The model solves the 
linearized transport equations of motion with storm driving forces on the 
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surface and bottom stress. The model uses an input basin truncated from 
the ocean which contains coastal areas of interest.  We use a truncated 
basin of proper size so that numerical computations can be performed at 
reasonable cost and yet not compromise on the dynamics of the open coast 
surge. 

A very useful adjunct of the SPLASH model is a shoaling curve.  (The 
meaning of shoaling correction will become clear in later parts of the 
paper.) The shoaling curve indicates the relative increase (or decrease) 
of the surges if a storm's landfall position changes along the coast. 
This is important because the surge varies as bathymetry varies along the 
basin, and bathymetry relative to the storm will vary as landfall is varied. 
For application purposes, the shoaling curve serves as a powerful tool to 
determine how surges change if the landfall point is varied.  Also, with 
the aid of the shoaling curve, dangerous and ill-conditioned situations 
can be anticipated without resorting to extensive computer runs.  For 
planning purposes, a shoaling curve is most effective to obtain added 
information with a minimum number of computer runs. 

SPLASH is used operationally at the National Hurricane Center of NWS in 
Miami.  In this paper, we will discuss the model, the basin, input data, 
a shoaling correction, and applications of the model.  The program is ap- 
plicable for the Gulf and East coasts of the U.S., from Brownsville, Texas, 
to Shinnecock Inlet, Long Island, N.Y.  This stretch of coast is approxi- 
mately 300 miles long.  Recently, we extended the application of SPLASH to 
the New England area up to the U.S.-Canadian border. 

The SPLASH product is also used to estimate flooding potentials in the 
coastal areas of the U.S. and Puerto Rico (Jelesnianski and Barrientos 
1973).  This work is being done by the National Oceanic and Atmospheric 
Administration (NOAA) as a reimbursable project for the Federal Insurance 
Administration of the Department of Housing and Urban Development to fix 
flood insurance rates. A discussion of the NOAA procedure to compute storm 
tide frequencies is in Myers (1975). 

SPLASH MODEL 

The SPLASH model has been partially documented in three publications, the 
mathematical technique in Jelesnianski (1967), and three operational tech- 
niques to run and interpret the results for forecasting purposes, 
Jelesnianski (1972, 1974, 1976).  The mathematical techniques are adapted 
from Platzman (1963).  The tropical storm model used to generate surges is 
discussed in Jelesnianski and Taylor (1973). 

SPLASH is a dynamic model which numerically solves the linearized transport 
equations of motion in a basin bounded by a curvilinear parallel surface; 
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the curved coastline is a vertical wall and the remaining three boundaries 
are open to the sea.  Initially, the sea in the basin is assumed at rest. 
Driving forces from the storm are applied on the water's surface; also, 
a time-history formulation of the bottom stress is utilized. 

Initially, the storm is set at zero strength and then allowed to grow to 
maturity in a continuous but rapid manner.  Initial positioning of the 
storm is unimportant, if on reaching maturity the storm lies in deep water 
beyond the continental shelf.  For storms traveling more or less parallel 
to the coast and along the continental shelf, initial placement must be at 
least sufficiently distant from the area of interest so that the surge has 
time to form; this can be determined by empirical tests through variation 
of initial storm placement, growth time of storm to maturity, etc. 

The grid distance used in our numerical computations must be fine enough to 
portray not only the storm surge but also the driving forces of the storm. 
The grid length may be determined by empirical tests. 

On the two lateral, open boundaries, the boundary condition used is 
8V/5y=0; where V is the component of transport along the coastal y-coordi- 
nate.  This boundary condition is arbitrary and used purely for convenience. 
In any case, reflections from these boundaries eventually corrupt the 
interior of the basin.  However, if the boundaries are placed sufficiently 
far from an area of interest along the coast, there will be a time interval 
before the area is corrupted by reflections from the boundaries.  The place- 
ment of these side boundaries are determined by empirical tests. 

The deep water open boundary is placed somewhat arbitrarily, near the junc- 
ture of continental shelf and slope.  In deep water away from coastal 
influences, the dynamic surge is small and corresponds very closely to the 
inverted barometer effect.  The boundary condition used is h=h„; where hg 
is the static height of the surface. 

BASIN AND STOKM DATA 

The dynamic model, SPLASH, computes storm surges via numerical computations 
for particular storms in particular basins. A basin is described by two- 
dimensional depth fields, coastal boundaries, local and geographical refer- 
ences, and geographical orientation.  To acquire basin data, we used the 
National Ocean Survey marine charts with scale 1:500,000.  The chart 
delineates coastlines, the continental shelf, dept contours in shallow water, 
and spot depths in deep water.  Detailed descriptions of preparing basin data 
are presented in our two reports to the Federal Insurance Administration 
(Barrientos and Jelesnianski, 1973; Barrientos and Chen, 1974). 
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For orientation purposes regarding the basin, the observer is at sea 
and facing the coast.  The coast to his right will be considered rela- 
tive north, to his left relative south.  Crossing angles of the storm's 
path to this oriented coast will be described as follows: A storm moving 
from relative north has a crossing angle of 0°, moving normal to the coast 
from sea, a crossing angle of 90°, exiting (moving from land to sea), a 
crossing angle of 270°, etc. 

Figure 1 positions pre-selected stations on the East and Gulf coasts of the 
U.S. used by the SPLASH operational model to indicate approximate positions 
of basin centers.  Some of the location names are abbreviated.  The abbrevia- 
tions are exactly as used in the model for routine operations at NOAA's 
National Hurricane Center.  The stations are 100 miles apart (more or less) 
and are situated at (or near) the center of the various basins. 

To refine the technique for planning and flood insurance study, we find it 
necessary to add additional basins between the stations (Figure 1); i.e., 
basins are now overlapped every 50 miles instead of every 100 miles.  Geo- 
graphical locations of the basin centers are included in the basin data. 
We have not identified the additional basins with any new cities because 
we want to keep these reference cities to a minimum. 

Due to computer core limitations and economics of machine operations, it is 
impossible to consider an entire ocean as a basin.  Open boundariesv are there- 
fore used as an artifice in the model.  (The basin used is 600 x 72 statute 
miles in size and grid length is 4 miles.  Thus, total grid points are 
1/2(151 x 20) = 1510 for each basin.) A more detailed description of basin 
preparations is in the report of Barrientos and Jelesnianski (1973). 

Two versions of the dynamical model are in use.  SPLASH I to compute storm 
surges for landfalling (or exiting) storms only, and SPLASH II for storms 
moving along the coast.  SPLASH requires input meteorological parameters 
that have to be supplied by weather forecasters.  The data for a computer 
run are shown schematically in Figure 2.  In SPLASH I, these are : (a) the 
pressure drop, Ap = p^, - p , where pm  is the ambient pressure outside the 
influence of the storm and pQ is the central pressure of the hurricane; 
(b) the radius of maximum wind R; (c) the vector storm motion, Ug/0, where 
U is the storm speed of translation 6 is the compass (meteorological) 
storm direction of motion; and (d) landfall point referenced to stations or 
cities (Figure 1). 

The landfall point is important, for it determines which basin will be used 
in the model.  SPLASH I deals with a steady state storm, of constant size 
and intensity, and constant, linear, vector storm motion.  This idealiza- 
tion in SPLASH I has been proved useful in actual operations and climato- 
logical studies. 
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Fig. 1.  Selected stations on the East and Gulf coasts of the U.S., used by 
the SPLASH operational model to indicate positions of basin. 
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In contrast, SPLASH II deals with variant conditions of the storm and its 
track; i.e., a nonsteady state storm.  The storm track is quite general; 
it can landfall (or exit—moving from land to sea) at any angle with the 
coastline, move parallel to the coast, be bow-shaped, etc.  The speed of 
the storm can be variable along the storm track and even remain stationary. 
Note that SPLASH I is a special case of SPLASH II.  For this program, the 
weather forecaster supplies a 24-hour track segment (Figure 2). The track 
is defined by latitude, <(>, and longitude, X, for five points on the track 
staggered six hours apart for a 24-hour period.  These input latitudes and 
longitudes define the track, and the speed of propagation of the storm , 
i.e., vector storm motion. Other input data are the size of the storm, 
that is the radius of maximum wind, at initial and final time of the 24-hour 
period; also, the intensity or pressure drop at initial and final time of the 
24-hour period.  Both the size and the pressure drop can vary with time. 
The storm track is very important in the surge computations.  A slight shift 
of the track either toward the coast, or toward the sea, can make a signifi- 
cant difference in coastal surges (Jelesnianski and Barrientos, 1975). 
Several dynamic phenomena, such as resonance and wave transients, can be 
generated by storms with generalized motions (Jelesnianski, 1974). 

With the basin data and input meteorological parameters, peak surges, 
profiles, and envelopes of high water along the coast are computed by the 
SPLASH model. 

SHOALING COPJSECTIONS 

A very important property derived by SPLASH is a normalized shoaling correc- 
tion.  It is a powerful tool to correct surge computations along the coast 
if the landfall point is shifted. 

A shoaling curve for both the East and Gulf coasts is derived from the ratio 
of the peak surge computed in a local basin to that of the peak surge com- 
puted in a standard basin. A shoaling correction curve in a particular 
basin indicates the change in the coastal surge envelope* as it is displaced 
by a change in landfall point.  The change of the surge envelope is due to 
changes in the bathymetry of the continental shelf with respect to landfall 
point.  We used a standard storm and standard vector motion in the computa- 
tions.  (A standard storm has a maximum wind speed of 100 mph.) Peak surges 
computed by the SPLASH model with a standard storm in local basins are 
normalized with the peak surge computed in a standard basin.  A standard 
basin has a continental shelf sloping linearly at 3 feet per mile, with a 
depth of 15 feet at the coast; its coast is a straight line, and the depths 

*Envelope means the plot of the coastal high water heights during passage of 
a storm.  Highest surges at various points along the coast don't occur 
simultaneously. 
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vary in one dimension only.  This standard basin may be considered as the 
mean depth field averaged throughout the continental shelf of the Gulf and 
East coasts. 

We define the standard vector motion to be perpendicular to the coast with 
a speed of 15 mph from sea to land.  Hurricanes, of course, ordinarily do 
not landfall precisely normal to the coast, but for the purpose of computing 
shoaling curves our approach is the most convenient. Another alternative 
is to compute shoaling curves for various track angles to the coast.  This 
kind of approach however would require voluminous amounts of data and stag- 
gering computer expense. 

Storm surges are related to storm size (radius of maximum wind).  For the 
same maximum wind, the larger storm will give larger surges, up to a critical 
size.  Storm size is even more important for storms moving along the coast 
(Jelesnianski, 1974; Jelesnianski and Barrientos, 1975). 

For convenience in our derivation of shoaling curves, we form the storm's 
pressure drop so that maximum winds are 100 mph; this wind is maintained for 
any storm size and also for latitude of real basins on the coast.  We can 
follow this procedure because the storm model accommodates these parametric 
values (Jelesnianski and Taylor, 1973).  In previous work, we found that 
peak surges along the coast depend only mildly on latitude, but to some 
extent on radius of maximum wind (storm size).  Thus, we computed two 
reference peak surges in the standard basin with a standard storm for two 
storm sizes, or radii of maximum winds, of 15 and 30 miles.  These two 
peak surges are used to scale maximum surges computed with the same storms 
in real basins. 

To produce peak surges for standard storms along the Gulf and East coasts, 
we made SPLASH runs on all 50 basins for two storm sizes: 15 and 30 miles 
radii of maximum wind. We then plotted the resulting peak surges on the 
coast.  For each basin, we chose a minimum of three landfall points: at the 
center of the basin baseline, and 16 miles on either side of the center. 
In complicated locations, e.g., Mississippi Delta, Cape Fear, and Sandy 
Hook, we made more runs to get better resolution for the shoaling curve. 
For landfall on either side of the basin center, the track was made normal 
to the true coastline. 

In addition to the location of peak surges for each storm size, we succes- 
sively plot a portion of the computed envelope on either side of the peak 
surge. Figure 3 is an example of the process. We plot only a portion of 
each envelope that is within about one storm radius on both sides of the 
peaks.  We now hand draw an envelope of peak surges, that is, an envelope 
of surge envelopes.  This is done separately for the two storm sizes.  The 
final envelope of peak surges is an unsealed shoaling curve. 
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In Figure 3, some peak surges are not on the shoaling curve because subjec- 
tive adjustments of the envelope were made considering the bathymetry of 
the continental shelf.  If more runs of the SPLASH program were made at 
closer spacings along the coast, then peak surges would have been computed 
to fit the shoaling curve. The shoaling curve was based on all individual 
envelopes as shown in Figure 3. 

We don't want to be constrained to peak surge values generated by standard 
storms only.  Hence, the shoaling curve must be scaled locally for each 
basin if it is to be useful in the SPLASH model.  The procedure for scaling 
is now discussed. 

The peak surge computed for a standard storm along the coast is a function 
of the slope of the continental shelf.  Hence if we scale the final envelope 
of Figure 3 according to the peak surge generated by a standard storm in a 
standard basin, then we reduce the final envelope to a common denominator. 
We call such a scaled, final envelope a shoaling curve.  The shoaling curves 
for the Gulf and East coasts are shown in Figures 4a and 4b for both 15- 
and 30-mile storm sizes.  The curved coasts are extended linearly for con- 
venient display.  The ordinate is the shoaling factor or surge potential 
(the ratio of peak surge on any point of the coast to that of peak surge 
on a standard basin). 

Also included in Figures 4a and 4b are depth contours on the continental 
shelf.  There is close correlation between the shoaling curve and depth 
contour, i.e., the shallower the shelf the higher the potential.  This is 
illustrated in Eugene Isle in the Gulf and Ossahaw Island in the East 
coast.  The surge potential is small between Pensacola and Panama City 
in the Gulf and on the east coast of Florida due to the narrow shelves in 
these areas. 

The shoaling curve varies by a factor of about four on both coasts.  The 
highest surge potential on the Gulf coast is higher than on the East coast 
for both storm sizes.  We can conclude that for the same storm, the Gulf 
coast has higher storm surge potential than the East coast.  However, we 
point out that storms are not necessarily the same on the Gulf and Atlantic 
shelves. 

To correct a computed surge envelope for alternate landfall points, we have 
designed an individual shoaling correction curve for each basin.  The basin 
shoaling correction curve is composed as follows: (1) Read from Figure 4a 
the shoaling value at the center of each basin.  (2) Along the shoaling 
curve of Figure 4a for a given basin, divide the shoaling factors by the 
shoaling value from (1), for a shoaling correction curve.  The value of the 
correction is unity at basin center.  Because the coastal distances 
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represented by abscissa distances on Figure 4a are curvilinear lengths, 
whereas the SPLASH model calculations are for equidistant coastal points 
on a tangent to the coast (a baseline), then the correction curve must be 
compressed to the linear lengths along the baseline. 

After local shoaling corrections are computed, they are stored in the SPLASH 
program for instant use.  The basin shoaling corrections are part of the 
basin data.  The corrections operate on a computed surge envelope; if land- 
fall point is hypothetically shifted on the coast, then the computed envelope 
is also shifted and operated on by the shoaling curve to correct for changing 
bathymetry. 

The basin shoaling corrections are included in the SPLASH program for each 
of the 58 basins in the Gulf and East coasts.  The program is used opera- 
tionally at the National Hurricane Center, NWS and by the Office of Hydrology, 
NWS, NOAA, to compute outer coast surges with climatological input data for 
flood insurance projects. 

APPLICATION TO HURRICANE CAMILLE 1969 

To run the SPLASH program in NOAA, users will feed the computer with neces- 
sary meteorologic data as shown in Figure 2.  For users without access to 
NOAA computers, we have an earlier version of the program available at the 
National Technical Information Service.  The program includes the file of 
basin data. 

To illustrate the SPLASH program we show a verification run for hurricane 
Camille 1969.  Camille was probably the most devastating hurricane to hit 
the coast of the U.S.  The important result of SPLASH is shown in Figure 5 
for Camille. 

On the top of Figure 5, the input data that the forecaster supplied are 
repeated for a visual check.  The next group of data are the correction 
factors for the pressure drop. This is useful to correct the computed 
surges without rerunning the program. We gave corrections for + 10 mbs 
deviation of pressure drop. 

We also predict the astronomical tides, above MSL, for various stations near 
the Landfall point.  In operational use, the forecaster's may modify the 
computed surges accordingly. We don't add the astronomical tide to the 
storm surges because it is very hard to phase the two waves together. 

The main output of the SPLASH program is the surge envelope indicated by 
asterisks in Figure 5. The symbol "~*j    represents the landfall point of 
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the hurricane.  The peak surge generally occurs at a distance equal to the 
radius of maximum wind, R to the right of landfall.  Below the graph, we 
print the values of the computed surge envelope.  Note these values are 
the highest surges on the coast but not necessarily occurring at the same 
time.  For Camille, the computed peak surge is 2,5.0 ft. We also print the 
stations along the coast for reference and the distances along the coast 
from landfall point. 

The second row of numbers, from the bottom of Figure 5, is the surge en- 
velope if the landfall is shifted 100 miles to the right; the first row is 
when landfall is shifted 100 miles to the left.  It is possible to compute 
these surge values because of the shoaling correction factors. 

The inset in Figure 5 shows a comparison of the observed surges and computed 
surges by SPLASH for Camille.  Considering that the observations are taken at 
various distances from the coastline, we believe the comparison here is quite 
good. Also errors in measurements are very difficult to account for. 

SUMMARY AND CONCLUSIONS 

Rising coastal waters are generated by hurricane driving forces.  These 
forces are low atmospheric pressure (inverted barometer effect) and wind 
force.  Thus a rotating mound of water forms under a storm in deep water. 
If the variable momentum in the sea (i.e. rotating mound of water or vortic- 
ity) is transformed into divergence, then storm surges are further generated. 
The bathymetry or sloping depths of continental shelf and the coastal bound- 
ary are effective mechanisms to transform vorticity to divergence. 

NOAA has an existing dynamical-numerical model to compute surges, called 
SPLASH.  To compute surges with this model, basin data are stored for all 
basins of the Gulf and East coasts of the United States.  Basin data consist 
of depth values at grid points, orientation of the basin with respect to 
north, local and geographical references, and shoaling corrections. 

We have numerically computed surge envelopes at equally spaced landfall 
intervals of 16 miles, along the 3000-mile stretch of the Gulf and East 
coasts. At each landfall point, we made computer runs for two storm sizes, 
15- and 30-mile storm radius. We then derived envelopes of peak surge to 
obtain shoaling curves. When the storm size is not 15 or 30 miles, then 
whichever of the two sizes is nearest to R is used, e.g., R = 25 the 
shoaling curve for R = 30 is used. 

Finally, shoaling corrections were prepared for each basin in the SPLASH 
model. 
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The shoaling curves are used: (a) for comparing the peak surge potential 
at one location to another, along the Gulf and East coasts, provided the 
storm characteristics are the same ; (b) for pointing out critical coastal 
areas to planners and developers; (c) for guiding climatologists in col- 
lecting and processing hurricane data; and (d) for giving meteorologists 
information on the isobathic effects on surge along coastal areas. 

The shoaling correction curves, localized for each basin, are used even 
more extensively.  In NOAA's work for flood insurance projects, a shoaling 
correction curve is used to redefine the surge envelope for variable land- 
fall points along the coast, without additional computer runs.  Shoaling 
correction is very convenient for the frequency method of NOAA for esti- 
mating flood potentials on the outer coast.  In studies for a coastal 
county, the outer coast tide frequency curve is based on many hypothetical 
hurricanes determined from hurricane climatology.  Because of shoaling 
corrections, it is not necessary to run the SPLASH program with these storms 
at successive landfall points on the coast; it is only necessary to run 
storms for one landfall point. 

In operational use of SPLASH, we provide the forecasters with two additional 
surge envelopes based on landfall point left or right of the forecast land- 
fall. Additionally, the peak surges for the 600-mile long basin are included 
in the output for any conceivable landfall point in the basin.  We are able 
to provide this extra information because of shoaling correction curves. 

We showed the SPLASH run for hurricane Camille 1969.  The comparison between 
the observed and computed surges is quite good; although it is not perfect. 
Similar runs have been performed for many other historical storms. 

Since there are many storm parameters which can be adjusted, as well as 
coefficients in the equations of motion, a model comparison against a single 
event does not constitute verification.  Our model was verified against 43 
actual recorded storms along the Atlantic and Gulf coasts and has been field 
tested for six hurricane seasons.  The calibration for our model is in a 
global (not local) sense, and no attempt was made to force agreement between 
computed and observed results for particular storms in local regions.  This 
is one reason why our verification for hurricane Camille is not perfect. 

Simple versions of SPLASH are being used in the Philippines, India, and 
Hong Kong.  SPLASH was modified for application to these countries because 
they don't have similar big computers as the U.S.  They told us that satis- 
factory results were obtained in the SPLASH applications for their areas of 
the world. 
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CHAPTER 57 

CURRENTS IN TIDAL FLATS DURING STORM SURGES 

*) by Harald Gohren ' 

Wind action in the viewpoint of coastal engineering is 

mainly a topic for discussions or investigations of wa- 

ves, breakers, storm surges, sand transport on beaches 

and so on. Offshore currents, generated by wind shear 

stress concern more the scientific field of oceanographers. 

But in shallow coastal water windinduced drift currents 

indeed may be important for coastal engineering problems, 

as sediment transport, sewage spreading, salinity and so 

on. For example, along the German North Sea Coast (Fig. 1) 

we have a rim of extended tidal flats, built up by sand and 

mud and covered only by a water layer of 1 to 2 m at high 

tide. At low tide sands and mud flats fall dry. Fig. 2, an 

aerial view, gives an impression of a typical tidal flat, 

the "Neuwerker Watt" at the south side of the Elbe Estuary. 

The distance between main land and the sea side border of 

the flat is here about 20 km. A lot of investigations have 

been carried out here - initiated by a harbour planning 

task - giving some interesting results about currents in 

the tidal flat area during strong winds and storm surges. 

For the current measurements a recording current meter 

(Fig. 3) has been used, fixed at a tripod aluminum frame 

in 40 cm above bottom. The propeller meter starts at velo- 

cities of 5 cm/s. Tests in a flume proved that orbital 

currents give no disturbance if unidirectional currents of 

a certain magnitude are superimposed. 

-_ _ 
'Strom- und Hafenbau Hamburg, W. Germany 

959 
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'ig. 1  Tidal Flats 
in front of 
the German 
North Sea Coast 

Fig. 2 

Aerial View of 
the "Xeuwerk" 
Tidal Flat 
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The diagram in Fig. 4 presents a typical example of one 

measurement of 17 days duration, including a severe storm 

surge (2.11.1965). Velocities are comparatively small at 

normal tides, in maximum 30 to 40 cm/s. Directions are 

adverse in flood and ebb tide. Towards the end of the 

observation period wind increases to 8 and 9 Bft, blowing 

from west, that means coastwards. Water level raises and 

a storm surge occurs on 2. November. The currents increase 

with wind speed and exeed about 1 m/s in the storm surge. 

Current directions obviously are influenced - the adverse 

ebb and flood current is substituded by a more unidirec- 

tional movement towards northeast, that means in the di- 

rection of the acting wind shear stress. 

The wind influence can still better be seen at another 

graph (Fig. 5) of the same measurement - it is a plot in 

form of a vectorial track, adding the consecutive data of 

velocity and direction. The zero point is at tide Nr. 564. 

The residual flow of the first 15 tides - to Nr. 580 - is 

comparatively small. The wind induced water motion starts 

with a significant turning of the vectorial track towards 

north-east. The residual current velocity increases up to 

20 km/tide and more in the storm tides Nr. 590 and 591. 

This is a single but typical result- A lot of data of that 

kind have been collected, suitable for some statistical 

evaluations. Fig. 6 presents the data of 50 storm surges, 

stemming from different stations. 

In the upper diagram frequency curves of maximum velocities 

at normal tides and storm tides are compared. At normal ti- 

des there is a peak at 30 cm/s, that is the average maximum 

velocity in tidal flats. The storm surge frequency curve 

covers the range from 40 to 120 cm/s. 

In the lower diagram a frequency curve for the relationship 

storm tide velocities over normal tide velocities is plot- 



962 COASTAL ENGINEERING-1976 
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Fig. 5 

Currents plotted as Vectorial Track Containing 
a Storm Surge (s. Pig. h) 
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ted. Here again a significant peak exists indicating that 

during storm surges the maximum velocities in tidal flats 

in average increase about 100%. 

Fig. 7 presents curves of residual current velocities over 

wind speed, again evaluated from some hundred measurements 

at different stations. The scale in the upper plot is km/ 

tide and the increase of residual current with wind speed 

- about 1 km at normal tides and about 12 km/tide at storms 

of 8 Bft and more - is remarkable. But this curve includes 

the longer duration of water cover in the tidal flat due 

to the raising water level. This effect is eliminated in 

the lower diagram with a scale o-f cm/s for the magnitude 

of the residual current. In the same range of wind velo- 

cities the residual current increases from 5 to 30 cm/s. 

Especially these statistical results may be helpful for 

example for estimations of sev/age spreading under diffe- 

rent wind conditions. 

Of special interest is the dependency of current direc- 

tion. Flume tests and simple mathematical models show 

that in a rectangular basin we have a flow in the direc- 

tion of the wind sheer stress in the upper layer and an 

adverse flow beneath that layer, the boundary beeing 2/3 

over bottom. The current meter used in the field program 

measures 40 cm above bottom, so that the records present 

mainly the bottom layer. There is no motion adverse to 

wind direction in the tidal flats in this layer. This was 

already shown in Fig. 4 and 5 and is proven by the Fig. 8, 

presenting residual currents from a simultanious measure- 

ment at 5 different stations over 17 days plotted as vec- 

torial tracks. At the beginning - tides Nr. 600 to 610 - 

there is no wind stronger than 4 Bft. This part of the 

track presents normal tidal currents. After that a wind 

period begins,  the wind velocity increasing up to 10 

Bft and turning from south-west over west, north-west and 

north to south-west again. The track of the residuals 
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follows that changing of wind direction. Fig. 10 gives 

another statistical evaluation. At one station inmidst of 

the Neuwerker tidal flat continuous measurements over two 

years have been carried out. The collected data of current 

directions in a 5 minute sequence were classified in groups 

of wind direction and wind velocity and plotted in the form 

of direction frequency schemes. With increasing wind velo- 

city the normal tide direction pattern changes and currents 

in wind direction prevail. 

It is to expect that the adverse flow in the bottom layer, 

which must be present to counterbalance the water trans- 

port in the upper layer in wind direction,occurs in the 

gullies and channels of the shallow water areas. This is 

proven by Fig. 11. From all measurements with considerable 

wind influence drift current vectors were computed by a 

vectorial subtraction of wind induced residual currents 

and normal tidal residual currents. This vector presents 

the pure wind influenced current under the assumption that 

there exist a simple superimposion of tidal and wind indu- 

ced currents. This is of course a rough approximation. Then 

the angles between wind direction and drift current direc- 

tions were computed and plotted as frequency curves. These 

data include measurements from the bottom layer in the 

channels and gullies. The left curve presents the frequency 

of difference angles for the tidal flat, the right curve 

for the channels. There is a very clear tendency that in 

the shallow water drift currents prevail in wind direction 

while in the deeper layer of the channels (superimposed to 

the much stronger tidal currents) a flow adverse to the 

wind sheer stress exists. 

The question of vertical distribution of the described 

current pattern is of great interest, but difficult to in- 

vestigate as waves prevent accurate measurements in the 

surface layer and tidal currents are superimposed. Flume 

tests and theoretical considerations show that there is a 
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strong decrease of velocity in the surface layer (Fig. 12). 

To get some field data a special station with 3 current me- 

ters was set up in levels of 0.4, 1.4 and 2.4 m above bot- 

tom. The upper instrument was only to work at higher water 

levels i.e. at storm surges. 

Good observations during a storm surge in December 1966 

were obtained. Fig. 13 presents the most intersting part of 

the record. The three current meter levels a), b) and c) are 

marked. Neglecting some parts during raising and falling wa- 

ter where the upper meter may be disturbed by waves, a sig- 

nificant but comparatively small decrease of velocities over 

depth can be seen. There is no indication of a strong velo- 

city gradient as shown in Fig. 12. 

Using the data fromi the two lower instruments it was tried 

to evaluate a relationship between velocity gradient and 

wind speed (Fig. 14). Though there is a considerable scatte- 

ring, the plot indicates that the velocity gradient decreases 

with increasing wind velocity up to a wind speed of 10 m/s. 

From this point the gradient increases with further increa- 
sing wind velocity. This result can be explained as follows: 

At calm weather currents at that measuring point are very 

small - 10 to 20 cm in average. This is a more laminar mo- 

tion which indeed should have a higher gradient. Increasing 

wind speed leads to waves and higher turbulence with the 

effect of a decreasing gradient. But from a certain point 

- here at a wind velocity of 10 m/s - the gradient incre- 

ase due to the laws of wind generated flow becomes predomi- 

nant. 
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CHAPTER 58 

TSUNAMI PROPAGATION IN THE PACIFIC OCEAN 

by 
Manfred Engel+ and Wilfried Zahel++ 

ABSTRACT 

The Alaska tsunami of March 28, 1964, caused by a tectonic up- 
lift, propagated across the Pacific Ocean and was even recor- 
ded at the shores of New Zealand and the Antarctica. The large 
distance propagation of this tsunami is investigated by a nu- 
merical model based on the shallow water equations. The model 
includes bottom friction, eddy viscosity and Coriolis accele- 
ration and yields the water elevation and the vertically inte- 
grated current velocity. The generation mechanism is given by 
a simplified initial condition, that is derived frompthe obser- 
ved average uplift of 1.8 m for an area of 110000 km on the 
Continental Shelf. The computed tsunami propagation is presen- 
ted by means of the first wave travel time and height on Paci- 
fic Ocean maps and by giving sea surface time series for selec- 
ted stations. These computed results are compared with obser- 
vations, especially considering the limitations of the model due 
to the coarse grid net having been used. 

INTRODUCTION 

Research of tsunami hydrodynamics until now seems to be split 
up into three parts: generation mechanisms, propagation of tsu- 
namis in open ocean, amplification and run up at coasts. A great 
variety of methods is used for these investigations, such as 
model building on the basis of analytical or numerical soluti- 
ons to the hydrodynamic equations and carrying out experiments 
with hydraulic models of the prototypes. 

The present contribution shall be understood as an attempt to 
simulate the open ocean propagation of an actual tsunami by hy- 
drodynamic-numerical modelling considering as many physical 
properties as possible. Use was made of a  1 -World-Ocean-mo- 
del, that yielded realistic results when it was applied to the 
computation of oceanic tides by ZAHEL,1975- Because of the far 
smaller characteristic wave lengths of tsunamis,some preinvesti- 
gations had to be performed in order to throw light upon the 
question,whether the grid net resolution suffices to comprehend 
the main features of tsunami propagation and initiation. Refer- 
ence will be made to these considerations in the Chapter PREIN- 
VESTIGATIONS. 

The 1964 Alaska tsunami was characterized by an extended uplif- 
ted area with an average sea surface elevation of 1.8 m and by 
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a period of about 1.3 hours of the radiated wave (BERG et al., 
1972). Because of these relatively proper conditions for the 
application of the available model we decided to simulate this 
actual tsunami. A description of the model is given in the 
Chapter THE HYDRODYNAMIC MODEL, the grid net arrangement and 
the numerical treatment of the differential equations are out- 
lined there. 

The Chapter COMPUTATIONAL RESULTS contains a discussion of the 
computational results in view of observations. The distributi- 
ons of propagation times and heights of the first crest are 
presented on Pacific Ocean maps, time series of the surface 
elevation are given for selected positions being as near as 
possible to gauge positions and originating from all over the 
Pacific Ocean. 

PREINVESTIGATIONS 

In order to get an insight into the problems of a large scale 
numerical tsunami propagation model, we first ran some one-di- 
mensional models. Especially the usefulness of a 110km-grid- 
resolution with respect to the propagation of the main wave 
train had to be investigated. As already can be seen from the 
dispersion relation yielded by the explicit difference equation 
scheme, the phase velocity for waves with periods longer than 
1.3 hours, a value which was observed in connection with the 
Alaska tsunami, is only insignificantly falsified by the appli- 
ed numerical treatment in deep ocean areas. Also the decay time 
due to eddy viscosity remains proportional to the square of the 
wavelength and to the inverse eddy coefficient for such long 
period waves in the numerical procedure, so they are insignifi- 
cantly affected by eddy viscosity while propagating across the 
Pacific Ocean. Because of the exclusion of small scale proces- 
ses in the model the convective terms were neglected. A simple 
shelf radiation model, allowing no reflection to take place at 
the right hand side open boundary, gave a good impression of 
the continous energy radiation from the shelf area for a given 
initial water elevation distribution (Pig.1). This distributi- 
on was well resolved by the used grid net with a spatial grid 
point distance of 7.4 km. Against that the global model is far 
from being able to take care of a realistic generation mecha- 
nism, only the estimated potential energy of the realistic up- 
lift in the generation region could be considered. 

In a 1°X2°-testing-model two different schematic distributions 
of the uplift with the same potential energy content were pre- 
scribed, one with different uplifts,the other with a uniform 
uplift at the eight marked grid points. Pig.2 shows the travel 
times of the first wave crest for both tsunamis thus having 
been initiated, that means there is no difference appearing 
within the accuracy of the plot. Because of this conformity in 
travel times we finally ran the global model' for the Alaska 
tsunami with the simplest generation mechanism, a uniform ini- 
tial surface elevation of 2 m at these grid points, the initi- 
al potential energy amounting to 2.0 X  10^2 erg by this way. 
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THE HYDRODYNAMIC MODEL 

The model has already "been used for ocean tide investigations 
by ZAHEL,1975 and it was developed from that one presented by 
ZAHEL,1970 in detail.The equations of motion for long waves 
and the equation of continuity are taken as a basis for the 
model. With t=time, A. =geographic longitude, i/> =geographic lati- 
tude they are given by 

&u 
at 

5j    are    &j_ve±±    uy     ;        „   .-I/O 

2wsin,v + r(u2+£2) u + Rx + ^_ |£ 0 

,2^2^1/2 g| + 2coBinyu + ^+v)        V + Ry+    ^      |L    =0 

d£  .    1   / 5 (Pu)     g>(Dv cosy) >,  _ n 
dt + R cosip ^  n   +     dip    ;  "" 

u=u(/t,(|>), v=v(A,y>) denote the vertically integrated current ve- 
locity components, eastward and westward respectively, D = &+Q 
the actual depth, and Z, = C (A, f)  the surface displacement. The 
lateral eddy viscosity terms 

R, = Ah Au + Ah R-
2(- u(1+tg

2cp) - 2 £f§ &) 

Rip = A^Av + Ah R~
2(- v(1+tg2V) + 2 |fi^ |^)   roughly take 

account of turbulence effects on the mean flow. A, is a constant 
coefficient, A, = 10 5 m2/sec is assumed in this case. 

As the model is a global one, the domain of integration of the 
differential equations is only bounded by coasts, which are de- 
fined to be impermeable. Therefore the normal component of the 
current velocity is assumed to be zero at the boundary. Provi- 
ded that proper initial conditions are prescribed, this condi- 
tion uniquely determines the solution of the first order equa- 
tion system. The inclusion of the second order term requires 
the further homogeneous boundary condition of zero current ve- 
locity. The initial conditions defining the tsunami generation 
mechanism, in strong simplification are given by an uplift dis- 
tribution of the sea level and zero current velocity at t = 0. 

Although in the present problem the polar regions are unimpor- 
tant, the numerical procedure shall for completeness briefly 
be described as it is applied to the world ocean as a whole. 
In order to avoid a strong reduction of the grid-point-distance 
due to the convergence of meridians, poleward doubling of the 
zonal angular grid-point-distance is performed at five paral- 
lels, namely at 55°N, 55°S, 72°N, 72°S, 81°N. Hence the grid 
net covering the globe is characterized by a mesh size of 1°X1° 
between 55°N and 55°S, of 1°X2° between 55°N and 72°N as well 
as between 55°S and 72°S, of 1°X4° southward of 72°S as well 
as between 72°N and 81 °N. Finally, northward of 81°N adjacent 
grid points are 1° distant on a meridian and 8° distant on a 
parallel, respectively. The parallels defining the mentioned 
transitions are marked on Pig.3, which shows the approximated 
coastlines and the bottom topography that is used in the model. 

The numerical scheme has been used in the following form : 
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D* u?   .   -  2u sinw.   v?   .+      V     xtfl iid  un   .   +  (R,)n   .   + 

t    n                                   n         rV(Si   i)2+(vi   i^'    n D* v?   ,   +  2wsin<p    3°     +      V      X^n i*J_ v*       +  (R^       + 

i, 3 

+    I  (   ^i,p     =     ° 1=0,2,4,6,....   ;   o>0,2,4,6, .... 

D*Cn 1       (   r*(]Jn   _  un+1}       D<p(Bn n+1 }   }   =   Q 
+ si,G       R  cos(p±

v     o^   i,o     i,o' o^   i,o    i,o Yiy   y 

1=1,3,5,7,   ;  3=0,2,4,6,  

^t „  ._ w(t+At)-w(t)   .     nV „  ._ wQ+Alr/2)-w(H'-A'K/2)     m _1 wr. 

w^   .   :=  w(i-Ai?/2,;j.ZU./2,n-At)     w= £ ,   u,   v   ;     a(ir>   )+b(ip. ) = 1 

0-a-1,0^b^1 . Except from a small neighbourhood of 
the North Pole a=1, b=0 is taken. Thus the applied time step- 
ping scheme is explicit in the area of tsunami propagation in 
question. The only transition from one uniform grid net to an- 
other in this area takes place at 55°N. Because of technical 
reasons arrival times and surface elevations of the first maxi- 
mum were only stored for the 1°X1° area and for the Gulf of 
Alaska separately, so that this information was lost for the 
Bering Sea north of 55°N, as can be seen on Fig.5 and Fig.10. 

To give an impression what global results gained by this 1°-mo- 
del look like, amplitudes and phases of the rather well repro- 
duced Mp-tide are presented on Fig.4, which is taken from ZAHEL, 
1975-   When computing tsunami propagation, calculations are, 
of course, not performed for areas where the tsunami will not 
get in the time of interest. 

The same hydrodynamic method was applied by ENGEL,1974 to tsuna- 
mi simulation in the Black Sea. 
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COMPUTATIONAL RESULTS 

To give an idea of computed tsunami propagation properties we 
at first refer to the propagation time of the first maximum. 
The isolines of this time, that can better be defined than the 
arrival time of the first disturbance, are displayed on Fig.5. 
Due to the applied simple generation mechanism even the tsuna- 
mi propagating in the open ocean will differ from the real 
one when being computed by the 1°-model. This fact gets obvious 
when considering e.g. the slow ascent of the computed water 
level compared with the real one at certain oceanic islands. 
Nevertheless, it is expected from the computations, having been 
carried out on the basis of a hydrodynamic model,  that the 
characteristic features of the radiated long wave are yielded 
concerning its propagation in the open ocean. In order to give 
an impression of the effects of depth distribution on the wave 
propagation, the lines of equal depth have been entered into 
the presentation. There are obvious features as to the deforma- 
tion of travel time isolines due to the bottom topography as 
e.g. the high speed propagation in the central South Pacific 
and the comparatively delayed propagation through the shallow- 
er parts of the south-eastern Pacific. Refraction effects ga- 
thered from Fig.5 at the transition zone from the open ocean 
to the American coast are evidently not realistic in all cases 
because of the poor resolution of the narrow shelf there. An 
improvement of the results,concerning phenomena that arise on 
small scale areas,could be obtained by including nested grids 
into• the global one. A very distinct effect due to reflection 
can be recognized at the Japan Trench as well as at the Kuril 
Trench. While the reflected wave contributes to the formation 
of the first maximum, superposition with the arriving second 
wave takes place before the first one has reached its maximum, 
and in this way the particular propagation pattern comes about. 
Other effects of reflection cannot be detected from the presen- 
tation of the first maximum, although, of course, being fully 
inherent in this model. 

Before comparing computed arrival times with gauge observations, 
some limitations of the model shall be summarized. As the wave 
generation was performed rather schematically, the computed wa- 
ve train only reflects the gross features of the shelf source 
area and the initial condition in sea level variation and cur- 
rent velocity and therefore it cannot be considered to be di- 
rectly comparable with the real one. The phase velocity in any 
numerical model is subject to discretization errors depending 
on the difference scheme, on the grid resolution and on the wa- 
ve length governing the physical process being modelled. The 
described 1°-model admits long waves with at least thousand ki- 
lometers wavelength to propagate in the deep ocean with a pha- 
se velocity deviating less than 1 per cent in magnitude from 
the real phase velocity. A somehow generated wave train contai- 
ning a broad spectrum of wave lengths will at all events be dis- 
persed numerically. The leading wave of the investigated Alaska 
tsunami, characterized by a period of 1.3 hours, thus proves to 
be long enough in deep water to be subject to an appropriate ap- 
proximation concerning the phase velocity. On extended shelf 
areas, like that of the Yellow Sea, the computed wave proper- 
ties are unreliable because of numerical dispersion effects. 
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Moreover the poor resolution of shelf areas extending in front 
of coasts leads to insufficient approximation of the wave ar- 
riving at the coast, since gauge records coining from such co- 
asts are characterized by the response behaviour to the local 
topography. As the most available gauge records refer to such 
positions,computed and observed values can also for this rea- 
son not directly be compared. 

The positions for which the water elevations have been printed 
out for every time step are marked on Fig.6, they are close to 
places where gauge data were gained. Pig.7 and Fig.8 show the 
computed water elevations at these locations, with the arrival 
time of a significant disturbance,defined by a water level ri- 
se of 2 mm and indicated by the beginning of the curves. The 
longer vertical lines represent observed arrival times, taken 
from the gauge records published by SPAETH and BERKMAN,1967 
and others. The above remarks are applicable to the comparison 
at the mentioned positions, showing itself by the fact that 
opposite to the observations the computed water elevations 
yield similar curves for all stations. There is an almost con- 
stant time difference between the computed first disturbance 
and the first wave crest, it amounts to about 65 minutes. Hen- 
ce, taking this first disturbance instead of the first wave 
maximum when representing tsunami propagation, a picture of 
high similarity to that one given on Fig.5 would result. In 
all cases the observed arrival time is later than the computed 
one, the difference running up to about 10 minutes except for 
Galapagos and Lyttelton, where it is nearly 3 times larger. 
The relatively large time difference at Galapagos may result 
from the fact that the gauge position at San Cristobal is lo- 
cated farther from the source area than the nearest grid point, 
which moreover lies on the other side of the island. Because 
of its backward position in a bight there are similar diffi- 
culties in adjoining a grid point to Lyttelton. Finally, it 
proves to be difficult to recognize a 2 mm disturbance on a 
gauge record in any case. 

Three N-S-surface profiles are plotted on Fig.9, beginning in 
the source area and extending southward as far as the wave has 
propagated. As can be seen also from this picture, the form of 
the leading wave is preserved, although its energy decreases 
successively. To get an idea of the spatial energy supply, re- 
ference to at least the surface elevations shall be made. Fig. 
10 shows the computed surface elevation of the first wave ma- 
ximum in mm. Effects of bottom topography can easily be recog- 
nized, e.g. regarding the increased magnitude of elevations at 
the Hawaiian Ridge, at the north-east coast of Australia and 
at the American coast. Obviously these surface elevations are 
not suitable for being compared with the observed ones, they 
at best can be hoped to be a first approximation for the wave 
entering coastal areas. 

Thus applying the global hydrodynamic model to the 1964 Alaska 
tsunami is understood as a first step in trying to bridge the 
gap between investigations concerned with generation mechanisms 
and those studying run up processes. Ho model can explicitly 
include all physical processes governing tsunamis, and therefore 
besides the application of nesting techniques parameterizations 
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of significant processes will have to be introduced, in order 
to achieve an overlapping modelling of generation, propagati- 
on and run up of tsunamis that will be of use for practical 
purposes. 
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Figure 5-  Computed propagation of the 1964- Alaska tsunami. 
Full line   2   propagation time of first wave 
crest in hours. 
Dotted line  .........  depth isoline with 1: 200m , 

2: 2000m, 3: 3000m, 4: 4-OOOm, 5: 5000m . 
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MADE IN GERMANY 

Figure 7.  Computed surface elevations £ 
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Figure 8.  Computed surface elevations 
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Figure 10.  Computed propagation of the 1964 Alaska tsunami. 
Full line—57*  surface elevation of the first wave ma- 
ximum in mm.  ^ 
Dotted line ....... depth isoline with 1: 200m, 2: 2000m, 
3: 3000m, 4-: 4-000m, 5: 5000m, 6: 6000m . 



CHAPTER 59 

TRANSFORMATION OF TSUNAMIS IN A COASTAL ZONE 

Shigehisa NAKAMURA1) 

Haruo HIGUCHI2) 

and 

Xoshito TSUCHIIA3) 

ABSTRACT 

In order to obtain fundamental informations to establish varning practices 
and effective countermeasures against the tsunamis on the coast, the authors have 
studied on refraction of the tsunamis propagating into Osaka Bay and on tsunami 
spectra.  ^he refraction of the tsunami is studied by a numerical computation for 
a program of refraction and shoaling of small amplitude wave.  An example is 
shown for Chilean Tsunami in I960 to reveal that the refraction is an important 
factor to study on the tsunami wave height distribution.along the coast of Kii 
Peninsula and Shikoku Island.  The mareograms of the tsunamis are analyzed to 
obtain power spectra to study on transformation of the tsunamis from the Pacific 
ucean to the head of Osaka Bay.  The result suggests that it is necessary to be 
careful to study on transformation of the tsunamis with use of the refraction dia- 
gram because the tsunami is not a simple monochromatic ajid small amplitude plane 
wave.  A brief remark is given for theanalysis of the tsunami as non-stationary 
process. 

1. INTRODUCTION 

There are various kinds of the external forces acting on the coast.  The 
occurrence of tsunami is one of the remarkable phenomenon in relation to the 
destructive suffers on the coast.  And it is not yet solved the protection of the 
tsunami at present even though many efforts have been concentrated to the tsunami. 
On the other hand, in these years, reclamative land use for the industrial zones 
and the higher utilizations of the coastal zone have Iecome triggers to increase 
and spread the destructive suffers.  Now, it is necessary to study and solve the 
problems of the tsunami in order to give any effective countermeasure for it. In 
this paper, at first , a reviewal remark is given.  And then, refraction charac- 
teristics of tsunami is studied through a numerical computation for Chilean Tsu- 
nami in i960 as a small amplitude wave.  And the actual existing tsunamis are 
not necessarily similar to the exact small amplitude wave but the finite amplitude 
wave in the coastal zone.  Tsunami spectra are studied as a linear transform of 
the mareogram of the tsunami as a stationary stochastic process, and after that, 
a remark is given to le studied it as a non-stationary process. 
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2. REVIEWAL REMARKS 

As for Kwanto district and Tokyo Bay,   the  surveys and researches have teen 
concentrated to  solve the problem(for example,   since Meiji Era(0mori,1918)).   In 
the recent years,   a countermeasure is introduced as a political practice refering 
to the results of the researches(for example,  Kawasumi,1969).       And as for Ise 
Bay,   a similar countermeasure is offered in a report by Iida(l975).      ^y the way, 
there have teen no researches  and surveys for Osaka Bay systematically.      It 
might be a fresh report by Tsuchiya a,nd Nakamura(l974)  that is related to  a 
filing of the data and an analysis of the tsunamis propagated into Osaka Bay. 
They have focused to the mareograms of the recent tsunamis which gave  any signi- 
ficant influences to the water level in Osaka ^ay from the reports published in 
the past  and the filed mareograms  in Osaka District Meteorological Observatory in 
order to  analyze  and clarify the mechanisms of the propagation and transformation 
of the tsunamis.       They have traced the historical procedures for the tsunamis, 
for example,   the geographical distributions of the tsunami heights,   the travel 
time of the tsunami  fronts,   refraction diagrams of  the tsunamis etc.      The authors 
have also  studied on the tsunami   spectra(Nakamura et al.,1976). 

The studies on the tsunamis in the past,   for example,   the geographical dist- 
ributions of the tsunami wave heights,  had been studied with  a little considera- 
tion on dependency of the refraction of  the tsunamis.       It might te caused ty the 
difficulty of the  surveys of the tsunami  refractions in the past.       The authors 
would like to introduce a refraction diagram with use of high  speed electronic 
computer to  study the propagation of the wave front,   the wave ray,   the  shoaling 
effect  caused ty the water depth,   the transformation of the wave  caused by 
refraction etc.      They have focused to  study on the transformation of the wave by 
refraction and shoaling. 

Adding to that,   a method of  ocean wave  spectrum is introduced into the 
study on the transitional phenomena of the tsunamis to treat the tsunamis as a 
stationary Gaussian processes to  ottain the tsunami   spectra.      The transforma- 
tion of the  tsunami   spectra is  also  the  authors'   interest  in this paper. 
Spacial  and time dependent transformation of the waves are considered for the tsu- 
nami   spectra.       And a remark will be given for the tsunami   spectral  analysis as 
non-stationary process. 

3. REFRACTION DIAGRAM 

Judging from the  results  of  the   surveys,   the  researches(for  example,   by 
-Lida,1956)   and the tabulated catalogues(lmamura,1942;   Iida et al.,1967;   Soloviev 
and Gao,1974)   concerning the tsunamis on the coast of Japan,   it mi^ht be  statis- 
tical  expect  that  the one third of  the  earthquake   exceeded Richter's magnitude 
M = 6 those of which had occured around Japan Islands has the  epicenter under 
the  sea,   and the one third of the  earthquakes which had occured under the  sea 
accompanied the tsunamis to  atack the coastal  zone of Japan.       In Japan,   the 
records concerning the tsunamis can be found since the  seventh century. 

The tsunamis which have propagated into Osaka Bay are included not only in 
the tabulated records introduced above but in the records of the tsunamis occurred 
off  the Aleutian arc,   off Alaska and off South America propagated  across the 
Pacific Ocean to  attack the coast of Japan -'•stands,  ^ne of the  examples is 
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Chilean Tsunami  in 1960 which is  surveyed and observed along the coast of Japan 
Islands exactly and in the detail  as far as possible by the organized group in 
Japan.       The refraction diagrams are drawn from the wave  source in the neighbour 
of the coast of Japan ty Meteorological Agency of Japan,  University of Tokyo and 
the other related organizations(l96l). 

In this  section,   Chilean Tsunami  in I960 is taken as an example in the tsu- 
namis propagated into Osaka Eay}   because the details and the accuracy of the data 
and the records of Chilean Tsunami  in i960 are reliable and abundant in comparison 
to the other tsunamis. 

In order to find the process of the propagation of Chilean Tsunami  in I960, 
a schedule is arranged to draw a refraction diagram from the Pacific Ocean to 
Osaka Bay by a numerical computation and a manual drawing.       For a convenience 
of practice,   the  authors refered to the refraction diagram of Chilean Tsunami  in 
1960 by Meteorological Agency of Japan,   in which the location of the tsunami 
front just  arrived at the  south  of Shionomisaki  is taken as  a boundary to  start 
the computation and to diaw the refraction diagram of the tsunami propagating 
into Osaka Bay-       A schematical topography from the Pacific 0c6an to Osaka Bay 
is  shown in Fig.l.       And for a convenience of analysis,   the wave heights are 
assumed to be  same  along the line which is introduced atove as the boundary for 
the in-put data. 

The manual drawing of the refraction diagram is obtained under the assump- 
tion of the tsunami  as a long wave  and with the considerations of the  effects of 
the water depth  and of infraction.       This manual method has been widely utilized 
for studying on the propagation of the tsunami  fronts and for estimation of the 
source areas of the tsunamis.       As the first  step to construct a refraction diagram 
the wave fronts are drawn time to time  successively at  a given time  step,   after that 
the wave rays are drawn as the orthogonals to the wave fronts.       And the wave trans- 
formation in height may be estimated to apply Green s formula to the water depth 
and the width of the neighbouring two wave rays for a linear theory. 

On the other hand,   a method to use a high  speed electronic  computer is 
introduced to obtain the refraction diagram of the tsunami.       In this case,   the 
tsunami  is  assumed to be a small  amplitude wave to apply the computer program for 
refraction of wave,   which is developed by ¥orthington and Herbich(l970)   in Texas 
A and M University. 

In order to practice the computation,   the areas are taken as  shown in Pig.2. 
Initially the wave front is assumed to be located on the  line  stretching toward 
southwest from off Kushimoto.       lhe line forms a part of the  large  square(about 
160 km square).       And the wave front is assumed initially to propagate perpendi- 
cular to the initial  lin^  which is taken to  approximate to  a line corresponding 
to  a wave front of Chilean tsunami  in I960 off Nankaido at a certain time. 

?or the first  step of the computation,   the large  square is devided to form 
a mesh with the points of 15 X. 16,   in which the water depth is given by an inter- 
poration from the nautical charts published by Hydrographic Office, Maritime 
Safety Agency of Japan. 

The results of the computations are shown in Figs.3 and 4.       In the computa- 
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tions,   the period of the wave is taken to Ve  30 min.  In Fig.3,  the wave rays and 
the wave fronts  at every one minute are  shown by the solid lines and the dot  lines 
respectively.      The refraction coefficient  and the  shoaling factor are obtained at 
the  same time at the  each step of the computations.      Relative wave height is also 
obtained by a product of the refraction coefficient and the  shoaling factoro       The 
result is  shown by curves in Fig.4,  which are characterized by a parameter to 
indicate the relative wave height refering to the initial wave height. 

After the computation in the first  area,   the twenty two  small  areas of  square 
(about  15 km  square)   with  the mesh points  25 X 25   are  considered to  practice the 
successive computations from the open ocean to Osaka Bay under the consideration 
of the availability of the computer at the ^ata Processing Center of Kyoto Univer- 
sity.      The wave directions of the  last  steps in each area are the next initial 
data of the wave directions as the in-put data.       For the practical  computation, 
one of the authors,   Tsuchiya,  has insisted not to fail the generality of the  small 
amplitude wave in the  agiication of the computing program to the tsunami   so that 
no  approximation and no  simplification of the equations are considered except the 
numerical truncations  even if the cpu time in the computation is  elongated. 

As the result of the computation in the first  area,   it is  easily found that 
the wave front needs more than twelve minutes to travel from off Kushimoto to the 
entrance of Kii Channel,if the given wave front tehaves  similar to the tsunami. 
And,   only two or three rays initiated not far from the coast in Fig.3 are passing 
Kii Channel.       The wave rays far from the coast atacfc the coast  of Shikoku Island, 
on the way to which the wave rays are  strongly refracted by the  effect of the water 
depth in the  area of the large  square.       The wave rays in Fig.3 are quite  similar 
to those in the refraction diagram obtained by Nakamura(l974)  manually. 

In these computations,   the wave height and direction are  assumed to be uni- 
form along the initial  line.       Through the  successive computations,   the wave 
heights are obtained on the wave rays at each  step of one minute.       The  estimated 
wave height distribution along the coast of "Hi Peninsula from Kushimoto to Osaka 
is  shown by the  curve A in Fig.5.       The  alsissa is  a convenient distance from Kushi- 
moto  and the wave height  refered to  that  at Kushimoto  is the  ordinate.       The  curve 
B  is the estimated wave height distribution obtained by the  computations  along 
Awaji  Island.       And the  curve C  is the wave height distribution estimated along 
the  axis of Osaka Bay f 10 m Tomogashima Passage  to Osaka.       The  dots and circles 
are the observed heights of the first  and the  second wave respectively.       The 
simple dots and circles are the data along the coast of Shikoku,  Awaji  Is] and 
and Kobe.       The crossed dots and circle's are the data along the coast of Kii 
Peninsula.      For the region from the open ocean to Tomogashima Passage^0-^ x  •< 
110 km),   the otserved wave heights are much  smaJler than the computed ones and the 
second wave heights are fairly good correspondence to the computations.       In Osaka 
Bay,   the observed wave height is a few tut  seems to te good agreement to the 
computed wave height distribution along Awaji  Island(curve B).       Although,   the 
computed wave height along the  axis of Osaka Bay(curve C)   cannot 1: e  expected as an 
actual  phenomenon.       The curve C  is  anomalous  as  an actual  trend,   which might be 
caused by the  given conditions  and the matching conditions  in the  computer program 
through the  successive  computations.       The  authors have been aware  of that  it is 
necessary to  effort  to  avoid the unstable  results  appearing in the  computation of 
the long period waves in the very shallow water.       At the cross point of the wave 
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rays,   the computed wave height is anomalously large as far as the computation is 
refered to the linear theory of wave refraction.       In the  successive computation, 
the initiative of the wave direction is essential.       And this might be a cause of 
an undesirable result.      Adding to that,   it is necessary to remark that no reflec- 
tion is considered through the computation. 

Judging from these refraction diagrams and the analysis,   the wave height of 
Chilean Tsunami might te not  so  large as the computed results along the axis of 
Osaka Bay and not  so small as the expected results from the hand written refrac- 
tion diagram*       It is necessary to  consider not only a simple travel time of the 
tsunami for a glance tut the wave rays or the  effect of refraction when the 
arrival time of the tsunami  at the coast is discussed. 

There have been ottained and collected the records of the tsunamis caused by 
the earthquake off Tonankai  in 1944,   off Nankaido in 1946,   off Alaska in 1964,   off 
Aleutian arc in 1965, Hiuganada in 1968 and the others.      Even when these records 
are only reliable ones,   the authors may expect that the wave height at the head of 
Osaka Bay cannot be larger but much  smaller than the wave height at Kushimoto. 

It is necessary to remark that the initial wave front is different from the 
exact  location of the wave  source.       And the  essential remarks are that the tsuna- 
mis are the phenomena of transitional rather than a linear long wave or a small 
amplitude wave,   so that the discrepancy is more or less inevitable between the com- 
puted results and the observed wave heights.       The tsunamis are not necessarily 
periodical,   so that frequency analysis or spectrum analysis  should be also intro- 
duced to  study on the mechanism and the characteristics of the tsunamis. 

4.  TSUNAMI  SPECTRA 

The concept of the tsunami   spectrum might te originated and introduced to 
detect what component of frequency is dominant in the mareogram including a tsu- 
nami.       When the water level  as a time series is assumed to be a stationary 
Gaussian process,   the method of the  spectrum analysis might be useful in studying 
the frequency characteristics of the tsunami. 

The introduction of the spectrum analysis in the protlem of the tsunamis 
might be carried out at first by Takahashi(l961a,t).      And recently,   the records 
of the tsunamis in the wrld have been compiled at International Tsunami Informa- 
tion Center(for example,   IT1C,1975)  to offer the records as well  as the informa- 
tions and contributions of the latest tsunami   spectra analyzed with use of Fast 
•"ourier Transformer FPT) .      As mentioned by Kajiura,   it is essential to  study 
What length of the data is necessary in obtaining the tsunami   spectrum.      On the 
other hand,   one of the authors, Higuchi had ever analyzed the mareograms of 
Chilean Tsunami  in 1960 by the use of periodgram(Higuchi, 1963)   and he had been 
desired to have a chance to cooperate in a study on tsunami   spectra. 

In this paper,   the records are selected so  as to  study on tsunami   spectra 
for the  significant four examples,   i.e.,   the tsunamis caused by the  earthquakes 
off Tonankai  in 1944,   off   Chile in I960,   off Alaska in 1964 and off Aleutian arc 
in 1965.       In this  section,   the focus is to  study on the transformations of the 
tsunami   spectra through the propagations of the tsunamis from the open ocean to 
Osaka Bay.      Kefore  start of analysis,   the elevation of the water surface is 
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read from the mareograms of the tsunamis at a certain constant  step or a constant 
time  interval. he discrete values of the  elevations in a tsunami  are assumed 
to be a time  series of a stationary Gaussian process and treated to  analyze by 
klacknian-^ukey s method which has been widely utilized for the  spectrum analysis 
of ocean waves. 

5.  TIME DEPENDENCX OF TSUNAMI  SPECTRA 

When the  assumed  stationary process is  sure,   the  length  of the data for the 
analysis might not  affect the form of the tsunami   spectrum.       The freedom of the 
data should be also considered statistically through the analysis.       The time 
dependency of the data length in the analysis might  show that the assumption is 
not  suitable.       In this  section,   the two tsunamis in 1944 at Osaka and in 1960 at 
Kushimoto are taken up fe r the  analysis.      The mareograms are read at the  step of 
every three minutes to g. ve a time  series of the water level(cf.  Table l).       The 
analysis is followed as that for ocean waves  so that the number of the data is 
taken to be  six hundred or much more under the consideration of freedom ty the 
successive folding of the original data(see the  sixth column in Table l). 

As for the tsunami  caused by the  earthquake off Nankaido  at Osaka,   the  spec- 
trum analysis is carried out for the data length of 2.5,   5  and 10 hours of the 
tsunami  record to  showthe  spectra in Fig.6.       In this figure,   it is easily found 
that the principal peak of the  spectrum is at the period of near 70 min(f - 2.2 
X   10~4 cpsJ   for the initial  stage of 2.5 hours,   and the other peaks are  smaller 
than one hundredth of the principal peak.      For the longer data of  5 hours and 
10 hours,   the  second and the third harmonics of the principal peak lecome  signifi- 
cant which might be caused ty shoaling effect or the other effects.       And the wave 
might be transformed into  a nonlinear wave in the  shallow water.       The longest 
data(lO hours)   gives the power  spectrum which have the less  significant higher 
harmonics to  show that the  energy of the wave is decreasing with the time  elapse. 
The principal peaks of the three  are quite  similar and a little variation to give 
the  similar form of the power  spectra except the details of the forms for the 
significant higher harmonics. 

And for Chilean Tsunami  in 1960 at Kushimoto,   the three kinds of the data 
lengths are considered,   i.e.,   3,   6 and 12 hours for the data origina,ted at the time 
three hours before the arrival  of the tsunami.       The  spectra are  shown in Fig.7. 
The power of the  spectra after the  arrival of the tsunami  are ten times at least 
comparing to that before the arrival of the tsunami  as a whole of the frequency. 
The  spectra after the arrival of the tsunami have the two peaks at the periods of 
40 min and 23 min(that is,   f = 4.4 X 10~4 cps and 7.4 X 10~4 cps)   respectively. 
In these two pesaks,   the one for the period of 23 min is fairly sharp and  signifi- 
cant in the three  spectra.      This peak might be formed by the local resonant 
oscillation excited by the energy supply from the incident wave.       The tsunami 
might be characterized by the peak at the period of 40 min in Fig.7.      After the 
arrival of the tsunami,   the form of the  spectra show the dependency of the analyzed 
data lengths to give significant higher harmonics.      The existence of these higher 
harmonics  suggests that ine waves are transformed into the nonlinear waves or  affected 
by the water depth to  appear  so called shoaling effect. 

In the mareogram,  the tsunami  and tides are recorded in a superposed form. 
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When the focus is at the problem of the tsunami,   the components except the tsu- 
nami   should be treated -as a back ground noise.       In the  spectrum,   the components 
except the tsunami  are taken to te the tack ground spectrum as is considered ty 
Munk,   Snodgrass and Miller(l962)-       In Fig07,   the power spectrum before the  arri- 
val  of the tsunami may correspond to the tack ground spectrum mentioned above. 
When the principal  peak and the pattern of the power  spectrum  are refered to dis- 
cuss the frequency characteristics,   and when the principal peak is  sharp with a 
narrow band width,   the assumption might be acceptable that the tsunami is  similar 
to  the monochromatic waves as is considered in the refraction diagram.      Judging 
from Figs.6 and 1,   the above assumption should be a fairly rough  assumption.  This 
assumption might be sufficient for only the initial part of the tsunami  as consi- 
dered in the refraction diagram. 

6.  TSUNAMI  SPECTRA FROM OPEN OCEAN TO OSAKA BAY 

In this  section,   the transformation of the forms  of the tsunami   spectra is 
considered from the Pacific Ocean to Osaka Bay for the   significant tsunamis  listed 
up in Table  2 except the tsunami   caused by Hiuganada Earthquake in 1968.       In 
order to obtain the tsunami   spectra of each  stations,   the data are treated and pro- 
cessed in similar manner as done for Figs.6 and 7-      For the convenience of a glan- 
ce to detect the transformation of the tsunami   spectra,   the distance from Kushimoto 
is taken as the ordinate and the atscissa is taken as frquency to form a diagram 
with a parameter of power density for each tsunami  respectively.       The obtained 
results are  shown in Figs.8,   9,   10 and 11 for each tsunami  respectively. 

One of the example is Fig.8 which is for Tonankai Earthquake in i944,   the 
mareograms are obtained only at Shimotsu and Osaka so that the detail  cannot be 
detected.       The increase of the power density with the distance is  easily found 
in the lower frequency region in Fig.8.  - And the principal peak(at f _ 9 X 10" 
cps)   in Kii  Channel decreases in Osaka Bay down to  less than one tenth and the 
incidence of the wave induces the  local other oscillations. 

As for Chilean Tsunami  in I960,   as is  shown in Fig.9s   the frequency at the 
principal peak of the  spectra is  almost uniform from Kii  Channel  to Osaka Bay 
except Kushimoto.       •'-he local  effect in the  spectra might be characterized by the 
higher harmonics.       The peak of f - 8 X 10~"4 cps at Kushimoto may be caused by the 
effect of the  local topography as mentioned for Fig.6=       In case of the propaga- 
tion,   the reflection and refraction might cause the significant transformation of 
the tsunami  for the tail part.       The peak of f ~  3 X,10"~4 cps  suggests that a 
oscillation is induced and formed to  locate the node  at Tomogashima Passage  and 
the loops at  the head of Osaka Bay and the mid Kii  Channel.       This oscillation is 
easily found by a glance of the diagram as  shown in Fig.9.       And the trend shows 
that the power density for the higher frequency region decreases gradually with 
the distance. 

The other examples similar to Chilean Tsunami  in i960 are the tsunamis in 
1964 and 1965,  which are analyzed and shown in Figso10 and 11.       The wave  sources 
are in each cases far from Japan and the waves come to Japan across the oceanB 

And the analyses of these tsunamis  suggest that the tsunami  wave heights and the 
power density of the tsunami   spectra depend on the  locations of the wave  sources 
and the paths of the wave rays as well  as the magnitude of the waves at the 
source areas. 
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The above results are obtained from the tsunami  spectra obtained by Blackman- 
Tukey*s method which has been widely utilized in the spectrum analysis of the 
ocean waves.       Exactly speaking,   it is necessary to remark that all phenomena of 
the tsunamis are transitional and to consider to treat the tsunamis as nonstationary 
processes.       The  appreciation of the tsunami  in the  scope of the nonstationary 
stochastic process might be  an important and interesting problem to be  solved as 
remarked by Nakamura(l975) . 

7. CONCLUSIONS 

^he authors have analyzed the tsunamis propagating into Osaka Bay in order 
to  study the transformation of the tsunamis through the propagation,   (l)  At first, 
Chilean Tsunami  in I960 is taken to  study on the wave height distribution along 
the coast from Kushimoto to Osaka(from the Pacific Ocean to the head of Osaka Bay) 
in a fairly good correspondency between the refraction diagrams which are obtained 
by the numerical computations and the manual  drawings.       The observed wave height 
along the coast  seems to fit well to the computed ones for the initial part of the 
J-sunami,   especially for the  second wave,   except  along the axis of Osaka Bay.   (2) 
he tsunamis are analyzed to  study the tsunami   spectra as a tool to reveal what 

are the peak frequencies of the  tsunamis and what  are the induced  local  oscilla- 
tions with the consideration of the atove refraction diagrams.       An oscillation 
is found by the  spectrum analyses of the tsunamis on the frequency-distance dia- 
gram with a parameter of the power density to form aji oscillation with a node at 
Tomogashima Passage and two  loops at the head of Osaka Bay and at the mid Kii  Cha- 
nnel.   (3)  Adding to the above,   it might be necessary to develope  a study of tsunami 
spectrum as a nonstationary stochastic process in relation to the generating pro- 
cesses of the tsunamis. 
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Shikoku 

fig.3    Refraction diagram of  simulated Chilean Tsunami  in 1960 by a computer 

Shionomi saki 

Fig.4    Wave height distribution of  simulated Chilean Tsunami  in 1960 by a 
computer 
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Fig.6 Tsunami spectrum as a function of time elapse at Osaka for the 
Earthquake off Tonankai in 1944 
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Fig.11 Local transformation of tsunami spectra with distance for the 
arthquake off Aleutian arc in 1965 
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Table 1 Number of data used for power spectral analyses of tsunamis 

LOCATION TIME EARTHQUAKE T1HE STEP ORIGINAL NUMBED 

OP THE DATA 
NIMBER OP DATA 
USED POR ANALISIS 

NUMBER 

OP POLD 

OSAKA 14-24(10 h«) TONABKAI 3 min N0 = 200 N = 600 (2) 

14-19( 5 h«) 100 600 (5) 

14-16h30«i(2.5 h») 50 600 (U) 

KUSHIMOTO 0-12(12 h«) ffllLEAN 3 min 240 720 (2) 

0-6 ( 6 h.) 120 600 (4) 

0-3 ( 3 he) 60 600 (9) 

Table 2 Numbers of data used to study on local transformations of 

tsunami spectra 

EARTHQUAKE 
ACCOMPANIED 
WITH TSUNAMI 

1944-12-07 
TONANKAI 

1960-05-22 
CHILEAN 

1964-03-28 
ALASKAN 

1965-02-04 
ALEUTIAN 

1968-04-01 
HIUGANADA 

LOCATION NUMBER OF DATA ( NUMBER OF FOLD ) 

400(1)          340(1)          720 (0) 680 ( 0 ) OSAKA (X = 180 tan ) 

-XSBB           ( 170 ) - 480 ( 1 ) - - - 
SUMOTO        ( 110 ) - 480 ( 1 ) 680 ( 0 ) 482 ( 1 ) - 
NUSHIMA     (    85 ) - - 670 ( 0 ) - - 
KOMATSUJIMA ( 75 ) - 480 ( 1 ) 500 ( 1 ) 319 ( 1 ) 230 ( 2 ) 

VAKAXAMA        (  90 ) - - 480 ( 1 ) 480 ( 1 ) - 
SHIMOTSU       ( 70 ) 290 ( 2 ) 450 ( 1 ) - 560 ( 1 ) - 
MORI                ( 40 ) - - 540 ( 1 ) - - 
KUSHIMOTO      (    o ) - 480 ( 1 ) 480 ( 1 ) 681 ( 0 ) 230  (  2 ) 



CHAPTER 60 

TSUNAMI INUNDATION PREDICTION 

1 ? Charles L. Bretschneider and Pieter G. Wybro 

ABSTRACT 

This paper concerns the run-up and inundation characteristics of tsunami 
surges. The forces and moments produced by the waves are not discussed, how- 
ever, the proposed technique does provide the necessary information for their 
determination. The method relies on the knowledge of the wave elevation at 
the coast (as determined from historical data or other means) and an estima- 
tion of the bed roughness. The considerations and calculations involved in 
determining these parameters are discussed in detail. Twenty-four observed 
run-ups on the island of Hawaii in the case of the 1946 Aleutian tsunami, and 
18 run-ups on the island of Maui for the Chilean 1960 tsunami are used to 
illustrate the technique. Methods are also presented to predict the shoreline 
heights and extent of inundation of tsunami surges where historical data is 
not available. 

INTRODUCTION 

This paper presents the theory and technique for determining the extent 
and profile of flooding due to tsunamis as affecting the coastal zone, espe- 
cially the State of Hawaii. An earlier paper by Bretschneider and Wybro 
(1973) gave results for tsunami flooding over a flat, dry bed as in Hilo, 
Hawaii. These results are extended for the case of sloping land profiles and 
also for composite slopes consisting of a flat foreshore and sloping backshore. 

To determine the wave height at the coastline, it is necessary to select 
an appropriate value of a roughness parameter, namely Manning's n, to account 
for the frictional effect of the bed on the inland advance of the surge. From 
this, then, flooding under existing or improved conditions can be determined. 
For improved conditions, it should be expected that the extent of flooding 
will be greater than that which occurred during past conditions. 

The distribution of coastline elevations obtained from historical data 
provide an extrapolation base for which coastline elevation at intermediate 
locations can be determined. 

BASIC EQUATIONS 

The frictional shear stress opposing the flow of water is given by the 
Darcy-Weisbach (1858) relationship 

T=^ (1) 

Chairman and Professor, Dept. of Ocean Engineering, University of Hawaii 

Graduate Student, Dept. of Ocean Engineering, University of Hawaii 
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where T is the bottom shear stress, p is the fluid density, u is the mean 
velocity, and f is a non-dimensional friction coefficient. Because the 
frictional coefficient is dependent not only on the bed roughness, but also 
on the depth of fluid, various laws have been formulated to attempt to 
separate these effects. 

The most common formulation that attempts to correct this defect is 
Manning's formula 

u = Lm R2/3 SV2 •  (2) 

where R is the hydraulic radius (feet), S is the slope of the water surface, 
and n is Manning's n which is a measure of the roughness of the boundary and 
has dimensions (ffl/3 sec). The hydraulic radius is defined by 

R = A/P (3) 

where A is the cross-sectional area of flow and P is the wetted perimeter. 
R is equal to the depth of water, h, in the case of very wide channels. 

The Chezy-Kutter formula is given by 

u = Ch^RS (4) 

where Ch is the Chezy coefficient (ft^/2 sec) and is related to Manning's 
n by     h 

Ch = M86Rl/6 (5) 

Manning's n is related to the Darcy-Weisbach f as follows: 

f = 0.9 g n2 h"1/3 (6) 

Hence, if Manning's n is only a function of bed roughness, then the friction 
factor f varies inversely to the 1/3 power of the water height. Bretschneider 
and Wybro (1973) showed that Manning's n for any particular roughness remains 
essentially constant with water depth. This is particularly so for values of 
n less than 0.04 and water heights between 5 and 50 feet. 

Values of Manning's n can be found in numerous references such as Creager 
and Justin (1950)" or Parsons (1965) in the case of effects of vegetation. 

The classical long wave equations consist of the momentum and continuity 
equations which are, respectively: 

3u . „ 9u . . 3h „_  -g uju[ ,-,\ 
3t + u 1* - "9 3T-9m  . 2 ' ' (7) 

Ch (do+h) 

BflUJL(Au) = 0 (8) 
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where:    A is the cross sectional area of flow 
B is the surface width of flow 
d0 is the natural water depth 
h is the depth of water above d0 
m is the bottom slope 

and differentiation with respect to x and t denote flow direction and time, 
respectively. 

The last term in equation (7) accounts for frictional dissipation and 
can be rewritten in terms of Manning's n as 

g u|u|       n2g|u|u(d +h)"4/3 

 = o  (9) 

Ch (do+h)    0-486)* 

SOLUTIONS TO EQUATIONS 

We will first consider the special case of a tsunami surge propagating 
inland over an open coast and a flat dry bed. This case was examined earlier 
by Bretschneider and Wybro (1973). 

The momentum equation becomes (for m = 0, and u = F/gh where F = constant 
and assuming negligible local accelerations in comparison to the convective 
terms) 

3h     n2 u2 h"4/3 

— = p 2 (10) 
3x   (F 72+l)(l.486r 

for which it is found: 

and 

^ = [1  - (£-) ]3M (ID 
no XR 

o    h 4/3    (1.486)2 / F2        \ 

*•*#?—r(r")       .   (,2) 

where h0 is the initial surge depth, h is the surge depth after travelling 
x feet inland, and XD is the distance to complete dissipation (see Fig.  1). 
Note that equation (12) differs from that of Bretschneider and Wybro (1973) 
in the constant term 6.5.    However, the earlier report fitted inundation 
profiles to the observed data, whence Manning's n was determined.    To convert 
the Manning's n so determined to the correct value in equation (12) involves 
multiplying by the factor /3 = 1.73.    The resultant inundation curves are 
hence identical, except the Manning's n obtained in the earlier work are to 
be corrected. 
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Solutions to equations (11) and (12) are depicted graphically in 
Figures 2 through 5. Each figure, for a particular roughness value, 
describes the envelope curve of the surge height as it propagates inland 
for various initial heights and for Froude numbers F = 1 and F = 2. 

In the theoretical dam break problem, considering frictionless flow, 
Keulegan (1949) arrives at F = 2. Experiments by Fukui, et al., (1963) 
found that F = 1.73 for a bore propagating over a dry bed with n = 0.013. 
More recent experiments by Cross (1966) for tsunami surges finds 
F = 1.41 for a bed roughness of n = 0.02. 

Miller's (1968) experiments indicated that the characteristic Froude 
numbers are functions not only of the roughness, n, but also of the ratio of 
surge depth to depth of water prior to sloping bottom. The relationships 
F = f(n, h/d) was not determined, however. It appears from Figures 2 through 
5 that F = 2 causes greater frictional dissipation than F = 1 because of 
higher fluid velocities. It is, hence, conservative to use F = 2 to predict 
shoreline elevations from run-up data and for conservative purposes, until 
more exact information is known, it appears desirable to use F = 2 (as, for 
instance, if forces are calculated). 

In the case of surges advancing over a sloping bottom, equation (7) 
becomes (neglecting local acceleration and friction) 

uM=.gtana.g| (13) 

where a is the bottom slope. For the case of u = F /gh then 

3h     sin a 
(14) 

3x'    (F2/2+l) 

where x1 is the coordinate along the flow length. Upon integrating, the 
expression for the vertical runup, R", becomes 

ut
2 

R" = hc + ht + W <15> 

where hc is the vertical rise of the berm or beach (Fig. 1) and ht and ut 
are the surge height and surge velocity, respectively, at the toe of the 
slope. 

Equation (15) can be compared to the value ut /2g arrived at by Freeman 
and LeMehaute (1964) where hc = 0 and also ht = 0 as a result of the first- 
order, non-linear long wave analysis. In this analysis, the surge collapses 
at the shoreline to a thin sheet of water with a velocity ut- 

Note that for hc = 0 and F = 2, R" = 3 or the vertical rise in water 
will triple. 

It appears that for tsunami surges, the inclusion of ht in equation (12) 
is justified as it is well known that the surge height does not collapse 
at the shoreline. This was experimentally justified by Miller (1968). 
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Cross (1966) found experimentally that the rise of water on a vertical 
wall is approximately 1.33 u+2/2g for a dry bed. In equation (15) with 
F = 1.41 and hc = 0 yields R" = 1.9 ut<72g which is conservative. 

In the case of a roughened slope, equation (7) becomes the governing 
equation, and equation (14) becomes (neglecting the local acceleration) 

2 2 -1/3 
^ = -{sinct + -n 9F h , cosa} [F2/2 + l]"1 (16) 
3x' (1.486)^ 

and the runup, R, is found by numerical integration. This has been done for 
various slopes (2.5° and 5°), various roughness (n = 0.025, 0.035, 0.045, 
and 0.055) and a range of surge depths, ht- The results are depicted in 
Figures 6 and 7, wherein R is plotted versus h^ for various Manning's n 
values. 

For composite profiles (horizontal foreshore and sloping backshore), 
Figures 2 through 5 can be used to determine h^, and this value is entered 
in Figures 6 or 7 with the corresponding Manning's n value to determine 
the run-up, R. Note that for the composite slopes, the roughness of the 
sloping portion need not be the same as the flat portion. 

APPLICATION TO HISTORICAL DATA 

Bretschneider and Wybro (1973) investigated the results of the tsunamis 
of 1946 and 1960 for the case of Hilo, Hawaii using the flat bottom equations. 
It was found that the land profiles were ideally suited due to the very gentle 
grade and an excellent comparison was obtained between the computed and 
observed inundation profiles. In this section, the analysis is extended to 
include composite land profiles whence equations (10) and (11) are used along 
with Figures 6 and 7. The areas of interest are the north coast of the 
island of Hawaii as experienced by the 1946 Aleutian tsunami and the southwest 
coast of the island of Maui for the case of the 1960 Chilean tsunami. 

Island of Hawaii 

Figure 8 shows the wave advancement of the 1946 tsunami as affecting the 
north coast of the island of Hawaii. The solid lines represent the wave 
fronts, the light dashed lines represent orthogonals and the heavy dashed 
lines represent orthogonal intersections, as was computed by Shepard, et al. 
(1950). The region of interest extends from Upolu Point in the west to 
Kumukahi Point in the east, a coastal distance of roughly 100 miles. The 
reported run-ups, also shown, were obtained from the Tsunami Research Center, 
University of Hawaii as documented on 1:24,000 scale USCGS quadrangle charts. 
The land profiles were obtained from these charts and the coastal terrain 
and roughness conditions were estimated from a field survey coupled with 
infrared aerial photographs taken from U-2 flights in 1974 and 1975. 

It is found that the land profiles for a majority of the locations can 
be very adequately described by the composite slope method, using backshore 
slopes of 0.5° up to 10° with an average of about 2° to 3°. The steep, 
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nearly vertical cliffs that are common to this coastline were not used as 
these regions are inaccessible, hence, no run-ups were reported. 

The reported run-ups are plotted in Figure 9 (solid circles) versus 
coastal distance measured west to east. These run-ups are projected back 
to the coast by means of Figures 2 through 7 using the iteration method 
described in the previous section and where the values of Manning's n are 
determined from Table I. The coastal elevations are indicated by open 
circles in Figure 9. Table II lists the run-ups, inundations, coastal 
elevation and Manning's n determined at each location. 

A somewhat smooth curve can be passed through the coastline distribution, 
and on the basis of this curve, an equivalent, uniform wave of height zr 
in open ocean is 

zr=/l N2ds <"> 
where I  = projected distance of coast along the wavefront, ds is the incre- 
ment of length along the shoreline, and L is the length of the coast. Note 
that zr is a fictitious height in that shoaling has already been taken into 
account. In this case, projecting to the 6:30 a.m. wavefront (Fig. 8) gives 
%  = 80 miles, L = 100 miles, and zr = 46 feet. On this basis the refraction 
coefficient is 

KR = ir OB) 

The distribution of KR as obtained by equation (18) is compared to the values 
obtained from the refraction diagram, Figure 8. The results are shown in 
Figure 10. The agreement is good, and both curves exhibit the same trends. 
The discrepancies can be attributed to the basic assumptions involved in 
arriving at the frictional effect (equation (16)) and the neglect of reflec- 
tion and diffraction effects. 

The determination of the appropriate friction factor involves some 
subjectivity, especially in the case where the flow length is composed of 
various roughnesses. The values in Table I were, however, determined not 
only from a literature review, but also from the fitting of envelope curves 
to the known inundation profiles (such as Hilo) and hence determining 
Manning's n. For example, Kolekole Beach Park is situated somewhat midway 
along the northern coast (see Fig. 11). Field observations made after the 
1946 tsunami show that the wave overtopped and destroyed the existing 
railroad bridge and overtopped the Nanahoa highway bridge by three feet. 
A fitting of the inundation profile using Figures 2 through 7 determined 
Manning's n to be 0.04 which is as expected from Table I. 

Suppose that the terrain was cleared to an open area with finely cut 
grass, etc., whence n = 0.025. If the same tsunami surge advanced inland 
under the new conditions, then it would have overtopped the highway bridge 
by 11 feet and the vertical run-up would be 30 feet instead of 17 feet. 
This exemplifies the changes in inundation characteristics corresponding to 
terrain changes as, for instance, when development occurs. 
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TABLE II 

HEIGHT, RUN-UP, AND INUNDATION OF 1946 TSUNAMI 

ALONG NORTH COAST OF ISLAND OF HAWAII 

Location No. 
(west to east) 

Run-up, R 
(ft) 

Inundation, X. 
(ft)   L 

Manning's n 

(ft1/6) 

Elevation at 
Coast, Z0 

(ft) 

1 18 100. .052 20. 

2 40 80. .035 42. 

3 (33) 80. .045 (34.) 

4 50 100. .045 52. 

5 26 4600. .045 60. 

6 40 500. .045 46. 

7 23 5200. .026 42. 

8 40 2300. .024 50. 

9 36 600. .055 53. 

10 28 100. .035 31. 

11 30 200. .043 33. 

12 38 150. .035 39. 

13 (23) 75. .045 (25.) 

14 38 200. .045 : 40. 

15 37 150. .050 40. 

16 37 50. .045 39. 

17 27 230. .050 33. 

18 34 70. .043 36. 

19 38 100. .035 39. 

20 35 100. .045 38. 

21 20 1800. .031 30. 

22 23 1500. .029 32. 

23 18 360. .065 32. 

24 19 250. .050 28. 

n = 0.04236, mean of n 

an = 0.01006, standard deviation of n 

n" = 0.04354, root mean square of n 
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Island of Maui 

A second coastline is examined in detail, that being the southwest 
coast of the island of Maui, a coastal distance of roughly 35 miles 
(see Fig. 12). In this case the 1960 tsunami, which originated from Chile, 
is examined in much the same manner as the previous case. The reported 
run-ups were substantially lower due to the sheltering effect of the 
island of Kahoolawe, however, there is a preponderance of data. This 
coastline is also ideally suited for the composite slope model. 

The results of this analysis are depicted in Figures 13 and 14 and 
Table III where generally good agreement is obtained between the expected 
and calculated refraction effects. The discrepancy in the southeast region 
(right hand side, Fig. 14) can be attributed to diffraction effects due to 
Kahoolawe. 

The method of fitting curves to the distribution of coastline elevations 
allows for the determination of heights at intermediate locations having no 
historical data. This is a common occurrence, especially for newly developed 
areas. 

SUMMARY AND CONCLUSIONS 

The prediction of the height and extent of flooding due to tsunamis 
should take into account the initial height, Green's law, convergences or 
divergences, and friction effects. The equations developed in this report 
take all of the above into account except convergences and divergences, 
i.e. they are valid only for the open coastline. 

It appears from an analysis of historical run-up data that frictional 
effects can account for the generally wide data scatter, and on this basis 
coastline elevations can be determined at locations other than where data 
is present. When these values have been determined for existing conditions, 
it is then possible to predict flooding contours under existing conditions 
and also for extreme conditions. If the existing conditions are changed 
because of development, then it will be important to select the appropriate 
value of Manning's n in order to predict the extent of normal and extreme 
flooding under the improved conditions. 

Although the technique has been tested and verified by field conditions, 
it appears that experimental justification is necessary, especially in 
regards to the following: 

1. The Froude number relationship in regards to bore height and 
roughnesses. 

2. The constancy of the Froude number over the flow length, 
especially in the case of composite slope. 

3. The quantitative criteria for bore formation. 
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TABLE    III 

HEIGHT,  RNN-UP, AND INUNDATION OF 1960 TSUNAMI 

ALONG SOUTHWEST COAST OF MAUI 

Location No. 

(west to east) 

Run-up, R 

(ft) 

Inundation, X, 

(ft) 

Manning's n 

(ft1/6) 

Elevation at 
Coast, Z„ 

(ft) ° 

1 7 1600. .038 11.5 

2 9 2200. .026 11.8 

3 9 250. .052 10.8 

4 9 220. .043 9.8 

5 8 1000. .026 9.1 

6 9 300. .035 9.3 

7 8 200. .043 9.0 

8 7 100. .060 10.5 

9 11 150. .026 11.5 

10 7 400. .035 10.5 

11 8 1500. .021 9.1 

12 8 500. .024 9.0 

13 5 650. .035 8.8 

14 4 1000. .026 9.0 

15 5 400. .047 9.1 

16 7 200. .052 9.2 

17 9 100. .035 10.0 

18 9 500. .031 11.0 

n" = 0.03686, mean of n 

an =  0.01101, standard deviation of n 
n = 0.03847, root mean square of n 
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LIST OF SYMBOLS 

A cross sectional area of flow 

B surface width of flow 

Cn Chezy coefficient 

F Froude number 

KR refraction coefficient 

L length of coastline 

P wetted perimeter 

R hydraulic radius, vertical run-up 

R' vertical run-up not including slope effect 

R" vertical run-up not including frictional effect 

S slope of water surface 

d0 natural water depth 

f Darcy-Weisbach friction factor 

h surge height 

hc height of flatland above MSL 

h0 depth of surge at coastline 

ht depth of surge at toe of slope 

J, projected distance of coast along wavefront 

m slope of backshore 

n Manning's n 

t time 

u surge velocity 

ut surge velocity at toe of slope 

x coordinate measured inland from coast 

XR extent of inundation 

z0 total depth of surge above MSL at coast 

zr equivalent unrefracted wave height 

a angle of backshore 

p density of fluid 

T bottom shear stress 
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.-ENVELOPE CURVE OF 
MAXIMUM SURGE 
HEIGHT 

R • Run-up considering slope and 
friction effects 

R'• Run-up considering friction only 

R"' Run-up considering slope and 
no friction = h0 + ht +uf/2g 

FIGURE 1   SCHEMATIC DIAGRAM OF BORE ADVANCEMENT AND DEFINITION OF SYMBOLS 

FIGURE 2   ENVELOPE CURVES OF WATER SURFACE ELEVATION, h, VERSUS INLAND 
TRAVEL DISTANCE, X, FOR SEVERAL COASTAL ELEVATIONS. 
MANNING'S n - 0.025 FOR F - 2 AND MANNING'S n • 0.017 FOR F = 1. 

50 RF^ 
NOTE: m = 0. 

NON-BORE (FN*1) 
BORE (FN"2) 

8 10 12 
X.FeefxlOOO 
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FIGURE 3        ENVELOPE CURVES OF WATER SURFACE ELEVATION,  h, VERSUS INLAND 
TRAVEL DISTANCE, X FOR SEVERAL COASTAL ELEVATIONS. 
MANNING'S n - 0.035 FOR F - 2 AND MANNING'S n = 0.025 FOR F - 

NOTE: m»0. 
 NON-BORE (FN'1) 
 BORE (FN»2) 

=^r- 

6 8 10 12 
X,Feet*1000 

14 16 18 

FIGURE 4        ENVELOPE CURVES OF HATER SURFACE ELEVATION, h, VERSUS INLAND 
TRAVEL DISTANCE, X, FOR SEVERAL COASTAL ELEVATIONS. 
MANNING'S n • 0.045 FOR F • 2 AND MANNI»G'S n " 0.032 FOR F • 1. 

6 8 10 12 
X.FeerxloOO 
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FIGURE 5   ENVELOPE CURVES OF HATER SURFACE ELEVATION, h, VERSUS INLAND 
TRAVEL DISTANCE, x, FOR SEVERAL COASTAL ELEVATIONS, 
MANNING'S n •= 0.055 FOR F - 2 AND MANNING'S n • 0.039 FOR F = 1. 

NOTE: m'O. 
 NON-BORE(FN'I) 
 BORE (FN'2) 

6 8 10 
X.FeefxlOOO 

12 14 16 18 

FIGURE 6   RUN-UP, R, VERSUS DEPTH OF SURGE AT TOE, h,, FOR VARIOUS 
MANNING'S n. BED SLOPE • 2.5°. 

5 10 15 20 25 30 

h, , depth   of surge  at toe (feet) 
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50 

40 

FIGURE 7   RUN-UP, R, VERSUS DEPTH OF SURGE AT TOE, ht, FOR VARIOUS 
MANNING'S n. BED SLOPE - 5°. 

R 
(feet) 

30 

20 

10 

m= 0.08727  (5° 

F=2. 

5 10 15 20 25 30 

h, , depth   of  surge at toe (feet) 

FIGURE  i!        NORTH  COAST,   ISLAND OF  HAWAII,  SHOWING  1946 
WAVE ADVANCE AND OBSERVED RUN-UP HEIGHTS 

Tfffiiuwmm 

— — — ORTHOGONAL 
INTERSECTION 
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70r 

50- 

FIGURE 9   OBSERVED RUN-UPS AND'PREDICTED ELEVATIONS AT COAST VERSUS 
COASTAL DISTANCE ALONG NORTH SHORE OF HAWAII FOR 1946 TSUNAMI 

20 I- 

-60 

40 

• Observed run-up 

o Predicted elevotion at coastline 

  Predicted shoreline elevation distribution 

  Region of interpolation (uncertain) 

20 40 50 60 
Coastal distance (miles) 

80 90 

3.0 r 

COMPARISON BETWEEN REFRACTION COEFFICIENT AS DETERMINED FROM EQUATION (19) 
AND REFRACTION ANALYSIS FOR THE NORTH COAST, ISLAND OF HAWAII, FOR 1946 TSUNAMI 

2.0- 

4^^KR as computed from observed 
t r      run-ups projected to coastline 

KR as computed from 
refraction diagram 

20 40 60 
Coastal Distance (miles) 

80 100 
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FIGURE 11   THEORETICAL INUNDATION PROFILE OF 1946 TSUNAMI (SOLID CURVE) FOR 
KOLEKOLE BEACH PARK, ISLAND OF HAWAII, SHOWING OBSERVED ELEVATIONS 

v- actual prof 11s 

envelope curve 
of bore propagation 
(F »2 ,n»0.025) 

Profile, Kolexole Park 

(Note,50x vertical scale exaggeration} 

FIGURE   12      SOUTHUEST COAST,   ISLAND OF MAUI,  SHOWING 1960 
WAVE  ADVANCE  AND OBSERVED  RUN-UP  HEIGHTS 

SCALE 

2         3       4         3 KAUAI 
STATUTE MILES ,0     OAHU 

•£> MOLOKAI 
"^jjMAUl 

,T\HAWAII 

/        y-» LOCATION MAP 
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15 

FIGURE 13 OBSERVED RUN-UPS AND PREDICTED ELEVATION AT COAST VERSUS 
COASTAL DISTANCE ALONG SOUTHWEST COAST OF MAUI FOR 1960 TSUNAMI 

 1  

§ o 

2   5 9> 

T T 

•       Observed run-up 

o      Predicted elevation at shoreline 
    Predicted shoreline elevation distribution 

I 
10 15 20 25 

Coastal distance (miles) 
30 35 40 

1.0 

FIGURE 14        COMPARISON BETWEEN REFRACTION COEFFICIENT AS DETERMINED FROM EQUATION  (19) AND 
REFRACTION ANALYSIS FOR SOUTHWEST COAST,   ISLAND OF MAUI,  FOR 1960 TSUNAMI 
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CHAPTER 61 

NUMERICAL SIMULATION OF TSUNAMIS ORIGINATING 
IN THE PERU-CHILE TRENCH 

BY 

A. W. Garcia1 and H. L. Butler 

I. Introduction 

1. The U. S. Army Corps of Engineers has as an objective of its 
research and development program the determination of better harbor 
design criteria for tsunami protection. A previous report (Houston, 
et. al., 1975b) addressed the subject of tsunami vulnerability of the 
Pacific Coast of the continental United States to tsunamis originating 
in the Aleutian Trench. That report determined the variation in tsunami 
amplitude as a function of coastal distance due to a standard uplift 
source at different locations in the Aleutian Trench. The present 
report is a continuation of that study and addresses the subject of 
tsunami vulnerability along the same stretch of coast to tsunamis 
originating in the Peru-Chile Trench.  In addition, modifications to 
the numerical code used in the previous report allowed the simulation 
of the Chile tsunami of May 22, 1960. 

II. Historical Narrative 

2. There have been four well documented major tsunamis to strike 
the Pacific Coast of the United States in recent times; the Great Aleu- 
tian tsunami of 1946, the Alaska tsunami of 1957, the Chile tsunami of 
1960 and the Alaska tsunami of 1964. The 1964 Alaska tsunami claimed 107 
lives in Alaska, 4 in Oregon and 11 in Crescent City, California.  In 
addition to 330 lives in Chile, the 1960 Chile tsunami claimed 61 in 
Hawaii and 199 in Japan.  Table 1 (Symons, et al., 1960) shows a 
comparison of maximum wave heights for the tsunamis of 1946, 1952, 
1957, and 1960. The comparative intensity of the 1960 tsunami is 
evident. Indeed, the generating earthquake was of magnitude 8.6, 
one of the largest ever recorded. 

3. The association of large submarine earthquakes with island 
arcs and deep submarine trenches is well documented (Kelleher, et. al., 
1974; Kelleher, 1972; Sykes, 1971). The Japan-Kurile-Kamchatka, the 
Aleutian and the Peru-Chile Trench regions have long recorded histories 
of tsunamigenic activity. Of these, however, only tsunamis originating 
in the Aleutian and Peru-Chile Trenches have a history of causing signifi- 
cant runup along the Pacific Coast of the United States.  Because tsunamis 
originating in the Aleutian Trench is the subject of a previous report, 
(Houston, et. al., 1975b) it will not be recounted here. 

Research Oceanographer, USAE Waterways Experiment Station, Vicksburg, MS. 
Research Physicist, USAE Waterways Experiment Station, Vicksburg, MS. 
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Table 1 
Maximum Recorded Rise or Fall 

(This table lists only places at which gages were 
operating during all four tsunamis) 

Station       "       1946   1952   1957   1960 

Feet   Feet   Feet   Feet 

Honolulu, Hawaii  4.1 4.4 3.2+* S.5+* 
Sitka, Alaska  2.6 1.5 2.6 3.0 
Neah Bay, Wash  1.2 1.5 1.0 2.4 
Crescent City, Calif.,  5.9 6.8 4.3 10.9 
San Francisco, Calif."  1.7 3.5 1.7 2.9 
Port Hueneme, Calif  5.5 4.7 3.5 8.8 
Los Angeles (Berth 60), Calif  2.5 2.0 2.1 5.0 
La Jolla, Calif  1.4 0.8 2.0 3.3 
San Diego, Calif  1.2 2.3 1.5 4.6 

*Measured rise or fall.  No extrapolation made for height beyond gage limit. 

4. There is some evidence, however, to indicate that Richter 
scale magnitudes tend to underestimate the source parameters (fault 
length, width and uplift) and thus the tsunamigenic potential of very large 
earthquakes.  Cumulative frequency vs. surface wave magnitude (Ms) plots 
show a linear trend for earthquakes with Ms values less than about 7.0 
but for higher values of Ms the locus becomes increasingly steep tending 
toward vertical at Ms approximately equal 8.6.  Therefore, it has been 
commonly assumed earthquakes with Ms greater than about 8.6 do not occur 
which may indeed be true. This, however, does not necessarily imply 
there is an upper limit on earthquake source parameters. Conventional 
analyses of earthquake energy spectra to determine Ms are frequency 
dependent. Chinnery and North (1975) hypothesize that because very 
large earthquakes produce spectra that have significant proportions of 
energy at frequencies below the band where Ms is normally measured and 
have dislocations which propagate for times significantly greater than 
20 seconds that an upper limit to Ms will be observed no matter how 
large the true earthquake size. 

Ill: Peru-Chile Trench As A Tsunamigenic Region 

5. In terms of plate tectonics, the shallow seismic zone of western 
South America is a continuous boundary along which one plate (the Nazca 
plate) underthrusts the adjacent plate (the Americas plate).  Kelleher 
(1974) cites numerous studies that indicate this plate motion is accom- 
plished by large magnitude earthquakes, consequently any segment of the 
boundary that has not ruptured for many decades should be considered a 
zone of high risk. Moreover, Kelleher (1972) has observed that about 
once each century the entire fault segment near the Central Valley province 
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of central and southern Chile (approx. 32 -- 46 S) has fractured in a general 
north-south direction by a progression of large earthquakes and hypothesizes 
that a new series of quakes might start about the end of this century 
near Valparaiso (33°S) and progress southward. 

6. Hayes (1966) states that crustal thinning beneath the trench 
is evidence the major tectonic forces involved are not laterally com- 
pressive and the absence of these compressive forces can be produced 
by a combination of faulting and flexure in the transition region of 
an ocean-continent margin.  He also observes that almost all quake 
epicenters in the area lie shoreward of the axis of the trench. 

7. Plafker and Savage (1970) report that records kept by the 
Japanese suggest that the subsea tectonic displacement of the 1960 
Chile earthquake is probably greater than those associated with any 
of the earlier earthquakes during a period of nearly 500 years. 
Indeed, vertical movements of a larger regional scale appear to be 
characteristic of that portion of the trench extending from Columbia 
to southern Chile. 

IV. Tsunami Source Characteristics 

8. Figure 1 shows the contours of elevation of the initial 
sea surface deformation used as input to the simulation of the Chile 
tsunami of May 22, 1960. The shape of the deformation is inferred 
from the works of Plafker and Savage (1970) and Hwang, et. al., (1970). 
Plafker and Savage show the maximum upward vertical displacement of 
their preferred interpretation of the fault model to be about 10 m 
although the maximum observed upward vertical displacement was about 
6 m. To avoid distorting the large scale features, the available data 
were smoothed, that is the maximum vertical uplift of 24 ft was chosen 
to compromise between the maximum predicted uplift of 10 m and maximum 
observed uplift of 6 m.  Because the data indicate there was little 
downthrow (less than 2 m) associated with the tectonic deformation this 
feature was neglected in the model. The length of the deformation was 
determined from the spatial distribution of the epicenters of the initial 
quake and aftershocks as shown in Plafker and Savage (1970) and both 
its meridional and latitudinal extent are consistent with the area of the 
rupture zone as shown in Figure 2 (from Kelleher et. al., 1974). 

9. There is little question that the deformation used for the 
simulation of the 1960 Chile tsunami is not known with the confidence 
of that used to simulate the Alaska tsunami of March 28, 1964. Nonetheless, 
there are enough data available to credibly reconstruct the bottom 
deformation which generated the tsunami. 

10. Figure 3 shows the idealized axis of the Peru-Chile Trench 
as divided into 12 segments. A hypothetical sea surface deformation 
which generates a tsunami of approximately four intensity is centered 
in and aligned with segments one, eight and twelve.  In order to 
facilitate comparison with results of a previous study (Houston, 
et. al., 1975b), the present hypothetical uplift is identical to that 
of the previous study. 
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30S 

Figure 1. Contours of elevation of uplift used  Figure 2. 
to simulate 1960 Chile earthquake. 

Rupture zones for large shallow 
earthquakes of this century and 
existing seismic gaps (after 
Kelleher, et. al., 1972). 
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Figure 4.  Graphic representation of the 
finite difference grid. 

Figure 3. Idealized axis of Peru- 
Chile Trench showing 12 
segments. 
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V. Computational Model 

11. The numerical code used to simulate the 1960 Chile tsunami 
and the idealized hypothetical disturbances is based upon the linearized 
longwave equations obtained by vertically integrating the Navier-Stokes 
equations and equation of continuity. The equations used in the code 
are formulated in a spherical system as follow: 

(1) 

3p 

Jt (2) 

..e_.r 
{!^+d)usin8 + !^^v} w 

where 

U = depth-averaged wave velocity component in the 0 direction 

V = depth-averaged wave velocity component in the <]) direction 

g = acceleration due to gravity 

R = radius of earth 
e 

n = wave elevation from reference water level 

6 = latitude measured positive from north pole 

<j> = longitude measured positive eastward from Greenwich 

d = local water depth 

The validity of using linearized equations and the conditions under 
which they hold are discussed in Houston, et. al., (1975b). 

12. In order to facilitate simulation of the tsunami of May 22, 1960, 
modifications were made to the code used for previous reports (Houston and 
Garcia, 1974; Garcia and Houston, 1975, Houston et. al., 1975b) to permit 
larger grids and faster execution.  In the above mentioned reports the 
finite difference forms of Equations 1, 2,  and 3 were solved by an 
alternating direction multistep technique whereby during the first half- 
time step, n and U were computed implicitly along lines of constant longi- 
tude and V explicitly along lines of constant latitude; in the second 
half-time step n and V are computed.implicitly along line of constant 
latitude and U explicitly along lines of constant longitude.  In the 
present report, Equations 4-6 are the finite difference forms of 
Equations 1-3. 
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un+:i/2 = un-i/2 _ i-" Cn.,.- n. ,)n (4) 
1,3       l,j     R A9 l l+l,J   i,J 

n+1/2   n-1/2 _ g_At         _     n 
i,j     i,j    R A*sin8  lni,j+1  ni,jJ l J 

g [(v d)i)j - (v d)^.^1 

n+1    n 
ni,j = Vj  R s j >j        e 

n+1/2 

(6) 

(where it is assumed n<<d) 

Figure 4 shows the grid scheme used.  The depth, d , is considered the 
averaged depth over the grid square j to j+1, i to i+1.  Equations 4 and 
5 are solved explicitly at the same halftime step along lines of constant 
longitude and latitude respectively.  Equation 6 is then solved for n 
onehalf time step later. The boundary conditions, reflective at land 
boundaries and transmissive at the open ocean grid boundaries, are 
treated in the same manner as in the previous report (Houston, et. al., 
1975b). 

13. The explicit code was verified by comparing the results of 
hindcasting the Alaska tsunami of March 28, 1964 with results of hind- 
casting the same tsunami using the earlier implicit-explicit code. There 
was almost exact agreement of the results. 

14. To further reduce the computational time required and to allow 
a greater area to be covered, a one-third by one-third degree grid was 
used instead of the onethird by one-fifth degree grid used in the previous 
report (Houston, et. al., 1975b).  The validity of.using the coarser 
grid to propagate tsunamis over the open ocean has been demonstrated by 
Houston, et. al., (1975a).  Use of the latest bathymetric information 
for the Pacific Coast of the United States allows significant improvement 
in the detailing of the coastline and continental shelf area. 

15. Depths for the open ocean portion of the numerical grid 
were interpolated from data of ocean depths averaged over areas of one- 
degree squares of latitude and longitude (Smith, et. al., 1966) available 
from the National Oceanographic Data Center. Normally, the numerical 
code interpolates depth data from one point per square degree to nine 
points per square degree.  However, for the continental shelf area, the 
interpolation process was not used; instead data taken directly from 
bathymetric charts in a form compatible with the numerical code were 
inserted. 

16. By the modifications made to the finite difference form of the 
equations used in the numerical code and the use of coarser depth grid, 
the computational time for similar problems is reduced by a factor of 
approximately three relative to the previous code. 
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VI• Procedure 

17. To locate the hypothetical uplifts, the Peru-Chile 
Trench was divided in twelve equal segments as shown in Figure 3. 
An uplift of the same configuration used in the previous report 
(Houston, et. al., 1975b) was centered in segments 1, 8 and 12. 
Segment 1, although closest to the Pacific Coast of the continental 
United States, is least favorably oriented for producing large waves 
which propagate in that direction.  Segment 8, although more favorably 
oriented for production of large waves, would be the segment most 
influenced by the "shadowing" effect of the reach of coast immediately 
northward of the perimeter of the uplift area.  In principle, an uplift 
centered in segment 7 would experience more shadowing effect, but the up- 
lift placed there would have had a significant proportion on land and 
therefore produce a smaller tsunami. The orientation of segment 12 is 
very similar to that of segment 8, that is, more favorably oriented 
than segment 1 for production of large waves in the direction of the 
United States, but without the "shadowing" effect experienced by 
segment 8. One therefore would expect the overall amplitudes of the 
tsunamis arriving at the Pacific Coast of the United States to be 
least for those produced by the uplift centered in segment 8 (excluding 
segment 7) with tsunamis originating in the remaining eight segments 
producing values between those of segments 1 and 12. 

18. To compare the amplitude of the leading wave of the tsunami 
generated by the three hypothetical ground motions as a function of 
distance along the Pacific coast of the United States, the amplitudes 
were normalized to a depth of 600 ft.  This is done by analytically 
solving a one-dimensional standing wave equation (Lamb, 1932). This 
is done in detail in (Houston et. al., 1975b) but will be recounted 
briefly here. 

19. Combining the one-dimensional long-wave equation of motion and the 
continuity equation (in rectangular coordinates) yields the wave equation 

32l(x)   . 
.   2 

3     d   3lM 
g  3x       3x 

3t 
(7) 

Under the assumption of simple harmonic motion, 

n = cos (ut +E) (8) 

and Equation 7 becomes 

g 3x 3x 
2akl + J  nW = o (9) 

2 
If we now substitute d(x) = da x/a and K =' w a/g da where da is the 
water depth at the gage location some distance x = a from the shoreline 
in Equation 9 we get, 

|_[xM20]+k,w=0 do) 

The solution to Equation 10 is 
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1/2     1/2 
n(x)   = AJQ(2k1/Z  xi/Z) (11) 

or with the time dependence restored 

n(x,t) = AJ (2k1/2x1/2) cos(ut+e). (12) 

Because a tsunami has a very long wave length, we can assume the entire 
local water surface oscillates in the vicinity of some local depth, d, 
where x>a, thus 

n(x) = C cos (wt+e) (13) 

for x>a.  Equating equations 12 and 13 yields 

C 

Jo(2k
1/2a1/2) 

(14) 

Therefore 

J (2k1/2x1/2) 
n(x) = C —         cos (ut+e) (15) 

J (2kV V/z) 

Solving for C at x = a 

n(a) 
cos( 

From Equation 15 

C = "wf ,  , (16) cos(ut+e) v ' 

Jo(2k
1/2b1/2) 

n(b)   = C—    ,        •       cos (ut+e) (17) 
J   (2k1'   aw   ) o 

and substituting Equation 16 

J   (2k1/2b1/2) 
n(b) = -5  n(a) (18) 

J  (2k 'a1'z) 

Since n(a) is known from the numerical simulation, n at x = b can be 
determined. The values of a, b and da are determined from U. S. Coast 
and Geodetic Survey charts. 

20.  Because the method described above is one dimensional, it 
accounts for the effects of shoaling and reflection but not refraction 
or diffraction. However, since a tsunami wavelength is so great in 
waters deeper than 600 ft, few bathymetric features are large enough 
to significantly refract or diffract the waves over the relatively 
short distance from the nearest gage location to the 600 ft contour. 
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VII.   Results 

21.  Table 2 shows a comparison of amplitudes of the leading 
wave of the 1960 Chili tsunami as recorded by tide gages at selected 
exposed locations with results of the numerical simulation at locations 
nearest the tide gages.  To avoid the false appearance of exact 
agreement at locations such as Port Hueneme, the results of the 
numerical simulation are rounded to the nearest hundredth foot rather 
than the nearest tenth. 

Table 2 

Comparison of Elevations of Maximum Rise of Initial Wave 
of 1960 Peru-Chile Tsunami to Numerical Simulation 

Gage Location 

La Jolla, Calif. 
San Clemente Island, Calif. 
Port Hueneme, Calif. 
Presidio (San Francisco), Calif. 
Crescent City, Calif. 
Neah Bay, Wash. 

1960 Peru-Chile Numerical 
Tsunami Simulation 
(feet) (feet) 

1.4 1.05 
0.9 0.89 
1.9 1.86 
1.3 1.46 
1.3 1.02 
0.9 0.73 

22. Ideally, the amplitudes resulting from the simulation 
should be slightly less than those recorded at corresponding tide 
gages because of shoaling of the wave into shallower gage locations. 
With the exception of the Presidio gage, this is indeed the case.  Two 
factors which could account for the anomaly at Presidio are frictional 
dissipation of the actual tsunami over the shallow shelf seaward of 
Presidio (frictional effects are neglected in the governing equations 
of motion), and the inadequacy of the averaged depths used in the finite 
difference code to represent the small detail of the shelf accurately. 

23. Figure 5 shows contours of sea surface elevation of the leading 
tsunami waves 15 hours after generation by simulation of the 1960 Chile 
quake.  The reason for the extensive damage caused by the 1960 Chile 
tsunami in the Hawaiian Islands and Japan is evident as the highest 
section of the wave front is directed toward these locations. The 
preferential radiational patterns of non-circular uplifts are well docu- 
mented (Takahashi et. al., 1962; Hatori, 1963). 

24. Figure 6 shows the locations of the 64 gages used to determine 
the leading wave amplitude as a function of distance along the Pacific 
coast of the United States. Figures 7-9 are plots of the amplitude 
of the leading wave of tsunamis generated by hypothetical uplifts located 
in segments 1, 8 and 12 respectively.  While tsunamis generated in segments 
1 and 12 generally produce similar responses along the Pacific coast, the 

response to the tsunami generated in segment 8 is markedly less.  This 
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CONTOUR 
SYMBOLS LEVELS, CM AND IN 

i 1      (051 
2 5     (2) 
3 15     (6) 
4 50   (20) 
5 75   (30) 

Figure 5.  Contours of water-surface elevation for the leading tsunami waves 
15 hrs after simulation of the 1960 Chile earthquake. 
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FIGURE 6. GAGE LOCATIONS ALONG THE WEST COAST 
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is probably due to the "shadowing" by the northwestward to southeastward 
oriented stretch of South American coast between 15 and 20 degrees south 
latitude.  The generally low response exhibited along the coast from 
about San Diego to Los Angeles due to tsunamis generated in the three 
segments is probably the result of sheltering by the Channel Islands. 
The peaks shown in the vicinity of Port Hueneme (1.4 to 3.3 ft) agree 
fairly well with heights recorded there during past tsunamis, e.g., 
1960 Chile, 2 ft; 1957 Aleutian, <3.5 ft.  The validity of the large 
peaks shown in Figures 7 and 9 just south of Pt. Sur is unknown. 
There are no gage records existant near that location with which to 
compare results and it is alsb a relatively uninhabited stretch of 
coastline. The response of the remainder of coastline is relatively 
uniform with a maximum amplitude variation of about 1.5 feet.  This 
is not unexpected due to the gradual eastward turning of the coastline 
as one proceeds northward. 

VIII. Summary 

25. The Peru-Chile Trench has a long recorded history as an area 
of generation of tsunamis which cause significant runup along the 
Pacific coast of the continental United States. An explicit numerical 
code has been developed and is demonstrated to adequately hindcast the 
Chile tsunami of 22 May 1960.  The code is used to simulate the generation 
and propagation of tsunamis of approximately four intensity which originate 
in the Peru-Chile Trench.  The amplitudes of the tsunamis are normalized 
to 600-ft depth and are plotted as a function of distance along the U. S. 
west coast from the Mexican to the Canadian Borders, thus allowing a 
relative comparison of the vulnerability of various locations along the 
U. S. west coast to tsunamis originating in the Peru-Chile Trench. 
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APPENDIX A: NOTATION 

a Distance along x-axis, ft 

A Amplitude constant 

C Amplitude constant 

d Depth of Water 

d Water depth a distance "a" from shore 

e Base of natural logarithms 

g Acceleration of gravity 

J J 0 Zeroth order Bessel function of the first kind 
o    ow 

k Variable, ft"1 

L Characteristics length of the wave in its direction of propagation 

n Refers to a time, nAt 

R Radius of the earth 
e 

t Time 

U Depth-averaged wave velocity component in the 6 direction 

V Depth-averaged wave velocity component in the <(> direction 

x Distance, ft 

At Length of a half-time step 

e Phase factor 

n Wave elevation from reference water level 

6 Latitude measured from the north pole 

(|> Longitude measured from Greenwich 

m Wave frequency, sec 

3 Partial differential 



CHAPTER 62 

NUMERICAL MODELS OF HUGE TSUNAMIS OFF THE SANRIKU COAST 

Toshio Iwasaki 
Professor of Tohoku University- 

Abstract 

Although numerical computations of the generation and propagation of 
tsunamis are successfully achieved in recent years, modeling of their 
wave sources is still a big problem.  Three kinds of, wave source model, 
that is statistical, oceanographic and fault model, are studied in this 
paper. 

It is found that the first model gives reasonable wave heights as 
shown in the previous paper, the second one presents roughly one half of 
those for the first model and the last one produces too small wave heights. 

Based on the analysis of computed results, nature of undulations off 
from the shore boundary, directivity of wave propagation and the spindle- 
shaped leading part are discussed. 

Comparing magnitude of various wave parameters for the leading wave 
along the minor axis of the wave source, it is shown that the long wave 
approximation modified by the slope effect illustractes the tsunamis in 
deep region of the sea and the slope effect is most dominant in shallow 
region. 

INTRODUCTION 

For the numerical computation of the generation and propagation of 
tsunamis, one of the most important problem is the knowledge of the wave 
sources, such as their location, their dimensions and the motion of the 
sea beds.  A set of empirical equations were proposed by the author in 
1974 which gave dimensions of source ellipse assuming the earthquake 
magnitude M or the tsunami magnitude ml) (iwasaki, 1974, hereafter refered 
to as the previous paper). A wave source derived from these equations is 
called a statistical model in this paper since these equations are obtained 
from data collected statistically. 

However concerning on the motion of the sea bed, uniform distribution 
with a rumped function is assumed in this model.  This seems to much 
simple to be realistic. 

Dr. I. Aida tried to extract information on the crustal deformation 
from available data for the Tokachi-oki Tsunami in 1968^).  Performing 
numerical experiments for several models with various distributions of 
sea bed deformation in the wave source area and comparing amplitudes of 
water surface oscillations thus calculated with actual tide gauge records, 
he selected a model.  Since bay oscillations were not taken into account 
in his analysis which should be included in actual records, his method of 

1044 
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selection was somewhat immature. Neverthless this is one of more developed 
model.  Since it is derived by comparison with actual marigrams, this 
model is called an oceanographie model. 

The Alaskan 1964 Earthquake was an epoch-making which investigation 
started the study of huge earthquakes along submarine ditches since survey 
on the bed deformation due to the earthquake was successfully achieved 
which made possible the interpretation of source mechanism^). Until today 
there were three other examples for which survey on the bed deformation 
were accomplished, that is the Kanto 1923 Earthquake, the Nankaido 1946 
Earthquake and the Chilean 1960 Earthquake.  Owing to these experiences 
such huge earthquakes are explained as accompanied by the rupture of 
lithosheres.  Thus although huge earthquakes off the Sanriku Coast have 
their sources in quite deep areas which make bottom survey impossible, 
estimation of source mechanism was presented by Dr. Kanamori4)5)6).  He 
urged that the most reliable and quantitative data concerning the defor- 
mation of the lithosphere could be obtained by his method.  Distributions 
of sea bed deformations thus derived are called fault models. 

It is intended in this paper to obtain the most creditable information 
of tsunami waves by comparing results of numerical computations for three 
kinds of source models mentioned above with each other and with observed 
values.  Then a number of special characteristics inherent to tsunami 
waves are discussed. 

SOURCE MODELS FOR THREE TSUNAMIS 

The Sanriku Coast is the name of the coast which situates in northern 
part of the main island of Japan facing the Pacific Ocean stretching from 
38° N to 41.5° N. Although a lot of tsunamis have attacked there in the 
past, there were only three cases for which scientific records were 
obtained among those which originated off this coast and caused severe 
damage.  They are the Sanriku Tsunami in 1896, the Sanriku Tsunami in 1933 
and the Tokachi-Oki Tsunami in 1968. 

Pig. 1 shows the region of computation where the Japan Sea Trench 
lies almost parallel with the Japan Island arcs. 

Numerical Computation scheme and the boundary conditions are mostly 
similar with those in the previous paper in which inertia terms and 
friction terms are included. Alteration is that Corioli's terms are added 
and the time and space steps are changed from 10 seconds to 6 seconds and 
from 20 km to 10 km respectively on account of resolution of networks. 
Depth at the shore boundary is assumed as 20 meters so that the sea bed is 
not exposed by n&gative waves. 

Fig 2 shows the wave sources of the statistical models for three 
tsunamis mentioned above which locations are estimated from inverse- 
refraction diagrams. Dimensions are computed by the equations proposed 
by the previous paper such that, 
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£ =  10 exp [ (M - 6.27) / 0.76 ] (1) 

e=  tanh [ 1.5 tanh ( ( -^ )l/2 • //3   ]        (2) 

2a = t/£ (3) 

2b = /( 1- e2   )1/2 A (4) 

S =sr ab (5) 

m = 2.61 M - 18.44 (6) 

Et = 10 exp [ 0.6 m + 11.4 - log1Q 9.8 ]          (7) 

r, = ( 2E+ / w S )1//2 (8) max  v  t '  o  ' 

, in which m and M are the magnitudes of tsunami and earthquake respec- 
tively.  £ , Z, a, b, S are the eccentricity, the distance between foci 
in km, the half length of the major axis in km, that of the minor axis 
in km and the area of the source in square km respectively.  And E-^ is 
the tsunami energy in ton-meter units.  Table 1 shows the dimensions of 
wave sources for these three tsunamis. 

Table 1. Dimensions of the Wave Sources for Statistical Models 

Tsunami M 2a(km) 2b(km) 

Sanriku 1896 7.6 307 .272 

Sanriku 1933 8.3 420 190 

Tokachi-oki 1968 7.9 168 94 

1       (m) max 
T(sec) 

8.15 96 

7.54 60 

9.18 60 

Although the earthquake magnitude of Sanriku 1896 was very small if 
compared with that of Sanriku 1933, the source area derived from the 
inverse refraction method was comparable with the latter.  Dr, Kanamori 
illustrated this was due to the abnormal slow deformation with the time 
constant of about 100 sees of the former which was out of the instrument 
response at that time").  So, from eqs. (l) to (7), M is estimated so as 
to produce the dimensions of such source areas, which is M= 8.12. ?? 

'max 
in table 1. is derived by eq_. (8)using this value. T is the duration time of 
earth movement and is selected to be approximately equal to the time 
constant proposed by Dr. Kanamori. 

For another two tsunamis, source dimensions are derived using values 
of M in table 1 and T are given as illustrated in the previous paper. 

Fig. 3 shows the oceanographic model for the Tokachi-oki 1968 
presented by Dr. Aida^),  it is noted that there is a region of subsidence 
in northwest part which is seperated by the longitude of 143°E from a 
region of upheaval where the maximum dislocation is roughly 5 m. 

For another two tsunamis, such model is not obtained. 
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Fig. 4 shows fault parameters defining a faulting plane and its 
motions, which are a breadth W, a length L, a dislocation D, a dip 
direction <j>, a dip angle 8  and a slip angle X  with a duration time T and 
a rupture Telocity y .  Displacements of the sea bottom can be computed 
from such fault parameters. Dr. Maruyama'' and also Dr. Mansinha and 
Smylie ' presented theories for them.  Fig. 5 shows an example in which 
abscissa is in unit of breadth of the fault plane.  In lower figure, the 
adverse dip slip planes with the dip angles are shown.  In the upper figure, 
the vertical displacements of the surface of the earth are shown in unit 
of dip slip component.  The length of horizontal bars show the horizontal 
displacements. 

Fig. 6 shows the sea bed displacements for the Sanriku 1933 drawn 
from fig. 5 taking rapture velocity v   3.5 km/sec, dip angle S  45° , dip 
direction <P 90° and the time duration T 10 sec which were presented by 
Kanamori^'.  As shown in this figure, a zone of upheaval is recognized 
in.the east half and a zone of subsidence in the west half.  The motion 
is the normal faulting without the strike component.  There is some 
ambiguity on the wave source motion.  Thus we assume the displacement 
started at the fault line and propagated to east- and westward. 

Fig. 7 shows for the 1969 Tsunami presented by Dr. K. Abe9).  It 
was said this earthquake was caused by the low angle thrust faulting with 
a considerable strike-slip component, in which the ocean side underthrust 
beneath the continent. 

Wave sources thus obtained are summerized in table 2. 

Table 2 Wave sources 

„,    .    Statistical Oceanographic Fault Tsunamis a    f 
models models models 

1896          x -                 - 

1933          x -                 x 

1968 xxx 

MAXIMUM WAVE ELEVATIONS ABOVE STILL WATEE LEVEL 

A lot of data on the inundation levels were reported by many sources. 
Fig. 8, 9 and 10 show such data collected.  Northern to Hachinohe, the 
coastline is monotonous with sloping beach.  Since these area was still 
undeveloped, reliable informations were not available except few places. 
Remaining area is composed of a large number of bays with various size, 
shape and topography.  Five bays which are Kuji, Miyako, Kamaishi, Hirota 
and Kesennuma and Onagawa are shown in more detail with dotted contour 
lines at bay entrances.  It is noted that remarkable discrepancy is 
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Fig. 3 The Oceano- 
graphic Model for the 
Tokachi-oki Tsunami 
in 1968 by Aida. 

Pig. 4 Fault Parameters 
which define a Faulting 
Plane and its Motion. 

Fig. 5 Vertical and 
Horizontal Displacements 
of the Sea Bed due to 
the Adverse Dip Slip 
Faulting. 
(The Vertical Scale is 
in Unit of Dip Slip 
Component.)i 

W•100 km T = 10 sec 
L = 185km *-90° 
V = 3.5km/sec 8=45° 

W = IOOkrn 
L=l50km 
dislocation   4 Im 
rupture velocity   35km/sec 
T = 48sec 

Fig. 7 The Fault Model for 
the Tokachi-oki Tsunami in 
1968 by Abe. 

Fig. 6 The Fault Model for the 
Sanriku Tsunami in 1933. 
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recognized between maximum wave heights even in a same bay.  So it is 
extremely" difficult to examine justifiability of source models by compari- 
son of numerical results with observed values. 

One procedure tried in this paper is to calculate wave heights at 
5m deep for sloping beach areas or those at bay mouths for remaining 
areas from those at output points which are 20 kms off the shore boundaries 
by the Green's law.  These are shown in frames also in figs 8, 9 and 10. 

It is noticed that computed wave heights by the statistical model 
give reasonable values at Kuji, Miyako, Kamaishi, Hirota and Kesennuma for 
the Sanriku 1896 Tsunami, but too large at Hachinohe and Onagawa.  Also 
those derived for the Sanriku 1933 by the statistical model which are 
denoted by S in frames give acceptable values except Onagawa.  However the 
statistical model for the Tokachi-oki 1968 produces too large wave heights. 

The computed wave heights by the oceanographic model are probably 
too small and it seems that they should be doubled. 

Results by the fault models are mostly very much small and those for 
the 1933 tsunami should be multiplied by 18 times in order to give 
comparable values with results by the statistical model.  Similarly those 
for the 1968 tsunami are to be multiplied by 8 times. 

However it should be noted that such estimation is reduced simply 
by comparison of numerals shown in figures without detailed inspection 
on hydrodynamic effects due to locality. 

SURFACE OSCILLATIONS AT OUTPUT POINTS 
IN NEAR-COAST OFFSHORE REGION 

In spite of the difference of the wave heights with each other, it 
is possible to examine oscillation pattern at output points in nearcoast 
offshore region since water depths of these points are deep enough such 
that effects of non-linear terms in equations of motion can be neglected 
and surface oscillations thus computed are linearly proportional to the 
amount of sea bed deformation which make possible relative comparison of 
wave pattern with each other by adjusting vertical scales. 

Fig. 11 shows surface oecillations of the Sanriku 1933 Tsunami, in 
which full lines are results by the statistical model and dotted lines 
are plotted of values multiplied by 20 times of results by the fault model 
It is noticed that oscillation patterns are not so different except Obuchi 
and Hachinohe where free oscillations may be invoked in the water body 
bounded by the Hokkaido and the Honshu which are superposed on the oscil- 
lations over the continental shelf.  Since the wave source is roughly 
parallel with the meridian line, the tsunami waves proceed to the coast 
as if one dimensional waves.  So such indifferent pattern of undulations 
with the distributions of the sea bed movement lead an expectation such 
that one depressed and one elevated wave may be appeared forcedly at first 
which are not be effected remarkably by higher order components of the bed 
movement and following oscillations may be free oscillations over the 
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continental shelf. 
Oscillations of the 1968 tsunami are somewhat more complicated as 

shown in fig. 12.  Full lines show waves by the statistical model, broken 
lines are obtained by the oceanographic one which are multiplied twice 
and dotted lines are those by the fault model multiplied by eight times. 
It is noticed that the first oscillations reflect the different pattern 
of the source movement.  For the oceanographic and the fault models, the 
negative waves appear at first at Takahoko and Hachinohe and the positive 
waves appear at Miyako and Kamaishi which are also reported in field survey. 
At Kuji the sign of the first waves is opposite with each other.  The 
marigram of this tsunami supports the oceanographic  model.  Free oscil- 
lations of the water body on the continental shelf and those of the water 
body bounded by the Hokkaido and the Honshu are also noticed. 

By the way, readings of actual marigrams are plotted in figures for 
Hachinohe and Miyako by lines connecting white circles.  However they seem 
to be incorrect informations, since time scale of original recording is 
too much reduced to make possible one week long recording in a sheet 
which is attached around a drum rotating once during a week. 

SPATIAL WAVE FORMS 

Fig. 13 and fig. 14 show spatial wave forms of the 1968 tsunamis by 
the statistical and the fault models respectively, in which horizontal 
axis are taken along the 41 N latitude between the most eastward end of 
the wave source and the coastal boundary at Takahoko.  Figures a) are on 
the progressive stage, figures b) are when the leading fronts have arrived 
just at the coast and figures c) are when the maximum waves appear there. 

The non uniform distributions of the sea bed displacement are 
reflected on the wave forms in figures a) and b) for progressive stages. 
The steepness of the leading waves is the order of 10~5, which is very 
small when compared with those of surface waves. 

At the coast, there occured standing waves and the maximum deviations 
from the still water are nearly twice of those of the progressive waves. 

The spatial wave forms along the major and the minor axis of the 
source ellipse computed by the fault model for the 1933 tsunami are shown 
in fig. 15, in which lowest figures show the bottom topography. Along 
the major axis a depression wave is generated at first, which is dis- 
appeared in relatively short period. However along the minor axis, waves 
are propagated as if one dimensional waves, in which the leading part is 
composed of one negative and one positive wave.  The dispersive nature 
is recognized and there seems to be so called ripples behind the leading 
part. 
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WAVE PARAMETERS ALONG THE MINOR AXIS 

Various wave parameters are computed for the leading wave along the 
minor axis, which are the non-linear parameter a/h, the long wave para- 
meter ( h/l ) , the slope parameter hxl/ h and the Ursell's parameter 
U— al^/h , in which a, h and hx are amplitude, depth and slope respectively 
and Ursell's parameters are computed by Dr. Raichlen and Dr. Hammack's 
method for which the inflection point of the leading waves is selected to 
define the slope and points of intersection of the tangent with the 
undisturbed and the highest wave elevations define the length 1 by their 
horizontal distance. 

Fig. 16 shows these no-dimensional parameters with depth as abscissa. 
Where it is deeper than 3000 meters, the long wave parameter is nearly 
equal to the slope parameter and is much larger than the non-linear para- 
meter.  Shallower than 3000 meters, the slope parameters are dominant to 
the other two.  So in a deep sea tsunami can be approximated by the long 
wave theory with modification by the slope effect.  However in a shallower 
region theories which take into account the slope effect such as Green's 
law are most powerful for explaining tsunami waves. 

TWO DIMENSIONAL PROPAGATION 

Thus far various aspects of tsunami waves are discussed mostly in one 
dimensional.  However computations are made in two dimensional horizontal 
scheme, so features on two dimensional propagation are studied here. 

Fig. I7P 18 and 19 show wave contours at 10, 20 and 30 minutes after 
the outbreak of the Sanriku earthquake in 1933 in which contours are drawn 
in every 10 cms by thin full lines and those in every 50 cms by heavy 
lines from results by the fault model.  In fig. 15 it is recognized that 
the first dropdown proceeds westwards followed by ascension as reaction 
and the first rising up proceeds eastward with the following falling limb 
with large size0  In fig. 17 these are found in relatively limited area 
which are spindle—shaped.  Behind them, corrugated patches parallel with 
the major axis are noticed.  As shown in fig. 18 and 19, wave fronts are 
becoming destorted by effects of bottom topography tending to be parallel 
with bottom contours.  However the frontal spindles seem their size and 
the maximum wave height unchanged remarkably during procession. 

The theory of the long wave approximation in shallow water with 
constant depth derived by Dr. Kajiura gives the following equation for 
the surface elevationso10) 

rj   ( x, y, t ) = JJSHS- P ds (9) 
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a)   along the Major       b)   along  the 
Axis. Minor Axis. 

Fig. 15 Spatial Wave Forms of 
the Sanriku Tsunami in 1933 by 
the  Fault Model. 

m 
2000        4000        6000 

h 
Fig. 16  Wave Parameters of the 
Leading Wave along the Minor Axis. 

Fig. 17 Wave Contours at 10 
min. after the Outbreak of the 
Sanriku Earthquake in 1933. 



NUMERICAL MODELS OF TSUNAMIS 1057 

Fig. 18 Wave Contours at 20 min. 
after the Outbreak of the 
Sanriku Earthquake in 1933. 

Fig. 19 Wave Contours at 30 
min. after the Outbreak of the 
Sanriku Earthquake in 1933. 

Pig. 20 Wave Contours at 20 min. 
after the Outbreak of an Earth- 
quake computed by Kajiura's 
Theory setting the Distributions 
of the Sea Bed Displacements at 
the Sanriku Earthquake in 1933. 
Depth is assumed uniformly 3000 m. 
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1        2   —2 — ——— 1/2     —2       2 
, in which P = - -rr— • ct(fct) - T*")       2 ,    c = (gh)    and r = (x-x ) -i 

(y-y ) .  Hs   is the "water surface elevation above still water level at 
the wave source ( xQ , y ) , h is the water depth and ds is a surface 
element of the source area S respectively. 

Assuming the same distributions of the surface elevation with those 
of the bottom displacements of the fault model for the 1933 tsunami and 
taking the water depth as 3000 m uniformly, wave height distributions 
20 minuits after the outbreake of the earthquake are roughly estimated by 
eq, (9) which are shown in fig. 20.  The spindle-shaped hump and depression 
around both ends of the minor axis and corrugated patches around both ends 
of the major axis are also noticed, which can be illustrated that 
contributions from source subelements are inaugurated along the minor axis 
and are cancelled along the major axis with each other since in the wave 
source the positive half and the negative half lie almost parallel with 
the major axis. 

CONCLUSIONS 

Although slight modifications are still necessary on the method of 
assuming locations and dimensions of wave sources, it is concluded that 
statistical models give reasonable wave heights at near-coast offshore 
points.  Oceanographic model is not recommended since trial and error 
procedure to obtain it is troublesome and method of evaluation for 
selection of the most suitable model is doubtful. 

Perhaps fault models are the most reliable ones as quoted by Dr. 
Kanamori on relative distibutions of sea bed deformations.  However the 
absolute values proposed until now are too much small. 

The leading part of tsunami is generated so as to reflect the pattern 
of the sea bed dislocation, propagates under the effect of dispersion and 
exites the forced oscillation in near-coast region where free oscillations 
follow it which periods' are governed by oscillation systems there. 

For the Sanriku 1933 tsunami, it is found a depression wave generated 
along the major axis disappeared in relative^ short period and one drop 
down and one ascension form the leading part along the minor axis which 
proceed to the shallower region without change the wave height remarkably. 
This leading part forms spindle -shaped two dimensionally.  Such directi- 
vity of tsunami is illustrated by the bottom movement with opposite sign 
against the major axis. 
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numerical calculations employing NEAC 2230-700 and CDC 6600. 
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CHAPTER 63 

3-D HYDRAULIC MODEL OF WAVES GENERATED BY DISPLACEMENTS 

by 

Shin-Lin Liu* and R. L. Wiegel** 

ABSTRACT 

Measurements were made of the water waves generated by the horizontal 
motion of submerged plungers.  The results obtained in a three-dimensional 
hydraulic model experiment, using a plunger 0.5 ft. wide and 0.25 ft. high, 
were compared with both the experimental results and theory for the two- 
dimensional case.  It was found that at a given location the ratio of the 
elevation above the still water level (SWL) of the first wave (the largest 
wave of the group for the range of variables tested) to the displacement 
of the plunger (HgA) was found to be dependent upon the Froude Number 
Npa  (based upon the average plunger speed and the water depth) and upon 
the ratio of the height of the plunger to the water depth (D/d).  For a 
constant value of 9, H3/A increased with increasing Npav„ and D/d.  A few 
additional tests were made using a plunger 2.0 ft. wide and 0.25 ft. high. 
The results show that Ho/A depends also upon the ratio of water depth to 
the width of the plunger (d/W). 

INTRODUCTION 

The generation of waves by a tectonic displacement has been solved for 
the two-dimensional case by Garcia (1972) using a numerical model (ABMAC, 
Arbitrary Boundary Marker And Cell).  Garcia compared the results from his 

*Engineer, General Electric Company, San Jose, California 
**Professor of Civil Engineering, University of California, Berkeley 

1060 
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numerical model with those obtained from a hydraulic model study of 
several types of boundary motions for a fairly large range of Froude 
numbers and found that the numerical model is quite good.  It appears, 
however, that the largest existing digital computer in the U.S. does not 
have the capability to permit the use of ABMAC to solve three-dimensional 
problems of this type, except for the case of radial symmetry.  The two- 
dimensional case is useful as an approximation to some prototype cases. 
For other cases it is not.  Owing to this it was decided to test the 
applicability of the two-dimensional numerical results in three-dimensional 
cases, making use of a hydraulic model. 

LABORATORY ARRANGEMENTS AND PROCEDURES 

The experimental arrangements are shown in Fig. 1.  The experiments 
were conducted in a tank which was 5.5 feet wide by 16 feet long by a 
little less than 3 feet deep.  "Steps" were placed along one side wall of 
the tank.  They were 0.50 ft. and 2,00 ft. wide, with both of them being 
0.25 ft. high, containing a movable plunger.  The design and operation of 
the mechanism used to cause the plungers in the steps to move horizontally 
has been described by Garcia (1972) and by Das and Wiegel (1972). 

A rotating boom was constructed which pivoted about a pin connection 
which was located at the centerline of the step, above the front end of the 
plunger,.  Parallel wire resistance wave gages (Wiegel, 1953) were mounted 
on the boom to sense the disturbance of the water surface.  A transducer 
to measure the displacement of the plunger was installed between the tank 
frame and the moving arm (Fig. 1).  The outputs of the wave gages and the 
plunger displacement transducer were amplified and recorded on an 8-channel 
strip chart recorder.  A number of tests were made to check the reproduci- 
bility of results, which was found to be excellent. 

Falling weights were used to drive the plunger, with the total plunger 
displacement (A) occurring during a time interval T. 

Wave-absorbing material was placed along the three sides of the tank 
to minimize reflections. 

TWO-DIMENSIONAL TESTS 

A series of tests were made to be certain that the new arrangements 
were such that Garcia's (1972) hydraulic model studies could be reproduced. 
To do this a vertical training wall was placed alongside the W = 0.50 ft. 
wide step, extending the entire length of the tank.  Thus, a two- 
dimensional channel was formed, as in Garcia's tests.  A typical example 
of a water surface profile is shown in Fig. 2.  The agreement between 
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measurements and predictions made using the numerical model of Garcia was 
found to be very good. 

THREE-DIMENSIONAL TESTS 

The training wall described in the previous section was removed, and 
the waves were permitted to radiate in an entire half plane.  The ratio 
of the first wave crest elevation above the SWL (measured along the wall) 
to the equivalent measurement for the two-dimension case (H3/H2), as a 
function of the normalized distance from the plunger (x/d) is shown in 
Fig. 3.  In this figure, A is the total displacement of the plunger, W is 
the width of the plunger, T is the time required for the displacement to 
occur, NFav„ is the Froude number (Vav„//ga

r), Va  is the average speed 
of the plunger movement (A/T), g is the acceleration of gravity and d is 
the water depth in the tank.  For the range of conditions tested (three 
values of Froude number, Npa ), the first wave was the highest wave.  It 
is evident for a source of the type tested, that H3 is much smaller than 
H2, except near the source.  The averages of the data shown in Fig. 4 
have been plotted on logarithmic paper in Fig. 4.  It can be seen that 
H3/H2 decreases as (x/d)-3'5 for values for x/d > 0.7.  For x/d greater 
than about 6, H3/H2 is less than 0.2. 

Some data on the surface spread of the waves are given in Fig. 5. 
Data for two of these cases were plotted in Fig. 6. The elevations of the 
first crest above SWL were measured at a radius of 0.50 ft. for 0 < 0 <. 90 
degrees. These values of H3 were plotted versus r sin 9, and it was found 
that there was a nearly linear relationship between the two variables. In 
these tests d = 0.50 ft., and the water depth above the step was 0.25 ft. 
(D/d = 0.50). 

A number of additional tests were made, for values ofd=4, 5, 6, 7, 
8 and 9 inches.  The relationship between the Froude number and H3/A is 
shown in Fig. 7.  The data shown in Fig. 7 and tabulated in Table 1 were 
obtained along the centerline in the direction of the plunger motion. 
These data are for a constant average plunger speed, Vavg, with different 
water depths.  The two-dimensional results obtained by Garcia (1972) for 
a constant water depth, at x = 5 ft., are also shown in Fig. 7 for com- 
parison.  Although the location at which the measurements were made is 
different, it is still interesting to note that the relationship between 
H3/A and Npav„ has a less steep slope than is the case for the results 
from the two-dimensional tests.  It also can be seen from Fig. 7 that for 
a constant Froude number the ratio H3/A tends to vary only slightly with 
A/d within the range of variables tested.  Furthermore, the ratio H3/A 
tends to be linearly related to the Froude number for values of Froude 
number between 0.3 and 0.4. 
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The variables affecting the ratio of the normalized crest elevation of 
the first wave for the 0.50 ft. wide plunger are the ratios, x/d, D/d, A/d, 
the angle 6 as defined in Fig. 5, and the Froude number.  In order to 
study the relationship between H3/A and D/d, the other diraensionless 
variables were kept constant.  The Froude number was kept constant by 
varying the plunger speed for different water depths.  The desired plunger 
speed was obtained by using different weights that were dropped to move 
the plunger.  To hold x/d and A/d constant, a set of appropriate distances 
along the x axis and plunger displacements were chosen. The values of 
these parameters are given in Table 2.  The results for different values 
of 6 are shown in Fig. 8 and tabulated in Table 3.  The locations at which 
the measurements were made are shown in Fig. 9, 

The work described above (Table 3 and Fig. 8) was extended to include 
additional values of 8, up to 180 degrees.  The results are shown in Tables 
4 and 5 and in Fig. 10. A comparison of the results given in the three 
tables for values of 8 = 0, 15, 30, 45 and 60 degrees shows that the 
results are closely reproducible. 

The curves shown in Fig. 10 were cross-plotted in Fig. 11.  For large 
values of D/d, no data for 8 > 135 degrees are shown as there was no or 
very little water over the step and measurements were nearly meaningless. 
Note that for small values of D/d the curves of H/X versus 8 were approxi- 
mately symmetrical about 6=90 degrees, but were very nonsymmetrical for 
large values of D/d. Examples of the wave records are given in Figs. 12 
and 13.  It can be seen for large values of D/d that the shape of the wave 
is different for 6 = 15 than for 8 = 165 degrees, etc.  Thus, the phenom- 
enon is more complicated than one might expect from an observation of 

Fig. 11. 

With the same experimental setup that was used for the 0.50 ft. wide 
and 0.25 ft. deep plunger, additional tests were made using a step and 
plunger 2.00 ft. wide and 0.25 ft. high to obtain some information on the 
effect of the width of the source on the height of the crest of the lead- 
ing wave.  Unexpected difficulties were encountered in constructing and 
operating the wider step and plunger, so that insufficient data were 
obtained.  However, enough data were obtained to be of some value in 
understanding the phenomenon. 

The locations at which the waves were measured ,are shown in Fig. 14. 
The experimental results given in Table 6 were obtained along the center- 
line of the step. . Comparing these data with the results obtained for the 
0.50 ft. wide step (Table 2) shows that H3 for the narrow (W = 0.50 ft.) 
step and plunger was about 35 percent of the value for the wide (W = 2.00 
ft.) step and plunger for a value of D/d of about 0.40, and a little more 
than 55 percent of the value for D/d equal to 1.0 (Fig. 15), all other 
conditions being equal. 
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Fig. 16 shows that for D/d < 0.5 and d/W > 1, values of ratio H3/X 
are fairly independent of y for the narrow plunger. The first wave crests 
in this region, behave as if they came from a point source and are nearly 
independent of 8.  The same tendency is apparent for the wide plunger for 
the smallest values of D/d for which tests were made.  For large values of 
D/d the values of H3/A become quite nonuniform with respect to a constant 
value of r/d for both the narrow and wide plungers.  It also can be seen 
that the waves behave as if they were generated by a combination of a line 
source and a point source for the case of W = 2.00 ft. for large values of 
D/d. 

The plots of H3/X versus y shown in Fig. 16 for the W = 0.50 ft. 
plunger were shifted to the left by a value of 1.50 ft., and replotted 
in Fig. 17.  The values are plotted as if the edge of the W = 0.50 and 
the W = 2.0 ft. plunger were along the same line.  It is interesting to 
note the similarity of the two sets of data.  It is also evident that the 
waves for the W= 2.00 ft. plunger were always higher than the waves for 
the W = 0.50 ft. plunger. 

CONCLUSIONS 

1. For the source mechanism tested, the wave crest elevation is consid- 
erably less for the three-dimensional case than for the two-dimensional 
case, with H3/H2 decreasing in proportion to (x/d)-3'5 for 0.7 < x/d < 10 
and W/d =1.0. 

2. For small values of D/d the values of H3/X are fairly uniformly dis- 
tributed with respect to 0 for a given value of r/d, but become very 
nonuniform for large values of D/d. 

3. Measurements of H3 at a given value of r/d for various values of 8 from 
0 to 90 degrees showed that H3 decreased in a nearly linear manner with the 
r sin 8, that is with the projection of the measurement point on the y 
axis, at least for the narrow (W = 0.50 ft.) source. 

4. Values of H3 along the centerline of the step and plunger were sub- 
stantially higher for the wide (W = 2.00 ft.) source than for the narrow 
(W = 0.50 ft.) source, all other conditions being held constant. 

5. Whether the plunger acts like line source or point source depends on 
the values of W/d and r/d. 

ACKNOWLEDGMENTS 

The work reported herein was partially supported by Contract 
DACW-72-67-C-0002 between the Coastal Engineering Research Center, 
Corps of Engineers, U.S. Army and the University of California. 



3-D HYDRAULIC WAVE MODEL 1065 

REFERENCES 

1. Das, Madan M., and Robert L. Wiegel, "Waves Generated by Horizontal 
Motion of a Wall," Jour.   Waterways,  Harbors and Coastal Engineering 
Division,  Proo.   ASCE,   Vol. 98, No. WW1, February 1972, pp. 49-65. 

2. Garcia, William J., Jr., A Study of Water Waves  Generated by Tectonie 
Displacements,  University of California, Berkeley, Ph.D. Thesis in 
the Department of Civil Engineering; also Tech. Report No. HEL 16-9, 
Hydraulic Engineering Laboratory, May 1972, lli pp. 

3. Wiegel, Robert L., "Parallel Wire Resistance Wave Meter," Coastal 
Engineering Instruments,  ed. by Robert L. Wiegel, Council on Wave 
Research, The Engineering Foundation, 1953, pp. 39-43. 

4. Wiegel, R. L., Edward K. Noda, Edward M. Kuba, Dennis M. Gee and 
Gordon F. Tornberg, "Water Waves Generated by Landslides in Reser- 
voirs," Jour. Waterways and Harbors Division, Proc. ASCE, Vol. 96, 
No. WW2, May 1970, pp. 307-33. 

NOTATION 

d - undisturbed water depth (except over step and plunger), feet (or 
inches, as specified) 

D = height of step (also plunger) above bottom of tank, feet 

H2 = elevation of first wave crest above SWL, 2-dimensional case, ft. 

H3 = elevation of first wave crest above SWL, 3-dimensional case, ft. 

Njrav„ = Froude number, Vav„//gd, dimensionless 

r = radius, measured from origin, r2 = x2 + y2 

SWL = still water level 

t = time, seconds 

Vavg = average velocity of plunger (X/T), feet per second 

W = width of plunger, feet 

x = horizontal distance along the side wall of the tank measured 
from the front end of the step, feet 
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y = horizontal distance normal to the side wall of the tank, feet 

z = vertical coordinate 

X  = total plunger displacement, feet (or inches, as specified) 

x = total time of plunger motion, seconds 

8 = horizontal angle, measured counterclockwise from the centerline of 
the step, degrees 

TABLE 1 
Elevation of First Wave Crest Above SWL, as a Function of X/d 

ft.) 

:  Water Depth 
:    d,  inches 4 5 6 

:   Displacement 
;    X,  inches 

6.82 5.75 4.50 6.82 5.75 4.50 6.82 5.75 4.50 

1.70 1.44 1.13 1.36 1.15 0.90 1.14 0.96 0.75    : 

;    Wave Crest 
:     (measured) 
:       H,   feet 

0.066 0.054 0.040 0.046 0.037 0.027 0.038 0.039 0.022   | 

: -? 0.12 0.112 0.107 0.082 0.076 0.072 0.067 0.065 0.059   : 

:       Froude 
:      Number 

0.44 0.44 0.44 0.39 0.39 0.39 0.36 0.36 0.36     • 

' Water Depth 
d, inches 7 8 9                           : 

* Displacement 
* X,   inches 6.82 5.75 4.50 6.82 5.75 4.50 6.82 5.75 4.50    : 

X 
d 0.98 0.82 0.64 0.85 0.72 0.56 0.76 0.64 0.50    ! 

Wave Crest 
(measured) 

H3   feet 
0.034 0.027 0.020 0.027 0.023 0.015 0.024 0.020 0.015 ; 

* 0.060 0.056 0.053 0.048 0.047 0.040 0.042 0.043 0.039  ': 

|      Froude 
Number 

0.33 0.33 0.33 0.31 0.31 0.31 0.29 0.29 0.29    ': 
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TABLE 2 
Elevation of First Have Crest Above SWL, as a Function of D/d 

(W » 0.50 ft., x/d - 3.0, X/d - 0.75, N    =• 0.44, 6-0 degrees and W/d - 2.0) 

Water 
Depth 

d 
inches 

Distance Along 
x Axis 

x, feet 

Displacement of 
Step Motion 

A, inches 

Displacement 
Velocity of 
plunger Vavg, 

Weight Used To 
Cause Motion 

lbs 
lbs 

Wave Crest 
Elevation 

at x . 
H3 feet 

X 
J2_ 
d 

3 0.75 2.25 1.25 1.8 0.034 0.18 1.00 

4 1.00 3.00 
1.44 

8.2 0.021 0.086 0.75 

5 1.25 3.75 1.61 19.5 0.017 0.055 0.60 . 

6 1.50 4.50 1.77 34.0 0.014 0.037 0.50 : 

7 1.75 5.25 1.90 75.0 0.012 0.028 0.43 .' 

8 2.00 6.00 2.04 100.0 0.012 0.022 0.38 ; 

9 2.25 6.75 2.16 121.0 0.010 0.018 0.33 | 

T 
z-3" 

1 
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Elevation of First Wave Crest Above SWL, as a Function of D/d and ' 

(W - 0.5 ft., r/d - 3.0, A/d - 0.75 Np   - 0.44 and W/D - 2.0) 

: Water 
: Depth 
:  d 

. inches 

Elevation of First Wave Crest 
J      at r/d - 3.0, H3 (feet) :  D : 

: d : 

0" 15° .  30" 45° : 60° 0° :  15° ••    30° : 45° : 60° 

:  3 0.034 0.027 0.025 0.019 0.014 0.18 0.14 0.13 0.099 0.075 1.00 : 

:  4 0.021 0.019 0.016 0.013 0.011 0.086 0.077 0.064 0.054 0.042 0.75 : 

:  5 0.017 0.015 0.013 0.011 0.009 0.055 0.049 0.042 0.035 0.029 0.60 ! 

:  6 0.014 0.012 0.011 0.009 0.008 0.037 0.033 0.029 0.025 0.021 0.50 : 

7 0.012 0.011 0.010 0.008 0.007 0.027 0.025 •• 0.022 0.018 0.016 : 0.43 : 

8 0.012 0.010 0.009 0.008 0.006 : 0.022 0.020 : 0.017 0.015 0.013 0.38 : 

9  : 0.010 : 0.009 : 0.008 : 0.006 : 0.006 : 0.018 : 0.016 : 0.014 : 0.011 : 0.011 : 0.33 : 
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Elevation of First Wave Crest Above SWL, as a Function of 
6 (0 to 180 degrees), Plunger Displacement and Water Depth 

(W - 0.5 ft.,  r/d - 3.0,  X/d - 0.75, K - 0.44 and W/D - 2.0) 

Water 
Depth 

d 

'     inches 

Elevation o f First Wave Crest Above SWL, H3 ,   feet 
Displace- 
ment of 
Plunger 

A 
inches 0° 15° 30" 45° 60" 75° 90° 105* 120° 135° 150° 165° 180" 

:          3 0.037 0.031 0.025 0.019 0.013 0.010 0.008 0.006 0.005 0.004 2.25 

\         4 0.O21 0.019 0.016 0.013 0.010 0.009 0.007 0.006 0.006 0.007 0.006 3.00       : 

5 0.018 0.016 0.014 0.011 0.010 0.008 0.007 0.006 0.007 0.008 0.007 0.010 3.75       : 

'.         6 0.015 0.014 0.012 0.010 0.008 0.007 0.006 0.006 0.007 0.009 0.009 0.009 0.011 4.50       ! 

•        7 0.013 0.012 0.011 0.009 0.008 0.006 0.005 0.005 0.006 0.009 0.009 0.009 0.014 5.25      : 

!         8 0.012 0.010 0.009 0.008 0.007 0.006 0.005 0.005 0.007 0.009 0.010 0.011 0.013 6.00       I 

:        9 0.010 0.009 0.008 0.007 0.006 0.005 0.004 0.004 0.006 0.009 0.010 0.011 0.012 6.75       « 

Normalized Elevation of First Wave  Crest Above SWL,   as a Function of  9 
180 degrees)   and D/d   (W - 0.5  ft.,   r/d -   3.0,   X/d - 0.75,  N_. • 0.44  and W/D -  2.0) 

Water 
Depth 

d 
inches 

H3A D       : 

d 
0° 15° 30° 45° 60° 75° 90° 105° 120' 135° 150° 165° 180° 

3 0.200 0.168 0.132 0.102 0.069 0.054 0.042 0.030 0.024 0.023 1.00 

:         4 0.086 0.077 0.065 0.054 0.041 0.35 0.028 0.023 0.025 0.027 0.025 0.75 

:         5 0.057 0.050 0.045 0.036 0.031 0.026 0.022 0.020 0.022 0.026 0.022 0.038 0.60 

;      6 0.041 0.037 0.032 0.028 0.022 0.019 0.017 0.016 0.018 0.024 0.024 0.025 0.030 0.50 

:         7 0.031 0.028 0.Q24 0.021 0.018 0.014 0.012 0.011 0.014 0.020 0.021 0.021 0.032 0.43 

!     ^ 0.023 0,020 0.018 0.015 0.013 0.011 0.010 0.010 0.013 0.018 0.020 0.022 0.026 0.36 

:        9 0.018 0.016 0.015 0.013 0.011 0.009 0,008 0.008 0.011 0.015 0.017 0.020 0.022 0.33 
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Elevation of First Wave Crest Above SWL, as a Function of D/d 
(W - 2.0 ft., x/d - 3.0, A/d - 0.75, H   - 0.44, 6-0 degress, W/D - 8.0) 

Water 
Depth    Distance 
d      Along x 

Inches Axis, x ft. 

Displacement 
Displacement of    Velocity of Weight used to    Wave Crest 
Plunger A      Plunger Motion    cause motion Elevation at 

inches       Vavg, ft/sec.      lbs.        x, feet 

1 3 0.75 2.25 1.25 24.0 
1  

0.059 0.318 1.00 

4 1.00 3.00 1.44 53.0 0.051 0.205 . 0.75 

5 1.25 3.75 1.61 84.0 0.045 0.145 ; 0.60 

6 1.50 4.50 1.77 110.0 0.037 0.010 0.50 

7 1.75 5.25 1.90 134.0 0.034 0.078 0.43 

8 2.00 6.00 2.04 156.0 0.031 0.062 0.38 

> measurements were made for a water depth of 9 inches 

Elevation of First Wave Crest Above SWL, as a Function of (x,y) and Water Depth 
(W - 2.00 ft., x/d - 3.0 for 3" < y < 21" and r/d - 3.0 for y > 21", 0/d - 0.75, M   - 0.44 and W/D - 8.0) 

Water 
Depth 

Elevation of First Crest Above SWL, H„, test along y Direction 

d 
Inches 

y - 3 
inches 6 9 12 15 18 21 21+ 0 

xSinl5 
21+ a 
*Sln30° 

21+ o 
*Sin45 

21+ 0 
xSin60 

21+ n 
xSin75 inches 

3 .060 .060 .060 .056 .053 .049 .042 .035 .028 .022 .018 .013 9 

4 .056 .056 .056 .051 .047 .043 .037 .029 .023 .018 .014 .010 12 

5 .050 .050 .049 .045 .042 .038 .033 .025 .019 .016 .012 .010 15 

6 .046 .044 .042 .038 .036 .030 .029 .022 .017 .013 .009 .008 18 

8 .040 .038 .037 .034 .031 .027 .024 .021 .018 .014 .010 .009 24 

Table 6 

Normalised Elevation of First Wave Crest Above SUL, as a Function of 6 
(W - 2.0 ft., x/d - 3.0 for 3" < y < 21" and r/d - 3.0 for y > 21", X/d - 0.75, »Favg - 0.M and W - 8.0) 

Water 
Depth 

H3 
A D 

d 
d 

inches ly-3 
- inches 

6 9 12 15 18 21 
21 +   1 
Sinl50 ! 

21 + 
Sln30° 

21 + 
Sin45° 

21 + „ 
Sin60° 

21+ 
Sin 75° 

3 0.322 0.322 0.322 0.300 0.285 0.260 0.223 0.186 ! 0.150 0.118 0.099 0.068 1.00 

4 0.223 0.223 0.223 0.206 0.187 0.171 0.149 0-117 0.093 0.071 0.058 0.040 0.75 

5 0.160 0.160 0.156 0.146 0.136 0.121 0.107 0.080 0.062 0.052 0.039 0.033 0.60 

6 0.123 0.116 0.111 0.103 0.097 0.082 0.077 0.059 0.045 0.035 0.025 0.022 0.50 

8 0.080 0.077 0.074 0.069 0.062 0.056 0.048 0.041 0.035 0.029 0.020 0.017 0.36 
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PULLEY    /ARM 
WAVE GAGES 
MOUNTED ON 
MOVABLE 
BOOM 

FIG. I    EXPERIMENTAL ARRANGEMENTS 

MEASURED WAVE  ELEVATION ABOUT SWL 

DISTANCE ALONG 
FLUME , ft. -0.5 0.33 1.0 2.0 2.5 

ELEVATION ABOUT 
SWL,   ft. 0.025 -0.05 0.016 0.034 0.014 

2 0.2 
f 0.42 ft 

POSITION    U.-FIH 
OF PLUNGER| 

J I I llJ 1_ 

- - NUMERICAL CALCULATION AT t«0.6MC 
IAFTER GARCIA, 19721 

MEASURED WATER SURFACE AT 
t • 0.6 MC. 

'il' J 1_ _L _l L-J I I I I—L. 
-0.5 0 0.5 1.0 1.5 2.0 

DISTANCE ALONG FLUME FROM t = 0  POSITION OF STEP,  ft. 
2.5 

FIG. 2 MEASURED WATER SURFACE PROFILE FOR WAVE GENERATED BY HORIZONTAL 
MOTION OF SUBMERGED STEP, COMPARED WITH THEORY. TWO-DIMENSIONAL 
MOOEL.PLUNGER 0ISPLACEMENT = 0.42 ft., FROUOE NUMBER -0.32, 
AND d/W • 1.0 
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0 

O.I 

—r- 

H2 

i   - i      r     '-     i - i   •   i 

ELEVATION ABOVE SWL OF LEADING WAVE, 
TWO-DIMENSIONAL TEST.AT 9-0 DEGREES 

 1— 1 1 

0.2 
"l ELEVATION ABOVE SWL OF LEADING WAVE, 

THREE-DIMENSIONAL TEST.AT9 = 0 DEGREES - 

0.3 - 

iN04 - 

1*05 - - 

0.6 - ^v              //                         ^'*       D/d 

^^s.4/                       a  1-08     0.50 

X, in. 

6.50 

T,sec 

0.40 

NF0V, 

0.34 - 

P-7 - N^lj/                           A 0.88     0.50 

"                               O 0.63    0.50 

5.25 

3.75 

0.36 

0.28 

0.30 

0.28 - 
0.8 i 1,1,1.1 ' 1 , 

4 
x/d 

10 

FIG.3       H3/H2 VERSUS x/d, FOR W-0.50 FT., d/W= 1.0 

(FROM LIU  AND WIEGEL.I974) 

1.0 
0.9 
0.8 
0.7 
0.6 

VHj, o.57( Vdf 

X< AVERAGE VALUES OF DATA GIVEN 
IN FIG. 4 

0.2      0.3   0.4 .5   .6  .7.8.91.0 

X/d 

2.0      3.0   40   5   6 7 8 9 10 

FIG. 4 HVHj  VERSUS x/d  FOR W= 0.50 FT AND d/w=l.0 

INITIAL • 
FNAL 

jv,, I 2 3 
J ]      DISTANCE ALONG CENTER-      DISTANCE ALONG CENTER - 
—'      LINE OF STEP, feet LINE OF STEP, feet 

90°'75*/'        60*/' •  * 

45*/ 

-      / / 30> 

1     /    04O'__ 

H^p? \ \ 
 i 1     2 3 

DISTANCE ALONG CENTER- 
LINE OF STEP, feet 

FIG 5 CONTOURS OF EQUAL CREST ELEVATION ABOVE SW.L.(D/d=0.50,d/W»I.O, 
d = 0.50 FT., W-0.50 FT)       (FROM LIU AND WIEGEL, 1974) 
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FIG. 8     RELATIONSHIPS AMONG H,A,D/d AND 8, FOR NFaw_=0.44, 
r/d = 3.0,AAf=0.75, AND W=0.50 FT. 

LOCATION   OF  \ d «9' 
MEASUREMENTS /       g' 

6' 
9' 
4' 
3' 

///////////////; 

5.5 

X = DISTANCE ALONG THE CENTERLINE 
OF THE PLUNGER 

y • r sinfl 

d= WATER DEPTH 

FIG. 9      LOCATIONS AT WHICH  MEASUREMENTS WERE MAOE OF THE WAVE  TIME 
HISTORIES  FOR THE 0.50 FT. WIDE  PLUNGER 
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0.02 0.04 0.06 0.08 0.KD 
H./X 

FIG. 10  RELATIONSHIP BETWEEN  Hj/X AND D/d AS A FUNCTION OF 8, FOR r/d = 3.0, 
X/d=0.75, NFavg=0.44, AND W=0.50FT. 
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1             1 iN.   i ., i 
0.02 0.04 0.06 
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0.08 0.10 

FIG. It     RELATIONSHIP BETWEEN   H3A AND 8  AS A  FUNCTION OF  D/d 
FOR r/d = 3.0,X/d=0.75,NFavg=0.44, AND W = 0.50 FT. 
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 8-Q' 

— i—-——  

X • DISTANCE ALONG THE SIDEWALL 
OF THE TANK 

y • 21 • r Sin $   FOR y £ 21 in. 

d* WATER DEPTH 

FIG. 14    LOCATIONS AT WHICH MEASUREMENTS  WERE MADE OF THE 
WAVE TIME HISTORIES FOR THE 2.0 FT. WIDE PLUNGER 

0.3r 

0.5 

0.6 

<H3>0.5' 

<H3), 

(H3>2 ELEVATION ABOVE SWL OF LEADING WAVE MEASURED AT 
CENTERLINE   OF 2 0 FT. WIDE iPLUNGER 

(H,).,,. ELEVATION  ABOVE SWL OF LEADING WAVE MEASURED AT 
^°5 CENTERLINE  OF   0.50 FT WIDE  PLUNGER 

0.5 0.6 0.8 0.9 1.00 

FIG. I5JH3)057(H3)20   VERSUS   D/d   FOR   x/d = 3.0, X/d'0.75 , NFm4-0.44  ANDd-O* 
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. DATA FOR 2.0 FT WIDE PLUNGER, OBTAINED AT 
y/d'3.0  FOR   0<y<l.75FT AND r/d"3.0FOR 
»>I.75FT 

 DATA FOR 0.5 FT. WIDE PLUNGER, 
OBTAINED  AT    r/d • 3.0 

J-0.012 

_CENTERLINE OF |-_CENTERLINE OF 
^2.00 FOOT 0.50 FOOT 

PLUNGER I      PLUNGER 

J.0.50 

± 
w 

FIG. 
FOR 

16    COMPARISON   OF   H3/x VERSUS y FOR THE NARROW PLUNGERS 
SEVERAL VALUES OF d/W  AND 0/d, WITH NFavg ' 0.44 

FIG 17 COMPARISON OF H3A VERSUS y FOR THE WIOE AND NARROW PLUNGERS FOR 
SEVERAL VALUES OF d/W AND D/d,WITH NFava=0.44. THE VALUES FOR W =0.5 FT 
DISPLACED 1.5 FT. * 

y 



CHAPTER 64 

CALCULATIONS OF WAVES FORMED FROM SURFACE CAVITIES 
Charles L. Mader* 

ABSTRACT 

The wave motion resulting from cavities in the ocean surface was 
investigated using both the long wave, shallow water model and the in- 
compressible Navier-Stokes equations. The fluid flow resulting from 
the calculated collapse of the cavities is significantly different for 
the two models. The experimentally observed flow resulting from explo- 
sively formed cavities is in better agreement with the flow calculated 
using the incompressible Navier-Stokes model. The resulting wave mo- 
tions decay rapidly to deep water waves. Large cavities located under 
the surface of the ocean will be more likely to result in Tsunami waves 
than cavities on the surface. This is contrary to what has been sug- 
gested by the upper critical depth phenomenon. 

I. INTRODUCTION 

The prediction of water waves generated by large-yield explosions 
has been based on extrapolation of empirical correlations of small - 
yield experimental data, usually assuming the waves were shallow water 
waves. Because the accuracy of such predictions is questionable, the 
need exists for a detailed description of the mechanism by which waves 
are generated by explosions. In particular the "upper critical depth" 
phenomenon needs to be understood. The upper critical depth phenomenon 
is an experimentally observed wave height maximum that occurs when an 
explosive charge is approximately two-thirds submerged. The observed 
height at the upper critical depth is twice that observed for complete- 
ly submerged explosive charges. If the waves formed are shallow water 
waves capable of forming Tsunamis, then the upper critical depth phe- 
nomenon is important to evaluating the probability of a Tsunami event 
from other than tectonic events. 

Theoretical evaluation of the early interaction of the detonation 
products of an explosive charge with the water and air interfaces and 
the resulting wave profile near the detonation has been performed by 
Mader1 using the multicomponent reactive compressible hydrodynamic code 
2DE.2 The pressure and velocity contours for the early interaction of 
the explosive with the water and air are shown in Fig. 1. The initial 
formation of the lip or splash wave on the water cavity is also numeri- 
cally described and it has been suggested that the concentration of mo- 
mentum near the water surface in the splash wave is a contributing 

* 
Theoretical Division, Los Alamos Scientific Laboratory, University of 
California, Los Alamos, New Mexico 87545 

1079 
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factor in the upper critical depth phenomenon, resulting in a bubble 
cavity radius about the same as if the explosive bubble was completely 
confined by water. The high velocity present in the splash wave is a 
result of the initial water shock being quickly rarefied and permitting 
a second shock to be delivered from the explosive products. Subsequent 
shocks and rarefactions occur while the detonation products have high 
pressure. Each reverberation increases the particle velocity of the 
splash wave by an increment that decreases as the pressure of the driv- 
ing detonation products decreases. The particle velocity of the re- 
mainder of the water cannot be increased by reverberations during the 
early high pressure motion because a free interface is not present. 
The consequence of this complicated interaction is that the maximum 
bubble radius achieved by a partially submerged explosive charge is 
slightly larger than one would expect to observe if the explosive sphere 
and its bubble was confined by water at one bar. 

The bubble is observed to increase to a maximum radius of about 0.5 
meter in 0.2 second and then take about 0.3 second to collapse as de- 
scribed in Refs. I1 and 3 for a 1.27-cm radius 9404 explosive sphere ini- 
tiated at the center and immersed to a depth of 1.59 cm. 

In this paper we shall describe an investigation of the flow after 
the cavity reaches its maximum dimensions. We assume that the flow is 
essentially incompressible at the times of interest and that the sur- 
rounding fluid is approximately at rest at maximum bubble radius. 

The waves observed by Craig3 from the collapse of the bubble re- 
sulted in a train of waves moving at about 1.25 meters/second with a 
one-meter wavelength. Mass markers located one meter below the water 
surface and markers located half a meter below the surface and one meter 
from the explosive did not show any appreciable movement compared with 
those located nearer the surface or explosive charge. This result sug- 
gests that the fluid flow will not be well described by the usual shal- 
low water-long wave model. 

We have calculated the fluid dynamics of a cavity initially 0.5 
meter in radius with and without a lip, using a shallow water long wave 
model and a model based upon the incompressible Navier-Stokes equations. 

II. SHALLOW WATER, LONG WAVE MODEL 

The long wave theory applies when the depth relative to the wave- 
length is small, and when the vertical component of the motion does not 
influence the pressure distribution, which is assumed to be hydrostatic. 
It is appropriate for Tsunami wave formation, propagation and early 
shoaling behavior as described in Ref, 4. The SWAN code described in 
Ref. 4 was modified to solve the long wave equations using an improved 
numerical difference technique. 

The long wave equations solved by the SWAN code are: 
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3H  3(D + H - R)U   3(D + H - R)V  3R  n 
3t      3X 3Y     " 3t " u 

where U = velocity in X direction (i index) 
V = velocity in Y direction (j index) 
g = gravitational acceleration 
t = time (n index) 
H = wave height above mean water level 
R = bottom motion 
F = Coriolis force parameter 
C = coefficient of DeChezy for bottom stress 

P , F"' = forcing functions of wind stress and barometric 
pressure in X and Y direction 

D = depth . 

To obtain stable numerical solutions, the finite difference equa- 
tions must not have negative diffusion. The following difference 
equations are stable but require that the time step be kept near the 
maximum or the numerical results will become smeared. C. W. Hirt5 sug- 
gested this approach when the difference equations described in Ref. 4 
were found to be unstable in certain directions of the flow. 

The wave height H and depth D are taken as cell centered and the 
velocities are centered at cell boundaries. The difference equations 
at each time step are in order: 

HU •• Hu -AtNn- (TDI) - V (TD2)+V1 (m) - V (TV2) 

Rn+1      Rn 

TD1=Di+l>j 
+ H?+l,j-

R?+l)j(
Ui+l,j<°) 
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TD2 = Di)j+H^.  -R^.   (Uis.<0) 

•-D1.J+l+H1.j+l-R1.J+l   (Vi,j+1<°) 

TV2 = DiJ+H^j-R^j(Vi>j<0) 

TD1=Di,j+Hi,j-Ri,j(ui+iJ>o) 

TO2-D1-l.j+H1-l-R1-l.J   (Ui,J>0) 

ui:] = ui,j-At[V(Tui)+KYH-g^CTHu] 

•-°-25<vu + \j+l 
+ v1-l,J+l+w 

•-U1+i.J-U1.j<Ul.j<°> 

TU2 = Ui,j+1-
Ui,j(TV<0) 

TU1-ul.J-u1-l.j«uU>0) 

TU2 = U.   . - U.   , ,   (TV > 0) 
1  S J '  »J" ' 

• = Hi,j-Hi-U 
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v.. , 

and 

vu-v?.j-At[S{7V1,+T*i(TV2,]"g^,:•v3 

TU = 0.25(Uu + Ui+1J H,^^,,,^, 

TV1-VI.J-VI.J(TU<°J 

TV2 = vi,j+i-
vi,a(vi,j<0) 

Tvl=vi,j-vi-i,j(TU>0) 

TVZ-vi.j"vi.j-i (vi.o>0) 

THV = H. . - H, , , 
1»J   l.J-1 

^•^(^•OV^*1^ 
The calculations were performed with 69 cells in the X direction and 
130 cells in the Y direction. The cells were .06 meters square and the 
time step was 0.001 seconds. The gravity constant was -9.8 m sec"2. 
Although the problem described in this report was symmetrical and re- 
quired only one direction, the calculations described were performed 
with the two dimensional SWAN code. 

The computed wave profiles using the shallow water equations in 
the SWAN code for the collapse of a 0.5-meter radius hole are shown in 
Fig. 2 and for the collapse of a 0.5-meter radius hole with a 0.25- 
meter high and 0.50-meter wide triangular lip (which approximates the 
experimentally observed bubble profile) are shown in Figs. 2 and 4. 
Figure 4 also shows the velocity in the Y direction. The initial water 
depth was three meters. 

III. INCOMPRESSIBLE NAVIER-ST0KES MODEL 

The Marker and Cell (MAC) method of Harlow and Welch6 is a numeri- 
cal technique for calculation of viscous, incompressible flow with a 
free surface. 
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The method uses a finite-difference technique for solving the time- 
dependent Navier-Stokes equations. 

These equations for two-dimensional flows are 

3U . 3V _ n 
3X     3Y " u 

3U 
3t 

31 + 
3t 

3U1+MV = _3±+a    +v/3lU + 3!u) 
3X        3Y 3X      gX      V \WT     W*l      ' 

3UV . 3Vf,_  3&+ „  . , /32V . 32V\ 
3X   3Y ~ ~ 3Y  9Y  v \3X2 W/       ' 

where <|> is the ratio of pressure to constant density, gv and gY are the 
X and Y components of body acceleration, and v is the kinematic viscos- 
ity coefficient. The MAC method is based on an Eulerian network of 
rectangular cells, with velocities centered at cell boundaries and the 
pressure cell-centered. Just as the differential equations of motion 
are statements of the conservation of mass and momentum, the MAC 
finite-difference equations express these conservation principles for 
each cell, or combination of cells, in the computing mesh. 

After the introduction of MAC, much attention was given to devis- 
ing more accurate treatments of the free surface boundary conditions. 
Chan and Street7 developed a technique for more accurate delineation of 
the free surface. This permitted the free surface pressure to be spec- 
ified at the surface itself, rather than at the center of the surface 
cell. Nichols and Hirt8 modified the Chan and Street procedure, devis- 
ing a technique for defining the fluid surface by a set of surface 
marker particles that move with local fluid velocity. These particles 
allow surface-cell pressures in MAC to be accurately specified by means 
of linear interpolation or extrapolation between the known values of 
pressure in the nearest full cell and the desired fluid surface. 

A Simplified MAC (SMAC) has been described by Harlow and Amsden.9 

The SMAC technique has been modified to include the Nichols and Hirt 
free surface treatment. The computing program used for the calcula- 
tions is called ZUNI and is described by Amsden.10 The calculations 
were performed with 100 cells in the X direction and 60 cells in the Y 
direction. The cells were 0.05 meters square and the time step incre- 
ment was 0.0003 seconds. The convergence criterion is the maximum per- 
mitted change in pressure from hydrostatic pressure in any cell between 
iteration steps divided by the sum of the changes at two iteration steps 
and was 0.01. Three or more surface particles were used in each cell. 
The gravity constant was -9.8 m  sec"2. The viscosity coefficient was 
0.01 gm sec"1 irr1. Preliminary calculations showed that the results 
were independent of whether the water depth was 3.0 or 1.5 meters; 
therefore in the calculations presented in this paper the cavity was in 
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water initially 1.5 meters deep. The wave amplitude at late times and 
the details of the bubble collapse after first collapse and jetting 
were sensitive to the amount of viscosity used in the calculation so 
the value chosen was the smallest that would also permit numerically 
stable results. The computed wave profiles using the ZUNI code to 
solve the incompressible Navier-Stokes equations for the collapse of a 
0.5-meter radius hole with a 0.25-meter high and 0.5-meter wide trian- 
gular lip are shown in Fig. 5. 

IV. COMPARISONS 

The experimental and calculated wave parameters are summarized in 
Table I. The experimental wave parameters are given for the first three 
waves after four meters of travel from the center of the explosive 
charge. The calculated wave parameters for the Airy wave were calcu- 
lated using the WAVE code" for a depth of three meters and using the 
experimentally observed wave height and wave length. Since the group 
velocity is almost exactly half the wave velocity, the Airy wave is a 
deep water wave. The deep water Airy wave is a good approximation to 
the experimentally observed wave. 

The collapse of the cavity is quite different between the SWAN and 
ZUNI calculation as shown in Figs. 3 and 5. The shallow water cavity 
calculation collapses from the side in less than 0.1 second while the 
Navier-Stokes cavity calculation collapses from the bottom in about 0.5 
seconds. The experimentally observed bubble collapses approximately 
symmetrically from the bottom in about 0.3 seconds, so the Navier- 
Stokes calculation is a more realistic description of the observed flow. 

As shown in Table I the Navier-Stokes calculation results in wave 
parameters more closely approximating those observed experimentally than 
those calculated using the shallow water theory. The waves calculated 
using the incompressible Navier-Stokes equations have complicated wave 
patterns and the waves quickly decay into deep water waves with the 
particle motion rapidly decreasing with increasing depth below the water 
surface. This is also in agreement with the experimental observations 
of mass markers described in the introduction. 

TABLE I 

CALCULATED AND EXPERIMENTAL WAVE PARAMETERS 

Experimental*  Airy Wave Suall°w Navier-Stokes 

Wave Velocity (m/s) 1.25 + 0.1 1.2489 5.42 1.50 + 0.50 

Amplitude (cm) 1,1.8,2.5 2.5 (input) 10.1 < 4.0 

Wave Length (m) 1.5, 1.0, 1.0 1.0 (input) 1.0 1.0 

Period (s) 1.2,0.8,0.8 0.8007 0.18 °-66-0.2 
Group Velocity (m/s) 0.6244 

*First three waves observed. 
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V.  CONCLUSIONS 

The experimentally observed waves from the cavities formed by ex- 
plosions near the water surface are better reproduced by models solving 
the incompressible Navier-Stokes equations than by models solving the 
shallow water, long wave equations. The experimentally observed waves 
are deep water waves and the observed upper critical depth phenomenon 
is apparently a result of a partition of energy near the water surface 
which results in high amplitude deep water waves (of high potential and 
low kinetic energy) and not the shallow water waves required for 
Tsunamis. As the explosive is detonated under the water surface, more 
of the energy is imparted to the water resulting in waves that have 
smaller amplitude but more of the energy is present in the water as 
kinetic energy rather than potential energy. The waves formed will more 
closely resemble shallow water waves and will not disperse as rapidly 
as waves formed from surface detonation. 

The upper critical depth phenomenon is apparently not important to 
the formation of Tsunami waves. Large cavities located under the sur- 
face of the ocean will be more likely to result in shallow water Tsunami 
waves than cavities on the surface. A cavity would have to be quite 
large and reach very deep into the ocean before it could be an effective 
agent for forming significant Tsunami waves. 

To obtain a more realistic solution to the problem of wave forma- 
tion from explosions one would need to follow the hydrodynamics from 
the early compressible to late incompressible stages with one of the 
implicit continuous fluid methods currently under development. Of 
particular interest would be to determine the source and significance 
for wave formation of the water jet and root experimentally' observed 
before the explosive bubble reaches maximum radius at depths similar to 
the upper critical depth. 
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Fig. 1. Two-dimensional Eulen'an 
compressible hydrodynamic 
calculations of a 1.27-cm 
radius 9404 explosive sphere 
initiated at its center and 
immersed to a depth of 1.59 
cm. The pressure contour 
interval is 20 kilobars and 
the velocity contour inter- 
val is 0.05 cm/psecond. 
The position of mixed cells 
(9404-water, 9404-air, 
water-air, or 9404-water- 
air) is shown with an "X" 
plotting symbol. 
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Fig. 2. The computed surface height vs radius at various times of the 
collapse of a 50-cm radius hole in three meters of water using 
the shallow water-long wave model and the SWAN code. 
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Fig. 3. The calculated surface height vs radius at various times of the 
collapse of a 50-cm radius hole with a triangular lip using 
the shallow water-long wave model and the SWAN code. 
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Fig. 4. Picture plots in three dimensions of the surface profiles and 
the velocity in the Y direction profiles at 0.3 and 0.5 seconds 
for the calculation described in Fig. 3. 
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CHAPTER 65 

QUANTITATIVE DESCRIPTION OF 

SEDIMENT TRANSPORT BY WAVES 

by 

Ole Secher Madsen^, M.ASCE and William D. Grant (2\ A.M.ASCE 

1.  Introduction 

With the apparent desire of man to move some of his activities into the 
offshore region the problems associated with the assessment of the impact of 
large structures in this environment will be of increasing importance. One of 
the impacts of a large offshore structure, such as for example the Atlantic 
Generating Station proposed by Public Service Electric and Gas Company of 
New Jersey, would be its effect on the wave and current pattern in the vicin- 
ity of the structure. These changes in wave and current conditions will in- 
duce changes in the sediment transport pattern and may disturb an existing 
equilibrium thus causing large changes in bottom topography in the vicinity 
of the structure. These topographical changes may extend all the way to the 
adjacent shoreline and thus cause deposition in some and erosion in other 
areas. To assess the severity and extent of topographical changes induced 
by an offshore structure an ability to quantify not only the effects of the 
structure on the wave and current pattern but also the mechanics of the 
interaction of the resulting fluid motion with the bottom sediment is clearly 
needed. The purpose of this paper is to establish quantitative relationships 
for the fluid-sediment interaction in this environment. 

To avoid misunderstandings it should be pointed out from the outset that 
the results obtained in the following are limited to non-cohesive sediments 
and to reasonably well behaved wave conditions.  The former of these limita- 
tions does not seem severe in view of the fact that the bottom sediments for 
the major part of the continental shelf may be characterized as cohesionless; 
the latter limitation excludes the direct application of the results in the 
immediate vicinity of the structure and in the surf zone where the conditions 
are complicated by the occurrence of wave breaking.  It is, however, hoped 
that the results of the present research are of a sufficiently general nature 
to provide at least some insight also into these complicated processes. 

With these limitations in mind the first question to ask if concerned 
with the sediment transport caused by a moving fluid would be: when does the 
sediment start to move? At the outset of this study a review of the litera- 
ture on the initiation of sediment movement in oscillatory unsteady flow 
revealed that there were as many answers as there were publications pertaining 
to this question.  By reanalyzing some of these previously published results 
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and making use of Jonsson's (1966) wave friction factor concept, which enables 
one to determine the magnitude of the maximum bottom shear stress associated 
with an oscillatory fluid motion, the differences between various investiga- 
tions are essentially reconciled. In Section 2 it is shown that the Shields 
Criterion obtained for unidirectional steady flow is applicable as a general 
criterion for the onset of sediment movement also in oscillatory unsteady flow. 

With a general criterion for the initiation of sediment movement estab- 
lished the next logical question to ask is; at which rate is sediment being 
transported once the critical bottom shear stress is exceeded? This question, 
in the context of purely oscillatory flow, has previously been addressed in a 
search for quantitative relationship by Einstein and co-workers at the Uni- 
versity of California at Berkeley in the early sixties (Einstein, 1972), i.e., 
prior to the availability of the work of Jonsson (1966) on the wave friction 
factors. In Section 3 the Berkeley data is reanalyzed, using the wave fric- 
tion factor concept, in terms of more fundamental parameters than those em- 
ployed by Einstein and co-workers. It is found that their experimental data 
are well represented by a quasi-steady application of the empirical Einstein- 
Brown relationship (Brown, 1950) for sediment transport in unidirectional 
steady flow. Provided the equivalent sand roughness of the bottom is taken as 
the sediment grain size when evaluating the bottom shear stress for the pur- 
pose of predicting the rate of sediment transport it is found that the quasi- 
steady application of the Einstein-Brown relationship represents the Berkeley 
data obtained for a plane bed as well as for a bed exhibiting bed forms 
(ripples). 

Some aspects of the application of the general sediment transport rela- 
tionship, which was established in Section 3 based on experiments performed. 
in purely sinusoidal flow, to predict net sediment transport rates in the 
coastal environment are discussed in Section 4. The net sediment transport 
in this wave dominated environment arises from differences in the rate at which 
sediment is transported back and forth with the wave motion. These differences 
arise from second order effects such as wave asymmetry, wave induced mass trans- 
port and superposed tidal or wind-induced currents. Due to our limited 
knowledge of the near-bottom turbulent flow conditions associated with unsteady 
boundary layer type flows the discussion of the factors producing a net sediment 
transport is rather qualitative, and serves primarily to identify topics in 
desperate need of further research.  It is, however, felt that the quantitative 
relationships for the sediment transport by waves may serve as the framework for 
further quantitative studies of sediment transport in the coastal environment. 
The presentation is rather brief and a general reference is given to Madsen and 
Grant (1976) for a more detailed discussion. 

2. Initiation of Sediment Movement in Oscillatory Flow 

For unidirectional steady flow a widely accepted criterion for the initia- 
tion of sediment motion on a plane bed is given by Shields Criterion (Shields, 
1936). This criterion essentially expresses the critical value of the ratio of 
entraining to stabilizing forces acting on a sediment grain on the sediment- 
fluid interface. The entraining force is related to' the shear stress exerted 
on the bottom by the moving fluid, the stabilizing force is related to the sub- 
merged weight of a sediment grain and when the ratio of the two forces, re- 
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ferred to as Shields Parameter, exceeds a critical value sediment movement is 
initiated. The Shields Criterion is an empirical relationship which is quite 
general in that it applies for any fluid, flow and sediment characteristics so 
long as the sediment is cohesionless. 

For oscillatory unsteady flows, such as the to and fro motion of the near 
bottom fluid particles under waves, several empirical criteria for the onset of 
sediment movement have been advanced.  Bagnold (1946) and Vincent (1958) thus 
relate the amplitude of the near-bed fluid particle motion relative to the bed 
and the period of oscillation corresponding to the critical condition of ini- 
tiation of sediment motion. A set of curves, each corresponding to particular 
sediment characteristics results. Relationships of this kind are usually 
limited by the range of experimental conditions from which they were derived 
and are not of the general nature of the Shields Criterion for unidirectional 
steady flow. The considerable differences between the critical conditions for 
initiation of sediment movement under waves exhibited by the comparison of some 
13 such relationships (Silvester and Mogridge, 1971) clearly demonstrate this. 

More general cirteria for the initiation of sediment movement under waves 
have been proposed by Horlkawa and Watanabe (1967) and Kajiura (1968).  Both of 
these investigations evaluate the stability of a single grain on the sediment- 
fluid interface based on the concept of the maximum bottom shear stress associ- 
ated with the oscillatory flow. Madsen and Grant (1975) presented Bagnold's 
data on initiation of motion in oscillatory flow in the form of a Shields 
Diagram in a discussion of a paper by Komar and Miller (1973). Madsen and 
Grant (1975) utilized the results of the comprehensive study of Jonsson (1966) 
to evaluate the maximum bottom shear stress associated with an oscillatory flow 
and this procedure was adopted by Komar and Miller (1975) in their reply. 
Despite the demonstration of the general validity of the Shields Criterion 
provided by Komar's and Miller's (1975) analysis their final recommendation 
for the quantitative description of the initiation of sediment movement under 
waves is essentially equivalent to their earlier paper. 

In an unsteady flow one might expect that an inertia force in addition to 
a drag force, expressed by the bottom shear stress, contributes to the entrain- 
ing force acting on a sediment grain on the sediment-fluid interface. An 
approximate analysis (Madsen and Grant, 1976) as well as a comparison with ex- 
perimental data, however, shows that the entraining force is adequately repre- 
sented by the bottom shear stress. Thus, adopting Jonsson's results, it is 
possible to evaluate the shear stress exerted on the bottom by the oscillatory 
fluid motion above the bed and present various experimental data for the onset 
of sediment motion in oscillatory flow in a Shields Diagram based on a Shields 
Parameter 

m  pg(s-l)d (1) 

in which p is the fluid density, g is the acceleration of gravity, s is the 
specific gravity of the sediment material, d is the grain diameter and T  is 
the maximum bottom shear stress defined by om 

Tom = I fw p "b2 W 
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In which, uj, is the maximum velocity of  the fluid relative to the bed and fw is 
the wave friction factor as given by Jonsson   (1966). 

From knowledge of  the oscillatory motion,   the fluid and sediment charac- 
teristics Jonsson's results may be used to evaluate the value of t^, and hence 
the Shields Parameter given by Eq.   (1).    Rather than presenting the results in 
a conventional    Shields Diagram the more practical presentation using the 
parameter 

S* = 47   Sttfii (3) 

in place of the boundary Reynolds number is used. The experimental results 
analyzed are summarized in Table 1 and presented graphically in Fig. 1. 

All experiments on the initiation of sediment movement were performed 
using an initially flat bed and the equivalent boundary roughness was taken as 
the sediment diameter.  From the sediment and fluid characteristics SA is ob- 
tained from Eq. (3). When no information on the fluid temperature was avail- 
able the kinematic viscosity of the fluid (in all cases water) was taken as 
10~5 ft2/sec (9.3 10-3 cm2/sec). The various sets of experimental data are 

presented by the heavy vertical lines in Fig. 1 and are identified by a letter 
in the left hand side of the diagram indicating the investigator (e.g., M for 
Manohar, 1955) and by the symbol identifying the particular sediment (e.g., 
SI) whose characteristics may be found in Table 1. 

The range of the critical values of the Shields Parameter obtained by a 
particular investigator for a given sediment indicates a variation of at most 
some 30% around the mean value.  In the context of sediment transport and, in 
particular, when realizing the subjectiveness involved in determining the point 
of incipient sediment motion (defined as the condition when one or two grains 
are dislodged and move a few places) this scatter must be considered reasonable. 
The possibility, however, remains that the scatter exhibits a systematic varia- 
tion with period of oscillation as suggested by Komar and Miller (1973).  By 
examining the data it was, however, found that no general trend of the varia- 
tion of the critical value of the Shields Parameter with period of oscillation 
was exhibited by the data.  In some cases Vm increased with decreasing period 
(e.g., VPU, Vincent, 1958) in others the reverse was true (e.g., MS5, Manohar, 
1955) and in some ¥„, varied randomly with period (e.g., Horikawa and Watanabe, 
1967). 

From the preceding discussing it is concluded that the variation exhibited 
by individual experiments is due primarily to experimental scatter. When com- 
paring the sets of experimental data by Bagnold (1946) and Manohar (1955) who 
both used an oscillating plate in their studies, it is, however, seen that the 
results of Bagnold consistently plot below those of Manohar.  This difference, 
which was also noted by Komar and Miller (1973), could be attributed to im- 
perfect motion of the tray in the case of Bagnold's experiments. The close 
agreement between Bagnold's results and those of Ranee and Warren (1968), who 
used an oscillating water tunnel, suggests that this reason must be discarded 
and the differences must be attributed to individual differences in determining 
just when initial sediment movement occurs. 
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Type 
of 

Exp. 
Inves- 
tigator Material Symbol 

Spec. 
Gravity 

Diameter 
(mm) 

Range of 
Periods 
(sec) 

Number 
of 

Exp. 

Sand BS1 2.65 3.30 1.0- 4.8 7 

Sand BS2 2.65 0.80 1.4- 7.8 6 

Sand BS3 2.65 0.36 2.2- 7.0 6 

Sand BS4 2.65 0.16 0.8-10.5 , 8 

Bagnold 
(1946) 

Sand 

Coal 

BS5 

BC1 

2.65 

1.30 

0.09 

8.00 

3.1-15.7 

2.4- 7.0 

5 

6 
0 

Coal BC2 1.30 2.50 2.1-12.5 6 

Coal BC3 1.30 0.36 2.1-14.3 8 

i>0 
a 
•H 

Steel BST 7.90 0.60 1.1- 2.7 4 

Sand MSI 2.63 1.98 2.4- 8.5 18 

t-f 
•H 

Sand MS 2 2.60 1.83 2.7- 8.2 19 

O 
Sand MS 3 2.60 1.01 3.1-10.2 15 

Manohar Sand MS 4 2.63 0.79 3.2-10.5 18 
(1955) 

Sand MS5 2.65 0.28 3.1-11 21 

Glass MG1 2.54 0.61 3.9-13 19 

Glass MG2 2.49 0.24 3.7-14.5 21 

Polystyrene MP 1.052 3.17 9.2-27 13 

Polyvinyl MPC 1.28 3.17 6.5-14 13 

Sand VS1 2.65 0.63 1.5- 2.1 4 

w Sand VS2 2.65 0.46 1.5- 1.9 3 
01 

Vincent 
(1958) 

Sand 

Pumice 

VS3 

VPU 

2.65 

1.38 

0.24 

1.20 

1.0- 2.7 

0.9- 1.7 

10 

5 

U 
o 
« u 

Plastic VP 1.46 0.39 0.8- 1.5 8 

Horlka- 
o 

•a 
wa and 
Watana- 
be (1967; 

Sand HWS 2.65 0.20 0.8- 2.2 17 

rH 
0) 

Sand RWS1 2.65 0.82 5.2-16.1 4 
c 
c 
3 
H 
U 
OJ 

Ranee & 
Warren 
(1968) 

Sand 

Sand 

Coal 

RWS2 

RWS3 

RWC 

2.65 

2.65 

1.30* 

0.39 

0.24 

7.00 

5.0-15.0 

6.0-13.8 

3.6-15.7 

4 

4 

6 
is 

Limestone RWL 2.72* 4.10 5.9-13.9 4 

Estimated values. 

Table 1:  Experiments on Initiation of Motion Presented in Figure 1. 
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When considering all the experimental data presented in Fig. 1 which were 
obtained from quite different experimental set-ups and for a wide range of 
periods (0.8-16 sec) and materials (s = 1.052 - 7.90) and keeping in mind the 
subjectiveness involved in obtaining the experimental results the overall 
scatter is not alarming.  In this respect it should be pointed out that experi- 
mental results for unidirectional flow also exhibit some scatter. The general 
trend of the data indicate a critical value of the Shields Parameter slightly 
above that associated with the Shields Curve determined from unidirectional 
steady flow experiments. Despite this minor descrepancy, the conclusion of the 
results presented in Fig. 1 is that:  Shields Criterion for the initiation of 
sediment movement as derived from steady unidirectional flow conditions serves 
as a quite accurate and general criterion for the initiation of sediment move- 
ment in oscillatory flow, provided the boundary shear stress is properly 
evaluated. 

Since it is to be expected that a bed generally would exhibit bed forms 
rather than being flat the Shields criterion may seem to be of limited useful- 
ness.  The general applicability of Shields Criterion, as demonstrated in 
Fig. 1 for the purpose of defining the threshold conditions for a flat bed 
does, however, establish the importance of the Shields Parameter in quantifying 
the fluid-sediment interaction for unsteady flow conditions.  Thus, when the 
critical value of the Shields Parameter is exceeded, sediment transport is 
initiated and the rate of sediment transport may be expected to be related to 
the value of the Shields Parameter. 

3. Rate of Sediment Transport in Oscillatory Flow 

For a unidirectional steady flow the sediment will, once it is set in mo- 
tion, be transported in the direction of flow. Hence, in a steady current, 
the answer to the question of sediment transport rate once the critical shear 
stress is exceeded would be equivalent to establishing a relationship between 
fluid and sediment properties as well as flow characteristics and the rate at 
which sediment is transported.  In the oscillatory unsteady flow associated 
with a wave motion the answer is somewhat more involved. 

In an oscillatory flow,the flow above the bed and hence the sediment 
transport is constantly varying in magnitude as well as direction. To the 
first approximation the near-bottom fluid velocity associated with a wave mo- 
tion may be described by linear wave theory as a purely oscillatory motion. 
Consequently, if the threshold value of the bed shear stress is exceeded during 
the wave period the amount of sediment transported forward (in the direction of 
wave propagation) during half of the cycle will equal the amount being trans- 
ported backwards during the other half of the cycle by virtue of the symmetry 
of the motion.  This means' that, to the first approximation, no net sediment 
transport is associated with a wave motion. Now, water waves do not induce a 
purely sinusoidal flow near the bed. Nonlinear effects such as wave asymmetry 
and wave induced mass transport currents are likely to disturb the equilibrium 
between the amounts of sediment transported forward and backward during a wave 
period, thus producing a net sediment transport.  It is, however, important to 
realize that such a net sediment transport is brought about by the, possibly 
small, difference between the, possibly large, quantities of sediment moving 
forward and backward with the waves. 
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The preceding qualitative discussion of the mechanics of sediment trans- 
port by waves points out the undesirable, but unavoidable, problem of deter- 
mining a small difference between two large quantities, if one attempts to 
derive a relationship for the net sediment transport due to wave action. It 
does, however, pose the fundamental question: What is the rate at which sedi- 
ment moves forward and backward in a purely oscillatory flow? The answer to 
this fundamental question is tantamount to the successful solution of the 
problem of net sediment transport caused by wave action. 

As suggested by the analysis of the initiation of sediment motion data 
presented in the previous section one would expect the Shields Parameter 
defined by Eq. (1) to be a physically significant parameter in quantifying 
fluid-sediment interaction. For this reason the experimental data on the 
average rate of sediment transport in a purely oscillatory flow obtained at the 
University of California at Berkeley by Einstein and co-workers are reanalyzed 
in an attempt to establish an empirical relationship 

J = JQ!  ) (4) 
m 

in which  _ 

is the average sediment transport rate, qs, nondimensionalized by the fall 
velocity w of an equivalent spherical sediment grain of diameter d. 

For given sediment and fluid properties the fall velocity, w, may be ob- 
tained (Madsen and Grant, 1976, Fig. 6) and from the measured sediment trans- 
port rate the value of the dimensionless sediment transport function, Eq. (5) 
is readily evaluated. Since the experiments analyzed here were performed for 
an initially flat bed it seems reasonable to take the equivalent sand rough- 
ness of the boundary as the sediment grain size. Whether bed forms developed 
during the experiments is not quite clear; however, a particular set of experi- 
ments where bed forms definitely were present (Manohar, 1955) will be analyzed 
later. At this point we may regard the experiments performed by Kalkanis 
(1964) and Abou-Seida (1965) to correspond to a plane bed. From knowledge of 
the oscillatory motion of the plate, and taking the equivalent sand roughness 
of the boundary to be the sediment grain diameter Jonsson's (1966) results may 
therefore be used to obtain the value of the maximum boundary shear stress, 
and the value of 1m may be determined. The results obtained in this manner are 
plotted in Fig. 2 of $>  versus V . 

From Fig. 2 it is noted that the sediment transport rate drops off for 
values of the Shields Parameter of the order 0.035. This is not surprising 
since the threshold of sediment movement in terms of the Shields Parameter 
as determined in Section 2 corresponds to values of fm of the order 0.04 to 
0.05 for the sediments used by Kalkanis (1964).  It is, however, worthwhile to 
note the fact that sediment transport does occur for these rather low values 
of the Shields Parameter, whereas Manohar (1955) as mentioned in Section 2 
from direct observations of the movement of sediment grains consistently found 
critical values of the Shields Parameter higher than those indicated by 
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Figure 2:  Empirical Relationship for the Average Rate of Sediment 

Transport in Oscillatory Flow (Plane Bed). 
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Shields Criterion. The difference between these, results, both, obtained from 
oscillating plate experiments, must therefore be attributed to the difference 
between the methods used to define the condition of incipient sediment move- 
ment. 

For values of the Shields Parameter somewhat greater than the critical 
value the results presented in Fig, 2 indicate a rather well defined function- 
al relationship among the two parameters of the type 

J« ¥ 3 (6) 
m 

as evidenced by the dashed straight line drawn onto the diagram. 

The experimental data from which, this empirical relationship is derived 
exhibit a scatter similar to the scatter exhibited by the same data when 
plotted in terms of the parameters used by Einstein and co-workers (Einstein, 
1972).  It should, however, be noted that the trend of the data in Fig. 2, 
for large values of the Shields Parameter, is in reasonable agreement with 
the empirical relationship suggested by the straight line, whereas the 
Einstein relationship (Einstein, 1972, Figure 16) in this region deviates from 
the experimental data. Furthermore, it should be noted that, in the present 
analysis of the Berkeley data, it was not found necessary to introduce any 
correction factor for the experimental results obtained by Abou-Seida (1965) 
with fine sediments. This very convenient finding may partially be attributed 
to the particular choice of the dimensionless sediment transport function, 
Eq. (5), made in the present analysis. 

The rather well defined empirical relationship, Fig. 2, between the average 
rate of sediment transport in oscillatory flow and the Shields Parameter which 
was obtained in the preceding section bears a strong resemblance to the 
Einstein-Brown formula for the sediment transport in unidirectional steady flow. 
This empirical relationship, suggested by Brown (1950), reads 

4 = 40Y3 (7) 

where the bar over <(> and the subscript m have been omitted to indicate that this 
formula applies in steady flow. 

In the context of fluid-sediment interaction a similarity between steady 
unidirectional and unsteady oscillatory flow was previously noted in Section 2 
when establishing a criterion for the initiation of sediment movement.  In the 
present context of rate of sediment transport in an oscillatory flow, the 
similarity between Eqs. (6) and (7) suggests that a quasi-steady application of 
the Einstein-Brown relationship may represent the Berkeley data.  Hence, one is 
led to adopt a sediment transport relationship of the form 

<Kt) = 40Y3(t) (8) 

in which 4(t)is the instantaneous value of the sediment transport function 

qs(t) 
• (t)--5j_ (9) 
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q (t) being the Instantaneous rate of sediment transport and 

T (t) 
nt) = , "••v. (10) 

(s-l)pgd 

is the instantaneous value of the Shields Parameter. 

The basic assumption inherent in the application of the Einstein-Brown 
formula in this quasi-steady manner is that the response time of the rate of 
sediment transport, qs(t), is short relative to the time it takes the Shields 
Parameter, V(t), to change appreciably. Limited evidence for the very short 
response time of the sediment to the time varying forces associated with an 
oscillatory flow was found in Section 2 where the maximum value of the Shields 
Parameter was found to govern the initiation of sediment movement. Although 
this finding by no means constitutes a proof of the applicability of Eq. (8), 
it is taken to support the adoption of Eq. (8) as the basis for analyzing 
sediment transport rates in unsteady oscillatory flow. 

The problem in applying Eq. (8) in oscillatory unsteady flow becomes 
that of determining the instantaneous value of the Shields Parameter or, as 
seen from Eq. (10), the instantaneous value of the boundary shear stress, 
TQ(t), associated with an oscillatory flow. To tackle this problem, the ex- 

pression for the maximum boundary shear stress given by Jonsson (1966) may be 
generalized to reflect the temporal variation associated with an oscillatory 
flow above the bed 

TQ(t) = |fwp|U(t)| U(t) (11) 

in which 

u(t) = VL   cosojt (12) 

is the near-bottom velocity relative to the bed, having a maximum value u, and 
a radian frequency u = 27r/T with T being the period of oscillation. 

This simple form, Eq. (11) for the time-varying boundary shear stress pre- 
serves the varying direction as well as varying magnitude of the shear stress. 
It neglects a possible phase difference between the velocity and the shear 
stress, which according to Jonsson (1966) is small for fully turbulent flow in 
the boundary layer and immaterial in the present context.  Furthermore, the 
assumption of fw, the wave friction factor, being constant throughout the per- 

iod of oscillation will be invoked in the following.  Both of these assumptions 
indicate the applicability of Eq. (11) to be limited to conditions when the 
boundary layer flow is highly turbulent, which incidentally is the case for 
the Berkeley experiments presented in Fig. 2. 

Introducing Eq. (12) in Eq. (11) and making use of Eqs. (1) and (2) lead 
to an instantaneous value of the Shields Parameter, Eq. (10), given by 

T 

^(t) " 7—if J Icosutl cosut = If  I cosut I cosut (13) (s-ljpgd      '        m '      ' 
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The sediment transport formula, Eq. (8), may therefore be written 

<|>(t) = 4OT 3C| cosut | cosut)3 (14) 

corresponding to purely oscillatory flow with, a turbulent boundary layer. 

This formula clearly has a zero mean value when averaged over a full 
period of oscillation. Thus indicating, as it should, that the amount of 
sediment transported in the positive direction (when cosut > 0) equals the 
amount transported in the negative direction (when cosut < 0) when the flow 
is purely sinusoidal. From the assumption, inherent in the adoption of Eq. (8), 
of instantaneous response of the sediment transport rate to changes in the 
transport function, f(t), it follows that sediment will be transported only 
when the value of the Shields Parameter exceeds the critical value for initia- 
tion of movement, ^mc,  whose value is readily determined from Fig. 1. Hence, 
time-averaging Eq. (14) over the time interval during which cosait > 0_and 
¥(t) > fmc leads to a prediction of the time average transport rate, <f. The 
result of this analysis is the full line shown in Fig. 2! For values of 
"'W'mc greater than two the average sediment transport rate is closely des- 
cribed by the equation 

i" = 12.5 ¥ 3 (15) 
m 

This equation is the equation for the straight line drawn in Fig. 2, 
which represents the experimental data reasonably well. The curved part of 
the line shown in Fig. 2 reflects the small value of the Shields Parameter 
relative to the critical value corresponding to initiation of sediment move- 
ment and has been drawn corresponding to Ymc = 0.04.  Since the Berkeley ex- 

periments used in Fig. 2 were regarded as corresponding to conditions of a 
flat bed the boundary roughness was taken as the sediment grain diameter and 
the influence of turbulence is limited to a thin boundary layer. In fact, the 
boundary layer thickness can be estimated from Jonsson (1966) corresponding to 
the experimental conditions and it can be shown that the boundary layer thick- 
ness is of the order 5 times the boundary roughness. Hence, sediment movement 
is for the experiments analyzed so far restricted to a very thin layer near the 
bottom. This ensures a rapid response of the sediment transport rate to 
changes in the transporting forces as was assumed in the quasi-steady applica- 
tion of the Einstein-Brown formula. Furthermore, the limited vertical extent 
of the region in which sediment is being transported would suggest that if one 
were to characterize the transport as suspended or bed load, the present ex- 
periments would be categorized as bed load. That a bed load formula, here 
chosen as the Einstein-Brown formula, is successful in representing the experi- 
mental data can therefore hardly come as a surprise. 

Experimental confirmation backed up by physical reasoning supported the 
quasi-steady application of the Einstein-Brown formula to describe sediment 
transport on a plane bed.  Experimental evidence, Manohar (1955) and Carstens 
et al. (1969), however, shows that for flow conditions exceeding only slightly 
those corresponding to initiation of sediment movement the resulting sediment 
transport leads to the formation of bed forms, ripples. This points out that a 
sediment transport relationship restricted to plane bed conditions is of limited 
practical importance. 
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For a bed exhibiting bed forms, the equivalent sand roughness of the 
boundary will be related to the scale of the bed forms.  The boundary layer 
thickness and hence the region of turbulent fluid motion may consequently be 
of considerably larger extent than corresponding to a plane bed. Kennedy and 
Locher (1972) thus report measurements of the sediment concentration in a 
layer of considerably thickness above a rippled bed. These observations may 
cast some doubt on the notion of the sediment transport being characterized as 
bed load as well as possibly invalidating the assumption of instantaneous 
response of the sediment transport rate to changes in the transporting forces. 
Even if these questions are disregarded there still remains the problem of 
determining the transporting forces, the bottom shear stress, which now may be 
a function of the scale of the bed forms. 

The approach to the similar problems encountered in the context of uni- 
directional steady flow, Einstein (1950), is to separate the boundary resis- 
tance into two components:  one, a skin friction component based on the sedi- 
ment grain size the other being a form drag component which is associated with 
the bed forms. The former of these components is regarded as expressing the 
transporting force. In view of the similarities between steady unidirectional 
and unsteady oscillatory flow already uncovered in this investigation of fluid- 
sediment interaction it seems natural to pursue an analogous line of approach 
in the present context of unsteady flow. Hence, one may adopt Eq. (8) as the 
basic sediment transport relationship with an evaluation of the bottom shear 
stress, Eq. (11), appearing in the Shields Parameter based on the boundary 
roughness being taken as the sediment grain size, i.e., essentially disregard- 
ing the presence of the bed forms. 

The approach outlined in the foregoing may be tested against some experi- 
ments performed by Manohar (1955) who undertook a study of bed form geometry 
and migration using the oscillating plate set-up.  In contrast to the Berkeley 
experiments which were presented in Fig. 2, the oscillations of the sediment 
carrying plate were in this set of experiments not purely sinusoidal. An 
asymmetric motion was achieved by changing the radian frequency of the fly- 
wheel driving the plate when this was at its extreme positions while the ex- 
cursion amplitude was held constant.  The resulting forward and backward mo- 
tions of the plate were essentially sinusoidal and choosing the subset of 
Manohar's (1955) experiments in which sediment transport occurred only during 
the forward motion a test of the procedure suggested above for sediment trans- 
port rates in the presence of bed forms is available.  Thus, taking 

(s-l)pgd (16) 

where the prime indicates that the boundary roughness is taken as the grain 
diameter, i.e., corresponding to skin friction, we may present Manohar's 
(1955) experiments whether bed forms were present or not as done in Fig. 3. 

It is seen from Fig. 3 that the bed remained flat in some of the experi- 
ments. As shown by Manohar (1955) the reason for this is that ripples form 
only for a certain range of values of the transporting force. For low values 
of the transporting force, 1^,  the sediment transport is insufficient to cause 
the development of bed forms whereas the sediment transport is so intense for 
high values of ¥' that bed forms are washed away. 
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The excellent agreement between the experimental data and the quasi- 
steady application of the Einstein-Brown relationship, the full line in 
Figs. 2 and 3, suggests that the procedure of disregarding the presence of 
the bed forms and taking the boundary roughness as the sediment grain size 
for the purpose of evaluating the transporting forces may be applied with 
some confidence. 

4.  Some Aspects of the Prediction of Net Sediment Transport and Resulting 
Topographical Changes in the Coastal Environment 

The sediment transport relationship, Eq. (8), established in the previous 
section may be used as the basis for a discussion of the problems involved 
in quantifying the factors which produce a net sediment transport in the 
coastal environment. It is emphasized that the following discussion, despite 
the experimental support of Eq. (8) presented in Section 3, must be consid- 
ered qualitative since it involves considerable generalizations which await 
experimental confirmation before they may be accepted with confidence. With 
this in mind the sediment transport relationship, Eq. (8), may be generalized 
to read 

|(t) - 40[f'(t)]3 (17) 

in which, <j>(t) is the instantaneous dimensionless sediment transport vector 
given by Eq. (5) with the sediment transport rate, q (t) = (q  (t), q  (t)). 

The instantaneous value of the bottom shear stress based on the grain 
roughness is given by 

?'«:>- f pfsIu(t)J
2 -!&- (18) 

2   S       |u(t)| 

in which f is a generalized friction factor and,u(t) = (u(t), v(t)), is the 
instantaneous velocity vector. 

Introducing Eq.  (18) into (17) the following expressions in terms of the 
components of the sediment transport vector result 

ipf (u2(t) + v2(t)) 3     ,., 
q   (t) = 40wd [- 7—rr 5 J -  UW...        (19) 
s,xv (s-1) pgd , s r  

/ u (t) + v (t) 

fpf (u2(t) +v2(t)) 3 
q  (t) = 40wdl- r-^n—3 J    ^^      (20) Hs,y^ (s-1) pgd (—~ -      w 

/u (t) + v (t) 

Eqs. (19) and (20) express the instantaneous rate of sediment transport 
in the x and y direction, respectively.  In principle it is possible to evalu- 
ate these equations if the instantaneous velocity and the appropriate value of 
the generalized friction factor f are known. 
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In general there is little interest in knowing the instantaneous value 
of the sediment transport rate. The quantity of importance is the time aver- 
aged value of the transport rate, i.e., the net sediment transport rate, since 
this quantity through the sediment continuity equation determines the rate of 
topographical changes. For the purpose of predicting the net sediment trans- 
port rate one would therefore time average Eqs. (19) and (20) 

T. 

Si.net "f j0 
CVx(t>' <WCt))dt C21) 

where the integration is carried out over the time interval, formally Identi- 
fied as 0 to I', during which the sediment is in motion, i.e., when 
|V'(t)|> Tmc. For a periodic motion of period T the average is, of course, 
taken over the period. 

Once the net sediment transport rates have been determined the sediment 
continuity equation may be used to evaluate the rate of change in bottom ele- 
vation, 3n/3t, 

3q"        3o" 

3x        3y     U ' 3t UZJ 

in which the factor 1-e, where e is the porosity of the sediment, is intro- 
duced to account for the fact that the net sediment transport rates are ob- 
tained in terms of the actual volume of sediment transported. 

The preceding discussion explains the general use of the sediment trans- 
port relationship for the prediction of topographical changes.  If the water 
motion is a sinusoidal oscillation, as discussed in Section 3, the net sedi- 
ment transport is, of course, zero. The second order effects which, when added 
to a basic sinusoidal wave motion, will produce a net sediment transport are: 
(1) effect of a sloping bottom; (2) wave asymmetry;  (3) wave induced mass 
transport currents;  (4) currents other than mass transport currents. 

4.1 The Effect of a Gently Sloping Bottom. The influence of a gently sloping 
bottom on the rate of sediment transport may qualitatively be examined by con- 
sidering the entraining forces acting on a sediment grain on the sediment- 
fluid interface.  Even under the influence of a purely sinusoidal wave propaga- 
ting towards shallower water (up-slope) the gently sloping bottom will give 
rise to an asymmetry in the forces acting on a sediment grain and hence induce 
a net sediment transport.  Thus, under the wave crest the bottom shear stress 
acting up the slope will be counteracted by the component of the submerged 
weight of the particle acting down the slope whereas the two forces will both 
act in the down-slope direction under a trough.  This asymmetry in entraining 
forces will result in a net sediment transport towards deeper water. No exper- 
imental data are available on the influence of bottom slope on the rate of 
sediment transport in oscillatory flow. Until such data are available this 
effect cannot be quantified with confidence. 

4.2 The Effect of Wave Asymmetry. For a small amplitude wave progressing over 
a horizontal bed, linear wave theory predicts a purely sinusoidal orbital 
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velocity above the bed. However, if finite amplitude, i.e., nonlinear, effects, 
are considered the wave profile is. no longer symmetric about the mean water 
level. For nonlinear waves the wave crests become more peaked (higher and 
steeper) than the wave troughs (shallower and flatter). This lack of symmetry 
of the surface profile is also reflected in the near-bottom velocity which 
shows a larger forward velocity of shorter duration under the wave crests and 
a smaller backward velocity of longer duration under the troughs than predic- 
ted by small amplitude wave theory.  In principle one might therefore take the 
friction factor, fg, in Eq. (19) as Jonsson's wave friction factor fw and eval- 
uate the net sediment transport from Eq. (21). This procedure is applied to 
the experiments performed by Manohar (1955), of which a subset was presented in 
Fig. 3, with reasonably good agreement between predicted and observed net trans- 
port rates (Madsen and Grant, 1976, Fig. 9). 

4.3 The Effect of Wave Induced Mass Transport Currents. When the analysis of 
the viscous flow in the bottom boundary layer associated with progressive waves 
is advanced to include second order effects a steady streaming in the direction 
of wave propagation is predicted based on the assumption of laminar flow in the 
boundary layer. This effect, which is referred to as mass transport, has been 
investigated theoretically by Longuet-Higgins (1953) and by Unluata and Mel 
(1970) under the assumption of laminar flow. For laminar flow in the bottom 
boundary layer this steady streaming, which immediately above the bottom is in 
the direction of wave propagation, will produce a non-zero time average shear 
stress in the direction of wave propagation acting on the bottom. This, in 
turn, would indicate that wave induced mass transport currents will result in a 
net sediment transport in the direction of wave propagation when the asymmetri- 
cal shear stress variation is introduced in the sediment transport relationship, 
Eq. (17). 

Recent results reported by Bijker et_ al. (1974) clearly demonstrate that 
there are serious reasons to doubt the validity of Longuet-Higgins' solution 
in the case of a strongly turbulent boundary layer flow. As the roughness of 
the slope over which the waves propagate is increased from smooth to sand 
roughness to rippled bed the observed value of the near-bottom mass transport 
velocity is found to be increasingly smaller than the theoretical results based 
on a laminar flow assumption.  In fact, the experiments with the slope roughness 
consisting of artificial ripples show a complete reversal of the direction of 
the near-bottom mass transport velocity.  Bijker et al. (1974) conclude that 
much more data are needed to clarify the nature of mass transport in water waves 
when the boundary layer flow is turbulent. 

In the present context of sediment transport by waves mass transport in 
addition to wave asymmetry discussed in Section 4.2 is undoubtedly an important 
factor in producing a net sediment transport.  This makes it doubly unfortunate 
that the state of our knowledge is such that we cannot predict even the direc- 
tion of this velocity with confidence not to mention its magnitude. For this 
reason further progress must be awaited before the effects of mass transport 
can be incorporated in the sediment transport relationship for the purpose of 
predicting net sediment transport rates associated with progressive waves. 
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4.4 The Effect of Currents. As. a final second order effect which, would pro*- 
duce a net sediment transport even if the wave motion were purely sinusoidal, 
the effects of a weak, steady current superposed on the wave motion are consid~ 
ered. The action of these currents, for example, tidal or wind-induced, when 
combined with a wave motion will produce a net rate of sediment transport. If 
the current is weak, i.e., essentially a second order effect, the wave motion 
may be considered a stirring agent which by itself produces no net sediment 
transport. It does, however, make sediment available for transport by a 
current, although this current By itself would be incapable of even initiating 
sediment movement. 

Assuming that the instantaneous velocity vector is known, this may be 
introduced in the general sediment transport relationship and one may numeric- 
ally integrate Eq. (21) to obtain the time average value of the net sediment 
transport rates in the x and y direction, respectively. Thus, it is in prin- 
ciple quite simple to apply the general sediment transport relationship to 
determine the net sediment transport associated with the combined action of 
waves and currents. The major obstacle in performing this analysis is, however, 
the determination of the appropriate value of the generalized friction factor 
fs=fcw for the combined action of waves and currents. Presently it is possible 

to estimate with some confidence the Bottom shear stress only for a pure wave 
motion or for a pure current from knowledge of the bottom roughness. As shown 
by Madsen (1976) the friction factor, fw, for a pure wave motion may be an 

combined action of waves and currents rather uncertain. In addition to this 
problem there is also some indication of a rather peculiar behavior of the 
sediment transport resulting from a weak, current superimposed on a wave motion 
when the bottom exhibits bed forms. Thus, Inman and Bowen (1963) reported a 
net sediment transport in the direction opposite of the weak current super- 
imposed on a wave motion. Although Inman"s and Bowen's experiments and data 
analysis have certain deficiencies, as discussed by Madsen and Grant (1976), 
their observation and the experimental investigation of Natarajan (1969) show 
that the quantitative description of sediment transport over a rippled bed 
resulting from the combined action of waves and currents may present problems 
in addition to the problem of the determination of the wave-current friction 
factor f . 

cw 

Disregarding the problems mentioned above Grant and Madsen (1976) adopted 
a formula suggested by Jonsson (1966a) for the wave-current friction factor 
to investigate the topographical changes in the vicinity of the tip of a semi- 
infinite breakwater. The waves were assumed to be normally incident on the 
breakwater and a uniform current parallel to the breakwater produced with the 
diffracted wave pattern a spatially varying net sediment transport. The de- 
tails of this investigation may be found in the above paper or in Madsen and 
Grant (1976). Here, the resulting prediction of erosion and deposition rates 
a distance of two wave lengths behind the breakwater are presented in Fig. 4. 

From Fig. 4 it is seen that no change, i.e., no sediment transport, occurs a 
distance of 3-4 wavelengths into the shadow region behind the breakwater. This 
is due to the decrease of wave activity in: this region and emphasizes the im- 
portance of wave motion as being the stirring agent making sediment available 
for transport by currents which by themselves would be incapable of initiating 
sediment movement. 
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Diffraction Coefficient and Areas of Erosion and Accretion Two 
Wavelengths Behind Breakwater (From Grant and Madsen, 1976). 

5.  Concluding Remarks 

It is not excluded that further analyses of the experimental data obtain- 
ed by the Berkeley group may produce different sediment transport relationships 
for unsteady flow, just as the Einstein-Brown formula is far from being the 
only relationship for sediment transport in steady flow.  Further documentation 
of the quasi-steady application of the Einstein-Brown sediment transport rela- 
tion, suggested by the present investigation, is called for before this approach 
may be accepted with confidence. 

The discussion given in Section 4 demonstrates an urgent need for futher 
research and an improved understanding of the nature of the flow in the oscil- 
latory turbulent bottom boundary layer associated with waves and currents in 
order to treat the problem of sediment transport in the coastal environment in 
a general manner. The problems of the quantitative description of the fluid 
flow and its interaction with a solid bottom in the coastal environment must 
be overcome before one can hope to establish an accurate sediment transport 
model for this environment.  It is hoped, however, that the present study has 
produced a framework within which sediment transport in the coastal zone may 
be approached in a rational manner. At the very least the present research 
serves to point out that it is absurd to attack the problem of sediment trans- 
port in the coastal environment without considering the influence of waves. 

Acknowledgment:  The research reported here was supported by Public Service 
Electric and Gas Company of New Jersey, 
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CHAPTER 66 

PREDICTIVE  EQUATIONS REGARDING COASTAL TRANSPORTS 

by 

D. H. SWART* 

1, INTRODUCTION 

Morphological changes are the result of gradients in longshore and onshore-offshore sediment transport. 

The coastal engineer is continually faced with engineering problems in which a quantitative knowledge 

of these morphological changes is required. For this purpose predictive equations have been developed 

for both longshore and onshore-offshore sediment transport, which are being used in practical applica- 

tions.  In this paper a few of these predictive techniques, as well as one of their typical applications, 

viz. to a beachfill problem, will be discussed. 

2. ONSHORE-OFFSHORE  SEDIMENT TRANSPORT 

2.1 General 

The basics of Swart's onshore-offshore sediment-transport theory  were described in detail in [14]. A 

paper about this subject was presented at the 1974 Coastal Engineering Conference in Copenhagen [13]. 

Subsequently it had become clear that the computational method described in [14]is too complicated for 

normal use, and that it could be modified to simplify the computations, without affecting the results 

significantly.  In the present paper a summary will be given of the basic principles underlying the 

theory, as well as of the modified computational approach used at present.  In Chapter 4 the method will 

be applied to a beachfill problem,   to illustrate one of its typical applications. 

2*2 Underlying principles 

(1) The development in a normal beach profile is characterized into three definite  zones, (Figure I), 

each with its own transport mechanism, viz. 

(a) the backshore,   i.e. the area above the wave run-up limit in which "dry" transport  takes place, 

(b) a developing profile  (D-profile) where a combination of bed load- and suspended load-transport 

takes place, and 

(c) a transition area,   seawards of the D-profile, and landwards of the point where sediment motion by 

wave action is initiated, where normally only bed load  transport takes place. 

(2) The most basic assumption in the schematization of onshore-offshore sediment transport is that the 

developing profile (D-profile) will eventually reach a stable situation  under persistent wave attack. 

This stable situation implies both an equilibrium form and an equilibrium position  of the beach pro- 

file. This last concept is illustrated in Figure 2, where the schematized volume of sediment in the 

D-profile is plotted as a function of time. Similar variations are found for the different locations 

in the .D-profile, thus also confirming the equilibrium form concept. 

(3) The sediment transport rates into (or out of) the D-profile from (or to) the backshore and the 

transition area (S (t) and S (t) respectively) form the boundary conditions for the computation of 

profile changes in the D-profile. These transport rates were found in [14] to be given by : 

A 
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V5    "    "e we 8xp l~~r~) ...   (2.1) 
e 

-st 
St(t)    -    st Wt exp (-ji-) ...  (2.2) 

... (2.3) 
W    - I (t-o) - I    (t~>) e e e 

wt   - Lt (tmce)  " Lt (T"o) 

t    - time 

The other variables are defined in Figure 1. 

(4) With the aid of the assumption in step (2) above, the rate of onshore-offshore sediment transport 

S .  at a specific location  i in the profile at any time  t can be shown to be a function of the differ- 

ence between the values of a profile characteristic P at time t (P(t)) and time t - *» (P(°°)). 

... (2.4) 
(see Figure 3) 

Experiments showed that the best description of the transport is found if the profile characteristic is 

taken to be a horizontal length in the profile (L- - L.). . 

Vt   " v^' (wi • <L2 - Vit> ••• (2-5) 
' ' ym 

are transport coefficients  and 

«-2-Ll>lt"S»  "i ••• <*•« 

The meaning of (L- - Li)-t 
and the geometry of the beach profile at time t is defined in Figure 1. 

Relationships are presented in [131, whereby s  . (s ./s ) and W.f as well as the limits of the ymyiym     i 
D-profile (i.e. the area in which equation (2.5) is valid) can be found in terms of the boundary con- 

ditions. 

(5) A subsequent study of the given relationships indicated that the computation of time-dependent 

profile development can be significantly improved and simplified if it can be assumed that at each lo- 

cation i in the developing profile the same fraction f. of the total transport (f  S . dt) of sedi- 

ment passing that location until time t • ">  , will have occurred at any given time t, i.e. 

tant for all locations i in the developing 
le at time t. • • • (2.7) 

The results of morphological tests with durations in excess of 1 000 hours, given in Figures 4 and 5, 

show that the above-mentioned assumption (equation (2.7)) is a good engineering approximation. 

(6) With the principle of continuity of mass, and by using steps (t) - (5) above, it is possible to 

derive analytical expressions for the time variation of the length (L2 - Lj)it and the sediment trans- 

port, viz. : 

<L2' Vu " wi - (K«i + Kti> •"» <"V> ••• u-8) 

... (2.10) . - (  S . dt - s ,. (K . + K .) XT1 (1 - exp ("V)) 
yit J     yit     yi  ex   ti  D D 
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Substitution of equation (2.10) above into equation (2.7) yields an expression for f : 

K   . 

K   . 

-     1   - exp  (-X, 

«e6e 

- wt 6t 

h 

X. 
1 

• r " r e             t 
6 s i 

li     2i 

... (2.11) 

... (2.12) 

..   (2. 13) 

..   (2, .14) 

..   (2. .15) 

(7) The theory is valid, not only for perpendicular waves, but also for oblique wave attack.  In the 

latter case the transport coefficients s . and s  are increased, to allow for the effect of the in- yi    ym 
crease in shear stress at the bed, due to the presence of nearshore currents, generated by the oblique 

waves. The data used to derive the relationship for the increase in s . and s , as presented in [14] 
yi    ym 

and [13], was derived from model tests in which a strong rip-current formation was found.  A subsequent 

study into the effect of the rip-currents on the increase in offshore transport, showed that the in- 

crease in transport, which is due to the presence of longshore currents alone, can best be written in 

terms of the increase (due to longshore currents) of the sediment mobility F (refer to [17] and [ I] ). 

(s .)        (F.) 
yiwc      i/wc r, .,, 

yi w        i w (see Figure 6) 

where F. is the sediment mobility at location i and the subscripts Wc  and w  refer to combined wave and 

current action  and Wave action only  respectively. 

In order to comply with step (5) above, the mean value of equation (2.16) over the whole area of pro- 

file development  will be applied to all transport coefficients. 

(syi>wc    f^wc) 
Csyi>w  =  ((ri\rJ 

... (2.17) 

Keeping in mind the normal uncertainty factor in the evaluation  of sediment transport data, it can be 

stated that the validity of  equations (2.16) and (2.17) is proved by the data in Figure 6. 

2.3. Representative wave height 

The theory described above was derived and verified for regular wave attack.  In order to make it 

generally applicable to prototype conditions, the effect of irregular waves on the theory must be 

known.  The irregular waves will affect not the underlying principles, but the empirical predictive 

equations which will be described in section 2.4 below. 

Observations showed that the higher waves in the wave spectrum will define the profile limits described 

in section 2.2, step (1) above. The lower limits  of the D-profile  and transition area  respectively 

are both found by using the significant  wave height in the empirical formulae derived for regular wave 

attack, whereas the upper limit  of the D-profile is found from the regular-wave formula by using a 

wave with a height twice that of the significant wave height 

If it is assumed that the transport-formulae are still applicable in the transport zones defined by 

these representative wave heights, the single representative Wave height  which will yield the same 

resultant  transport  as the spectrum, can be computed (the wave heights are assumed to be Raleigh- 

distributed) . 
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The formulae for irregular wave attack, derived in this manner, and those for regular wave attack, will 

be given in section 2.4. 

2.4 Predictive equations 

The various equations needed for the application of the theory in section 2.2, will be summarized below 

for the sake of convenience. 

2.4.1 Limits of profile development  (refer to Figure 1) 

The upper limit  of the baakehore  is chosen at the highest level from which sediment can be eroded indi- 

rectly by wave action. 

h is chosen 
e 

upper limit D-profile : 
H0.488    T0.93 

hQ - 7650D5O U - exp (-0.000143 m°0t786 ) ] ... (2.18) 

D50 ' 
where H  • maximum wave height in the spectrum « 2(H ) .    ;  T is the wave period and D-ft is the 

median particle diameter. For regular wave attack, such as in small-scale hydraulic models, H  * H . 
mo o 

lower limit V-profile 

(H )0:473 
hm - °-°063\> «* <4.347 -5?BSnOT> ••• <2'19> 

50 

where A is the deepwater wave length. For regular wave attack (H ) .  = H . o r ° ° o sign   o 
lower limit transition area 

The maximum orbital velocity at the bed at the location where initiation of sediment movement takes 

place (ucErAR)i is found from the following formula, which represents the weighted mean of a number of 

different initiation of movement-Formulae.  [12], [16]. 

The depth at which this velocity occurs is h . The corresponding wave length is A . The first order 

wave representation of the orbital velocity can now be used to obtain a value for h /A , whereafter 

it follows that : 

ht * xo ^ tanh (2lT(x^) > ••• (2-21) 

In the case of irregular wave attack the significant wave height should be used for the computation of 

(h l\  ). Finally, with the aid of equations (2.18), (2.19) and (2.21), it follows that : 

6 - h i- h ... (2.22) e   e   o 
6 = h + h ... (2.23) o   m 
6\ - h - h ... (2.24) 
c   c (see Figure 1). 

2.4.2 Equilibrium profile characteristics    (refer to [14] and [13]) 

The computation of the equilibrium length W. is subdivided into two parts, viz. : 

(1) the computation of a reference value W (»W. at the still-water level), and 

(2) the computation at all other locations in the D-profile of the ratio W./W . 

IV  (!) ,   ,,       ,.3 „ 1.06 „ 0.39 , 1.51 x 10 D,._    H , A 
m_ ^ 2   • 0.11 x 10"J (=2) ...(2.25) 
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w    -   J- r 2m r 

In the case of irregular wave attack* equation (2.25) is rewritten as 

1.21 * 103D '-06  (H )0:39 

 50     o'sign + 0.22 x 10 
(H ) . o sign 

(2.26) 

(2.27) 

(2) 

wi 
N    - 0.7A    + 

r               r 

where 
6,.   - h 

.             1L         O 
Ar 5  

and b - ("o ; A fo ; Ar < 0 

(.1 ; A" > o 

(2.28) 

(2.29) 

(2.30) 

With the aid of equations (2.25) - (2.30) above the form of the equilibrium D-profile,  measured rela- 

W  [2.1 z -(1.4 + 2Q) z + P (1 - 2z)(h 

EP (z2 - z) (h - z)E_1 + (2Q - 0.7)] 

h IS 

3.97 x 107 b D5p 

1.36 x 10 D, 50 

. (2.31) 

. (2.32) 

. (2.33) 

. (2.34) 

. (2.35) 

. (2.36) 

The equilibrium slope  a  of the deposited material in the transition area  can be found from the 

equation of Eagleson et al [ 6] : 

AZt 

V - SE; - (2-37) 

ALt «= 42.73 ^ XQ[ln (0.01335 - 0.0161 |~) + 0.7271 (j~)2 

+ 1.206 (j~)  - 1.50] 
0        <hm + AZt)/Ao ... (2.38) 

where AZ is a depth increment and AL is the horizontal distance in the equilibrium depositional 

profile between the depths bracketing AZ , 

The values of the schematized recession of the baakshore  (W ) and the schematized growth of the tran" 

sition area  (W )   can be found by drawing up equations for : 

(1) the conservation of mass (re Figure 7a) 

(2) the geometrical form of the equilibrium profile (re (Figure 7b),  and 

(3) the distribution o£ the sediment in the transition area at equilibrium (re Figure 7b). The 



1118 COASTAL ENGINEERING-1976 

reason why three equations are necessary to solve for the two unknowns W and W , is that 6  (see 

Figure 7a) is also an unknown. 

2,4.3 Coastal constants  (see [17]) 

At the elevation where 6.. - 0.56, the value of s . approximates s  very closely, s  is given by : 

"50 
exp [10.7 - 28.9 {<v5r>r^ft*fT 

079 
... (2.39) ym   T 

where (H )_~ is the median deepvater wave height and (H ) ,  is the significant deepwater wave height. 

sign ' 

o 50 " ' '*" "" °~ "o'sign 
In the case of regular wave attack, both (H )c„ and (H ) .  are replaced by H . 

" o DU     o sign o 
With the aid of section 2.2, step (5), it follows that : 

e    f 

with as a result 

"hi* <»2-»l>l.J H (2.40) 

ii„«,i62< 
ym 

1 i, 
&i - yi>» 

bm 

V ' ^ We + <^> Ht 

) .  - W. - (L, - L,). 

<•*•> - yt>. 
-] t- 

<-y-> - y,hn 
..   (2.41) 

.. (2.42) 

.. (2.43) 

Subscript m refers to middepth (6.. - 0.56) and subscript o refers to time t - 0. 

The characteristic quantities K . and K . can now be found from equations (2.12) and (2.13) respectively. 

2.4.4 Mobility number 

(for a more detailed description of the mobility number and the following equations, reference should 

be made to [15] and [17] ). 

(F.)   . { HE rt 

i • ! <• 

i     i 

h y s    35' 

«.7», 

J, 
18 log (ifi)} 

18 log (1^)] 
35 I  . 

1    a -0.194 
exp ( -5.977 + 5.213 (j£)    ) 

(if £'. > 0.3 ; f . - 0.3) 

), 

... (2.44) 

... (2.45) 

... (2.46) 

... (2.47) 

... (2.48) 

... (2.49) 

... (2.50) 
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r     * hydraulic bed roughness 
A 

- 25 A t—) ... (2.51) 
r A 

1 (See Figure 8) 

a is the orbital excursion at the bed, A is the ripple height and X is the ripple length. 

n     - 1 - 0.2432 In (D )        (with 0 <n < 1) ... (2.52) 

g A 1/3 
Dgr    - <-f>        D35 ••• (2-53) 

D_c    = particle diameter which is exceeded in size by 65% (in weight) of the total 
sample. 

rregular 

(2.44) - (2.50). 

2.5    Computational Method 

The computation of time-dependent profile changes  (Y.   )  and onshore-offshore sediment transport rates 
ft 

S  .   ,  as well as of integrated onshore-offshore transport rates  (J     S   .    dt)  up to any time t, can 

all be performed by using the following simple procedure   : 

1) compute  the equilibrium condition^ 

2) compute the value of the fraction f    as a function of time with the aid of section 2.4, 

3) combine  I)  and 2)   to predict time-dependent conditions. 

In the case of profile-prediction* the location of the equilibrium profile can be predicted, because 

the initial profile is given and the equilibrium profile form as well as the values W and W can be 

computed from section 2.4.    The position Y.    of the profile at elevation Z.  and time t is  then given by; 

Y.       •»    Y.     + f     (Y.     - Y.   ) ...   (2.54) 
it i<"> t 10 1°°' / r.- n\ (see Figure 9) 

In the case of transported-^)olume prediction the total volume of transported material up to time 

t a oo (v >OT) can be computed from equation (2.10) by putting t s °°, whereafter V . , the total v< 

of sediment transported past the location in the profile with elevation Z., can be computed from 

yit   ^t yi» ... (2.55) 

The onshore-offshore sediment transport rate at location i can also be found in terms of V  ,m and f    : 

...   (2.56) 

3.  LONGSHORE SEDIMENT TRANSPORT 

3.1 General 

Longshore sediment-transport conputations can be used, either to gain an insight into the overall 

sediment budget  of an area, or to study detail problems  (such as deposition of sediment in an entrance 

channel to a harbour). The total sediment load at various  locations  will be needed in the first case, 

whereas the vertical distribution of sediment load  (and specifically the division between bed and 

total load) will also be needed in the second case. 

The available formulae for the prediction of longshore sediment transport rates can be classified into 

two groups, viz. : 
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(1) overall predictors,   such as the SPM-formula  and the Ga.lvin-formu.la>  and 

(2) detail predictors,   such as the Bijker-formula  and the analogous SWANBY-method. 

When a prediction of longshore sediment transport rates has to be made, it is useful to perform the 

computations with two or more of the available formulae, and to base the final prediction on  the out- 

come of all the results  obtained. In this chapter a detail-predictor method (SWANBY) will be described 

in detail, as well as a modified version  of the SPM-predictor, which is used to back up the detail- 

predictor results. 

3.2 Overall predictors 

Although the overall predictors are by definition only applicable in areas with negligible longshore 

gradients, and cannot be used to obtain reliable estimates of the longshore transport rates in areas 

with strong longshore tidal flow, they can be useful in assessing the overall longshore sediment bud- 

get in an area. As such they can be used in conjunction with the detail predictors. 

The SPM-formula, which relates the overall longshore transport rate S    to a quantity resembling 

the longshore component of the wave-energy flux, is the best-known overall predictor available..This 

SPM-relationship can be rewritten to read : 

K+«+    "    MT <Hn>Lc 
K5 sin K  cos 6K> -•• <3.1) xtot    o    o rms r    b    b       (gee [ig]) 

where K is the refraction coefficient, 8, is the angle between the wave crest and the shoreline at 

wave breaking, and K is a coefficient which is assumed to be constant. 

However, as lighter material will be transported more readily than heavier materials under the same 

wave conditions, it is to be expected that K will be a function of the grain size of the bed material. 

A re-evaluation of the data given in [19] and [ 3] yielded Figure 10, from which a clear tendency can 

be seen for K to vary with grain size. Although a steeper curve is to be expected intuitively, the 

data suggests K to vary as : 

<->cr\    ~*   ' »u* \\n\\ . ..    (3.2) 

"50 50 

Equations (3.1) and (3.2) are normally used to back up computations performed with the detail predic- 

tor, which will be described in section 3.3. 

3.3 Detail predictors 

3.3.1 Underlying principles 

In 1966 Bijker [ 2] published a method for the computation of the longshore sediment transport at any 

specific location in the coastal environment, which constituted a major breakthrough in Coastal Engin- 

eering. Bijker assumed that it will be possible to use, in the coastal environment, a sediment trans- 

port formula which had been developed for uniform flow conditions, provided that the shear stress 

terms in the chosen formula are adapted to incorporate the effect of the wave action. He chose as 

basis for this adaptation the formula of Frijlink, which was at the time a much-used formula in river- 

flow problems in the Netherlands. Although the resulting Bijker-Frijlink equation sometimes yielded 

unrealistic results, it has been used since then with a reasonable amount of success in numerous 

applications in the coastal environment. However, the insight into the fundamentals of sediment trans- 

portation under wave action has increased over the past decade. Furthermore, various evaluations of 

the available predictor methods revealed recently ([5], C 71» [181, [201) that there are more reliable 

methods for the computation of sediment transport under uniform flow conditions than the Frijlink- 

equation, which can also be used over a wider range of boundary conditions.  Therefore, a new pre- 
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dictor method was developed by Swart [15] under the auspices of the Coastal Sediment Group of the 

Dutch Applied Coastal-Research Programme, for application in the coastal environment. 

The basic differences between the new technique (called the SWANBY-method) and the old Bijker-Frijlink 

approach will be discussed below. 

(1) The Frijlink-formula, used in the original approach, is a bed load formula. The total load was 

computed from the bed load by adding the suspended load, as computed with the aid of the Rouse/ 

Einstein description of the vertical distribution of suspended sediment. The thickness of the bed 

layer is in such an approach an important parameter in the determination of the total load. Due to 

the uncertainty in the definition of the layer in which the bed load takes place, it will be more con- 

venient to choose a total load formula as basis for computations in the coastal environment.  If 

necessary, a definition can then be made of a bed layer thickness, and the amount of sediment trans- 

ported in that layer can be computed. 

(2) Various comparative investigations [ 5], [ 7]> [18], [20] > showed that the two most reliable 

total load formulae available for uniform flow conditions, are those of Engelund-Hansen  and Aokera- 

White.    Both these formulae give comparable results over a wide range of boundary conditions, the 

only exception being cases where the sediment transport rate was low (near initiation of motion).  In 

such cases the Engelund-Hansen method over-predicted  the transport rates, where Ackers-White showed 

a good comparison. Engelund-Hansen will  thus not yield proper scale relationships,   that can be used 

for the scaling of three-dimensional small-scale models. For the above-mentioned reasons the Ackers- 

White approach Was chosen  as the basic theory, which was to be adapted for use in the coastal environ- 

ment. 

(3) When evaluating the shear stress at the bed due to combined wave and current action, Bijker 

assumed the orbital velocity u , at the edge of the viscous sublayer to be : 

where        p   » constant * 0.45     (see [ 2]) 

It is, however, to be expected that the effect of the wave motion on the shear stress will vary with 

a variation in the flow regime at the bed.  Jonsson [ 9] defined the flow regime at the bed in terms 

of the ratio a /r where r is the hydraulic bed roughness and a the maximum wave particle excursion 

at the bed.  Using Jonsson's work, it can be shown that 

V  " PJ,Uo Si" ^ ••• (3,4) 

f
w * 

where p,  -  (—~) ... (3.5) 

C     is the Chezy-roughness value and f  is the wave friction factor, 
h ° w 
In the SWANBY-approach equation (3.4) was used instead of equation (3.3). 

(4) In the Bijker-Frijlink approach the hydraulic bed roughness was taken equal to one-half the ripple 

height. A subsequent study [15] has shown the relative roughness (r/A ) to vary with the ripple steep- 

ness Ar/Ar (see Figure 8).  This was used in the SWANBY-theory.  It was shown in [15] that the thick- 

ness of the layer near the bed in which vortices (filled with sediment) are formed and diffused, is of 

the same order of magnitude as the hydraulic bed roughness r.  The thickness of the layer in which bed 

load takes place was thereafter also assumed to be equal to the hydraulic bed roughness r. 

(5) A comparative study of the various methods for the computation of the vertical distribution of 

suspended sediment (c /c ) in the coastal environment [15]showed that there is little difference 
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between the prediction of c /c by various theories. The beet correlation  with data covering a wide 

range of boundary conditions in the coastal environment was, however, obtained with a theory in which 

the diffusion coefficient  fop spUds e was assumed to vary linearly  over the depth. The correspond- 

ing variation in c /c is ; 

c        -b. 
r - (f )     l ... (3.6) 
r 

where b, is a constant for each specific suspended sediment distribution over the depth. 

With the assumption of a logarithmic variation in velocity over the depth, equation (3.6) yields an 

expression for the amount of suspended sediment which is transported, which is easier to apply than 

any of the other  approaches tested. Due to these reasons it was decided to use equation (3.6) in the 

SWANBY-methoQ instead of the Rouse/Einstein approach. 

In Figure 11 longshore sediment transport rates, measured in a small-scale model, are compared with 

predicted transport rates, as given by the Bijker-Frijlink and SWANBY. (Adapted Ackers-White) formulae. 

It is obvious that the SWANBTf-method shows the better comparison with the data. 

3.3.2 Predictive equations 

The equations needed for the application of the SWANBY-method for the computation of the longshore 

sediment transport, will be given below. 

total load 

The total longshore sediment transport S  (bed plus suspended load) at any specific location is 

given by ; 

i       ch n "n  r        m 
S  = C-r^-) D„c v (-T) I -^  fr  - A} ... (3.7) 
xt   1-p  35    i   wc Am   wc g A 

where (-r^-) - determined by the porosity of the bed, normally taken <=  1.45 and v -  uniform current 

velocity in the longshore direction. The values of C. , I  , F  and n are defined in section 2.4.4 J b h' wc  wc 
(equation (2.44), (2.46) - (2.53) ).  Furthermore 

m  = 2i« +  1.34 ... (3.8) 
gr 

A  = 2il3 + 0<u <4 (39) 
D * 

C  = exp { 2.86 In (D ) - 0.4343 (In (D ) )2 - 8.128} ... (3.10) 
gr gr 

The hydraulic bed roughness r is related to the ripple dimensions as given in equation (2.51). The 

ripple dimensions can either be knovm from observations or be computed from one of the available 

methods (for instance[ll] and [15] ). 

bed load 

The bed load can be computed from equation (3.7) and points (4) and (5) in section 3.3.1 above, viz. : 

xb 

\ 
1^  - (, 1 b ) (1 - b, (.—)       ' )  for b i  1 ... (3.V2) 

A. 1-b, 
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0.41 (1-b,)"2 [(l-b,) {(£)  ' In (M) - 3.4} + ''{!-<£)  '}] for b, * 1 

... C3.I3) 

0.96   0.013 (— ) 
bi   "  '-05 <r^—}      (i> *WC ••• (3'I4) 

kwc 

3.4 Representative wave height 

The single representative wave,  which will yield the same resultant longshore sediment transport as 

the complete wave spectrum  in the case of irregular wave attack, will again be a function of the 

boundary conditions. By assuming (1) a Raleigh-distributed wave height spectrum, and (2) the super- 

position of the transports generated by the individual waves in the spectrum, a representative wave 

height  H was computed for the SWANBY-detail predictor in the same manner as in Chapter 2. 

A design curve is presented in Figure 12, whereby it becomes possible to determine the representative 

wave height  H in terms of the rms - wave conditions. The representative height varies between the 

median wave height (H„fi) and the significant wave height (H .  ), with a tendency towards H .  at the 

lower transport rates. Seeing that the lower waves in the spectrum will not transport sediment as 

readily in cases near the initiation of motion, this tendency is to be expected. 

The single representative wave height for the SPW-overall predictor is by definition the rms wave height, 

4,  APPLICATION 

4.I General 

Normally the losses from an area which had been replenished by a beachfill, can be estimated by using 

methods which are based on the grain eize distribution  of the borrow  and native material  only. The 

three most-used formulae in this category are those of Krumbein-James   [10], which is suggested for use 

in the Shore Protection Manual [19], Dean  [   4] and James  [   8]. 

The Krumbein-James and Dean methods predict an overfill ratio,   i.e.   the ratio between the volume of 

sediment  that has to be placed  in order to retain the design volume and the required design volume 

of sediment in the fill.  The Krumbein-James method assumes some portion of tlte borrow material (which 

has the same grain size distribution as the native material) to be absolutely stable and to stay on 

the beach indefinately, whereas the rest of the borrow material will be lost. The Dean-method, on the 

other hand, assumes that the borrow material which is coarser than the native material will not be 

lost. 

James assumes that no material is absolutely stable, and that fine material is less stable than coarse 

material.  He then computes a relative retreat rate,  which is basically the ratio between the loss 

rate  of the borrow material in the fill and that of the native material in the original beach profile. 

In order to allow the comparison of the losses, as predicted by the techniques described in this paper, 

and those given by the above-mentioned three beachfill methods [10], [ 4], [ 8], the following two 

definitions were made : 
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(AS),     + (A S ). 
Overfill Ratio  (SEGAR) ?  borro" * borrow 

V
fill 

and 
(AS),     + (A S ), 

Relative Retreat Rate  (SEGAR)  -    y borrow ' x borrow 
Ka  Vnative  ta Vnative ... (4.2) 

where (A S ) and (A S ) are the losses in the offshore and longshore directions respectively, and y        x 
V .  is the volume of sediment placed in the beachfill. When computing (AS) it should be kept in 

mind that the dimensions of the transport rates S in chapter 2 are m /m/s, while those in chapter 3 
3 ^ 

(S ) are m /s.  In equations (4.1) and (4.2) sediment is considered lost when it moves out of the area 

in which it was placed, i.e. that volume of sediment which has to be replaced in, for instance, an 

annually recurring replenishment.    Due to the fact that the sediment moved in the offshore direction 

will eventually build a new equilibrium condition, which will conform to the borrow material and the 

wave climate, the annual losses, i.e. the required recurring replenishment, as characterized by equa- 

tions (4.1) and (4.2), will gradually diminish with time.  The present calculations only show the 

losses during the first replenishment period. The longshore losses were computed by both the SWANBY- 

detail predictor method and the SPM-overall predictor, whereafter a representative loss was computed 

from these two figures. 

Due to the fact that both the overfill ratio (SEGAR)  and the relative retreat rate  (SEGAR)  are time- 
dependent, a time-duration of 10 days was chosen as basis for the comparison, during which time one 

wave condition took place. When doing an actual beachfill design, the wave conditions in an average 

year should be applied consecutively  to the gradually developing profile. 

4.2 Beachfill oharacteristics 

A typical beach profile for Natal (situated on the South African east coast) was taken as the initial 

profile for the computations. The geometry of the initial profile and the two beachfills, as well as 

the grain size characteristics, are given in Figure 13.  As can be seen, six different cases result, 

viz. a,     - 1/10 and 1/5, each with Dcn « 200 x 10~ , 5Q0 x 10  and 1000 x 10~ m.  It was assumed borrow 50 
that the beachfill has a longshore length 1 = 1000 m, and is situated in an area with no updrift 

supply of sediment. No gradients initiated by the placing of the fill itself, will be considered, i.e. 

edge effects at the longshore extremities of the fill will be neglected. 

The wave condition in the area was taken to be : 

(H ) .   - 2 m ; T - 10 s ; 8 * 5° . o'sign b 

4.3 Discussion of results 

The computed losses, as given by the various methods, are represented graphically in Figure 14. The 

following general observations regarding the results are relevant : 

(1) The beachfill methods of Krumbein-James, Dean and James are all independent of the profile geo- 

metry, whereas the Krumbein-James and Dean methods are also independent of the wave climate.  In the 

James-method the wave climate can perhaps be included via the choice of the measure of selectivity of 

the sorting process A (as defined by James [ 8]). Both the wave climate and the profile geometry do, 

however, influence the losses. Consequently, the above-mentioned three methods can only be used to 

obtain comparative results for various possible borrow materials. 

(2) If all the consecutive wave conditions in an average year are taken into account, the resultant 
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losses will be lower than those given by the higher waves only, due to the fact that the lower waves 

will initiate an onshore  sediment movement. 

(3) Both the relative retreat rate (as given by James) and the overfill ratio (as given by Krumbein- 

James and Dean) are equal to unity in the case of a borrow material which is identical  to the native 

material. The method presented in this paper (called the SEGAR-tnethod) yields higher values of both 

the relative retreat rate and the overfill ratio (of approximately 2) in the case where the native and 

borrow materials are identical. This higher loss rate seems logical, seeing that the initial profile 

with fill is steeper than the initial profile alone (see Figure 13). Offshore losses will thus in- 

crease (re chapter 2). 

(4) The relative retreat rates predicted by the James-method are appreciably smaller than those pre- 

dicted by the SEGAR-method, for all values of D5Q except D-- - 200 x  10" m. A study of the original 

paper by James reveals that if A « 1.0 as suggested in [ 8],  the relative retreat rate is actually 

< I for 330 x 10  m < (Dcn)h     
K 1000 x 10 m, which is unfeasible from a physical viewpoint. 

For (Dcf,).     < 200 x 10 m, on the other hand, the relative retreat rate R, increases drastically 

to completely unrealistic values (for instance, for 0.. - 100 x 10 m; MJ, - 3.23, o^ - 1.08 :- 

R. - 6.8 x 10 if A - .6 and R. - 9.2 x 10 if A - 1.0). As was already pointed out by James [ 8], 

the relative retreat rate is very dependent on the value of A. As A is mostly unknown, this repre- 

sents a serious restriction in the applicability of the theory. 

soundest physical background of the two methods. 

(6) The SEGAR-method described in the present paper can, if necessary, be used to obtain the relative 

losses in the offshore and longshore directions respectively, as the transports in both these direc- 

tions are already computed. This is not possible for the Krumbein-James [10], Dean [ 4] and James 

[ 8] methods. 

4.4 Concluding remarks 

Although the SEGAR-method, which takes into account the local wave climate and the geometry of the 

beachfill, is more complicated to apply than the other three beachfill methods [10], [ 4] and [ 8], 

it yields results which seem to be more comparable with the known prototype behaviour of a beachfill 

area, than the results given by [10], [ 4] and [ 8]>  It is accordingly suggested that the SEGAR- 

method is used for beachfill design. Back-up computations, yielding comparative results only,  of 

both the relative retreat rate  and the overfill ratio,  can be made by using the James-method  (provided 

that an appropriate choice of A can be made) and the Dean-method  respectively. The Krumbein-James 

method generally over-predicts the overfill ratio, and is not recommended for use. 

Predictor techniques have been presented, whereby it is possible to compute onshore-offshore  and 

longshore sediment transports  respectively. These respective techniques can be used in combination 

to compute sediment losses in numerous applications. One such application, viz. to a beachfill problem, 

was described in detail. The results were shown to be realistic. 

A comparison of computed results with actual field measurements  at a beachfill location will be the 
logical next step in the testing of the techniques. 
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Figure 4 : Time- and depth-variation of measured fractions f. 
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Figure 11 :  Comparison between measured and computed longshore transport rates 
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CHAPTER 67 

LONGSHORE TRANSPORT PREDICTION — SPM 1973 EQUATION 

Cyril Galvin1, M. ASCE and Philip Vitale2, A.M. ASCE 

ABSTRACT 

The 1973 Shore Protection Manual (SPM) predicts longshore 
transport rates that are 83% higher than its 1966 predecessor, 
for the same wave conditions.  This upward revision is the re- 
sult of concurrent increases due to (1) deletion of all labo- 
ratory data used to establish the 1966 prediction, (2) addition 
of Komar's (1969) field observations, and (3) limiting energy 
flux values computed from previously unused data obtained at 
Santa Barbara (Johnson, 1952).  A derivation based on conser- 
vation of energy shows that P. is the longshore component of 

the energy flux confined between two wave orthogonals spaced 
a unit distance apart in the longshore direction, and that a 
term previously identified as the onshore component of energy 
flux is identical with the total energy flux in the direction 
of wave travel between these orthogonals.  Use of submerged 
weight transport rates has no engineering benefit at the pre- 
sent time because:  (1) all available data are in terms of 
volume rates, (2) conversion to submerged weight requires es- 
timates of the void ratio and sand grain density which have 
been assumed constant in practice, and (3) the engineering 
problem needs volume rates which would require reconversion 
back to volume rates if an immersed weight prediction were 
established. 

INTRODUCTION 

Energy flux method.  Experience indicates that the best 
way to predict longshore transport at a given site is to adopt 
proven values from nearby sites, or to estimate values from 
surveyed changes in sand volume at suitable places along the 
shore.  However, such data are often not available.  In the 
absence of actual field-based estimates, the recommended pro- 
cedure is to use the energy flux method. 

The energy flux method empirically relates longshore trans- 
port rate, Q, to a computed variable called the energy flux 
factor, P»„, by an equation of the form: 

Q = K P*s (1) 

xP.O. Box 623, Springfield, Virginia 22150 
2CERC, Kingman Bldg., Fort Belvoir, Virginia 22060 
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1134 COASTAL ENGINEERING-1976 

The energy flux factor depends on some combination of wave 
direction, height, and period. The coefficient of propor- 
tionality, K, is empirically determined. 

The relation between Q and P  has been published in 

many forms, with wide variations in the suggested value of 
K.  This paper compares two published versions of equation 
(1): the SPM and TR4 versions. (SPM is the "Shore Protec- 
tion Manual" of the Coastal Engineering Research Center 
[CERC], U.S. Army Corps of Engineers.  SPM replaces the 
CERC Technical Report Number 4 [TR4], "Shore Protection, 
Planning and Design".  SPM has been issued under two dates 
[1973, 1975], but both editions are identical for the mate- 
rial referred to in this paper. The third, and final, edi- 
tion of TR4 [1966] is used for comparison with SPM.) 

Units.  The units in this paper are those used in SPM. 
The longshore transport rate, Q, is a volume per unit time, 
reported as cubic yards per year (yd3/yr).  This rate mea- 
sures volume of beach sand in place, including voids.  This 
is the volume rate of importance in beach erosion and shoal- 
ing studies. 

The other side of equation (1) is the energy flux fac- 
tor, P  , a power per unit length of shoreline, reported here 

as foot - pounds per second per foot of shoreline (ft - lbs/ 
sec/ft).  The proportionality constant, K, has units to balance 
the equation (yd3 - sec/lb - yr). 

It is believed that these units give the most effective 
engineering formulation at the present time.  A later section 
of this paper discusses the applicability of immersed weight 
rates of transport instead of volume rates, and the physical 
meaning of the longshore energy flux factor. 

To convert the volume rate and the energy flux factor 
units of this paper to their metric equivalents, the follow- 
ing conversions are required: 

Q:  1 yd3/yr = 0.76 m3/yr (2) 

P  :  1 ft - lb/sec/ft = 4.45 newton-m/sec/m (3) 

Purpose.  The energy flux prediction in SPM (Figure 4-37 
and equation 4-40 on pages 4-100 and 4-101) replaces the ener- 
gy flux prediction in TR4 (Figure 2-22, page 175).  A compari- 
son (Figure 1) between the two versions shows that the SPM pre- 
diction yields transport rates that are 83% higher than those 
in TR4, for the same wave conditions. 

The purpose of this paper is to document the reasons for 
this significant upward revision of the predicted longshore 
transport rate. 
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FIGURE 1.  UPWARD REVISION OF LONGSHORE TRANSPORT PREDICTION 
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THEORY 

For a field engineer applying a design curve to predict 
longshore transport rate, the background behind the curve is 
usually not of immediate interest.  However, sooner or later 
questions arise about the method, or about the relation be- 
tween the energy flux method and the apparently different 
methods available from other sources.  For this reason, the 
following sections describe the basic theory behind the ener- 
gy flux method and how it relates to the immersed weight rate 
of transport. 

Derivation of P._.  The energy flux factor, Pf_» is a 

quantity related to the power, P*, supplied by the waves to 
the coast.  The equation for P*, from small amplitude wave 
theory, is 

P* = C E (4) g 

where C  is the group velocity of the wave and E is the energy 

density.  Group velocity is related to wave speed, C, by 

C = nC (5) 

where n is a factor that has a value of 1/2 in deepwater and 1 
in shallow water.  The energy density depends only on wave 
height, H 

E = yH2/8 (6) 

y  is the weight density of water. 

The power, P*, is in units of energy per second per unit 
length along the wave crest (ft - lb/sec/ft).  In general, the 
value of P* will change as the wave travels to shore.  A point 
on a wave crest moving from deepwater to the shore describes a 
curved path that gradually approaches perpendicular to the 
bottom contours and the shoreline (Figure 2).  This path is a 
wave orthogonal.  Conservation of energy, according to the 
small amplitude wave theory used to obtain equation (4), re- 
quires that no energy can cross through a wave orthogonal, so 
that between any two orthogonals, the total wave power is con- 
stant in the direction of wave travel.  Total wave power is 
the product of P* and the length, w, along the wave crest be- 
tween the orthogonals.  Thus, from conservation of energy, with 
symbols from Figure 2, 

w„ P* = w P* (7) 
O  O    i  i 

For the remaining steps of the derivation, it is necessary 
to assume that the bottom contours are straight and parallel, 
although not necessarily evenly spaced.  If this is the case, 
then for a given wave condition, any wave orthogonal has exactly 
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FIGURE 2.  WAVE ORTHOGONALS EVENLY SPACED IN LONGSHORE 
DIRECTION OVER STRAIGHT, PARALLEL, BOTTOM CONTOURS 



1138 COASTAL ENGINEERING-1976 

the same shape as any other.  Thus, if the longshore distance 
between two orthogonals is b at the shoreline, then the long- 
shore distance between those orthogonals remains b at any dis- 
tance from the shoreline (Figure 2). 

This constancy in longshore spacing, b, between ortho- 
gonals allows getting rid of the variable distance, w, in 
equation (7), since 

w = b cos a (8) 

where a  is the angle between the wave crest and the shoreline. 
Thus, the total wave power between wave orthogonals becomes 

Total Wave Power = b P* cos a (9) 

Divide both sides of equation (9) by b and set b equal to 1 
foot.  Equation (9) then becomes total wave power per unit 
length or shoreline, given as P 

P = P* cos a (10) 

P and P* are both power per unit distance, but the unit distance 
is the longshore spacing between orthogonals in the case of P 
and a distance along the wave crest in the case of P*.  From 
energy conservation (equation [7]) , the value of P defined by 
equation (10) is a constant that does not change along the wave 
path.  Equation (10) for P is formally identical with the equa- 
tion (7.2.5) of Longuet-Higgins (1972) for his F which is 

called the "onshore component of the energy flux" (Longuet- 
Higgins, 1972, p. 210).  However, the derivation just shown in- 
dicates that P (or F ) is constant in the direction of wave 

travel, rather than in the onshore direction. 

At any point along the wave path, the wave power per unit 
shoreline has a magnitude (P) and a direction (a), and there- 
fore P can be broken into components.  The longshore component 
is 

P  = P sin a (11) 

from Figure 2.  Since a will change as the wave refracts while 
P remains constant, it is evident that P varies along the wave 

path.  Equation (11) can be rewritten using equations (10), (4), 
and (5) and a trig identity to get: 

P. = h  C E sin 2 a (12) 
i g 

Longuet-Higgins (1970, p. 210) has stated that P  has no 

obvious physical meaning, and that it should be banished from 
the literature. However, according to the derivation of this 
paper, P has a physical meaning:  it is the longshore component 
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of the energy flux between two wave orthogonals spaced a unit 
distance apart in the longshore direction. 

Since P. has units of energy per second per foot, it is 

called a longshore energy flux. The basic assumption behind 
the energy flux method is that the longshore transport rate, 
Q, depends on P, evaluated at the outer edge of the surf zone 

where the waves break.  This evaluation requires approximation, 
since wave breaking is outside the linear wave theory used to 
develop the equation for P .  To indicate the approximation in- 

volved, the subscript s (surf zone) is added to P., and equa- 

tion (12) is written 

P£S m   h   Cb Eb Sin 2ab (13) 

The subscript, b, indicates evaluation of the group velocity 
(equation [5]), energy density (equation [6]), and wave direc- 
tion (a), all at the breaker point. 

The appropriate height to use for H in the energy density 
equation (6) is the root-mean-square height.  However, by cus- 
tom, most coastal engineers use the significant height which 
is proportional to the rms height.  Because of this and other 
approximations, the term P  is described as the "energy flux 

factor", and in effect, it is calibrated for significant wave 
height. 

Equation (13) has been formulated in explicit terms using 
wave direction, height, and period (SPM, Table 4-8, p. 4-97). 
These and other relations are the subject of a separate report 
in preparation by the authors which has as its aim a complete 
documentation of the energy flux method. 

The derivation presented above benefited from the work by 
Walton (1972) and Longuet-Higgins (1970). 

Immersed Weight.  From a scientific viewpoint, a number 
of investigators (Bagnold, 1963; Komar and Inman, 1970? Longuet- 
Higgins, 1972) recommend using the immersed weight rate of 
transport, I , rather than Q.  The immersed weight rate leads 

to a dimensionally homogeneous equation with a dimensionless 
coefficient, instead of the peculiar units that K has in equa- 
tion (1).  The immersed weight is related to the volume rate 
by 

1%   = a'A y Q (14) 

where a' = volume solids/volume sand in place and A y is the 
difference in specific weight between sand grain and water. 
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In practical application, the immersed weight formula- 
tion does not now improve the engineering prediction.  The 
required engineering quantity is a volume rate of sand in 
place (Q), and all the existing data were originally measured 
in terms of Q, or in Q.equivalents.  Therefore, in order to 
develop the immersed weight formulation from existing data, 
it is necessary to estimate values of a' and A y  and convert 
Q values to I by equation (14).  Then, to use the immersed 

weight formulation to solve a problem, one must reverse the 
procedure and convert back to the required Q. 

Available data have led those investigators who have 
worked with I. to assume that both a' and A y  are constants. 

To the extent that this is a fact, I is directly proportional 

to Q, independent of any other variables. If this is the 
case, nothing is gained toward an engineering solution by 
using I , and something may be lost since the procedure would 

add two unnecessary calculations. 

It appears fairly certain that most sand grains on beaches 
with longshore transport problems are quartz, so that specific 
gravity in equation (14) is not expected to vary very much.  It 
is less certain that the porosity of the littoral sands is 
effectively constant.  The I  formulation will be necessary 

if future work on the soil mechanics of beaches shows that 
average a' varies significantly from one locality to another. 

EVOLUTION OF ENERGY FLUX PREDICTIONS 

The initial application of what has become the energy 
flux method to predict longshore transport rate appears to 
have been made by the Los Angeles District, U.S. Army Corps 
of Engineers in the 1940s (U.S. Army Corps of Engineers, Los 
Angeles District, 1948; Eaton, 1951). 

Since then there have been a number of empirical equa- 
tions that relate volume longshore transport rate to longshore 
wave energy flux.  They range chronologically from Watts (1953) 
to the present form, SPM (1973), including the six which are 
listed in Table 1.  Column A of Table 1 lists the published 
reference, column B gives the equation as presented in the 
original paper, with the original units described in column C. 
In column D, the equation is presented with the units used in 
the SPM (1973).  Figure 3 is a graphical comparison of these 
column D equations. 

Watts' (1953) equation (row 1, Table 1) was based on four 
monthly field data points collected at South Lake Worth Inlet 
in Florida.  The longshore transport rate was measured by sur- 
veying the amount of sand pumped into a detention basin at the 
inlet. P%s   (ET in Watts' paper) was computed using significant 

wave height and period taken from the analysis of the wave 
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TABLE 1.  SIX ENERGY FLUX PREDICTIONS FOR LONGSHORE 

TRANSPORT RATE 

REFERENCE 

EQUATION AS GIVEN 
IN REFERENCE, 

Q equals: 

UNITS USED IN 
COLUMN B 

-^-Transport/ 
Wave Power-*- 

EQUATION IN SPM 
UNITS* 

Q equals: 

1.    Watts (1953) 

2.    Caldwell (1956)     210(E.) 

,0.9        £df_ ft" lb 
day day ft 

yd£ 106 ft-lb 
day day ft 

11,130 (P. 

10,810 (P£s) 

3.   Savaqe (1962)      1.30 E yd3  10** ft-lb 
day day ft 

4.    TR4 (1966) yd3  10b ft-lb   4110 P 
day day ft 

5.   Das (1972) 0.000193 x 10"  E     yd3  ft-lb 
day day ft 

6090 P„ 

6.    SPM (1973) 

*SPM units given in Row 6, Column C. 

yd! ft-lb 
yr  sec ft 
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FIGURE 3.  FIVE PREDICTIONS OF Q 
FROM ENERGY FLUX (1953 - 1973) 
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records of a pressure gage installed at the seaward end of a 
pier located eleven miles north of South Lake Worth Inlet. 
Wave direction was obtained from visual observations. 

Caldwell (1956) calculated five more field data points. 
The longshore transport was measured by comparing successive 
sets of surveys of the beach along the 11,000 foot study area 
immediately south of the jetties at Anaheim Bay, California. 
P   (E. in Caldwell's paper) was calculated from wave records 

of a step resistance wave gage installed on the seaward end 
of the Huntington Beach Pier, located about six miles south 
of Anaheim Bay. Wave direction was obtained from wave hind- 
casting and wave refraction analysis using synoptic weather 
charts. The equation in row 2 of Table 1 was determined by 
Caldwell using his five and Watts' four data points. 

Savage (1962) added numerous laboratory data points to 
those of Watts (1953) and Caldwell (1956) to produce a curve 
described by the equation in row 3 of Table 1.  This relation 
was eventually presented as Figure 2-22, page 175 in TR4 (1966), 
the only change being in P.  units (E in Savage [1962] and TR4 

[1966]) as is shown in column C of Table 1. 

Das (1972) added field data points from Komar (1969) and 
Moore and Cole (1960) to those used by Savage (1962) to obtain 
the equation in row 5 of Table 1.  However, in determining this 
equation. Das deleted those laboratory data based on experi- 
ments with lightweight sediment. 

As can be seen in Table 1, Watts and Caldwell used P. 

raised to a power less than 1 (0.9 and 0.8 respectively). 
The other references showed linear equations in P  .  Das, in 

unpublished work leading to his 1972 paper, found no statis- 
tical advantage to using a power equation if the linear co- 
efficient is chosen correctly. 

Figure 3 shows that, in the range of the most commonly 
occurring values of longshore transport rate (105 to 106 yd3/ 
year), Watts' (1953) prediction comes closest to the curve 
now given in SPM (1973).  In this range of transport rates, 
both Watts and SPM predict the highest values of Q for a given 
P.s, of the six equations in Table 1.  It is interesting that 

Watts' (1953) was the earliest equation; SPM (1973) the most 
recent. 

CHANGE FROM TR4 TO SPM 

Although the difference between the SPM curve and the 
early curve of Watts is small, the difference between SPM 
and its immediate predecessor, the TR4 curve, is large (Fig- 
ure 3).  As shown earlier on Figure 1, the SPM curve gives a 
transport rate that is 8 3% higher than the TR4 curve for the 
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same wave conditions.  There are three principal reasons lead- 
ing to the higher placement of the SPM curve, as illustrated 
on Figure 4 and described below. 

Deletion of Lab Data.  The TR4 curve is based on nine 
field observations and 150 laboratory data points (Table 2). 
The SPM curve is based on 23 plotted field observations, but 
no laboratory data.  The laboratory data were deleted in SPM 
because additional field information had become available and 
because the numerous laboratory data overwhelmed the few field 
data in locating the curve.  The effect of the laboratory 
points is indicated by the strippled field on Figure 4. 

TABLE 2.  NUMBER OF DATA POINTS - TR4 AND SPM PREDICTIONS 

Lab TR4    SPM 

Krumbein, 1944 15 0 
Saville, 1950 9 0 
Shay and Johnson, 1951 99 0 
Sauvage and Vincent, 1954 17 0 
Savage, 1962 10 

150 
0 
0 

Field 

Watts, 1953 4 4 
Caldwell, 1956 5 5 
Komar, 1969 0* 

9 
14 
23 

*Komar's data became available after TR4 curve was 
published. 

Komar's Field Data.  The field measurements of Komar (1969) 
added fourteen data points to the curve (Figure 4).  In general, 
these field data plotted above the TR4 trend, which was heavily 
weighted by the lower laboratory results and the lower field 
data of Caldwell (1956).  Caldwell's data fall in the'lower 
part of the region identified as "Field Data, SPM and TR4" on 
Figure 4. 

Santa Barbara Estimate.  Johnson (1952) published values 
of Q, P*, and wave period for intervals of high longshore trans- 

port rates at Santa Barbara.  These Santa Barbara data have 
been identified as exceptional (M. P. O'Brien, personal commu- 
nication, 1969), but they had not previously been used with 
longshore transport predictions because the data lack wave 
direction. 
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•TR4.I96 6 

S      Field Dota, Santa Barbara 
(Maximum  P. ) 

Cg"!     Lab Data, Lightweight Sediment   . 

Lob Doto,TR4 

Field Data, SPM and TR 4 

Fdld Data.Komar, SPM 

Field Data, Moore and Cole , 
SPM 

/O' 10 10 10 '• 10' 10 10* 10 

^ ,  ft-|bs/sec/ft of beach 

FIGURE 4.  DATA DSED TO ESTABLISH SPM AND 
TR4 LONGSHORE TRANSPORT PREDICTIONS 
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In order to benefit from the Santa Barbara data, the 
equation for P., equation (12), was written as the product of 

two terms, one being P* and the other dependent only on wave 
direction. 

P4 = M P* (15) 

where 

M = cos o  sin o. (16) 

By using Snell's law, an estimated breaker depth, and trial 
and error, it is possible to get a maximum value of M (Galvin, 
1969).  Using this maximum value of M in (15) with Johnson's 
data for, P* yields equivalent values of P.  that are well above 

the TR4 curve and above even the SPM curve (Region I on Figure 
4). 

These Santa Barbara data were not plotted on the SPM 
curve (Figure 4-37 of SPM), but their existence added confi- 
dence to the placement of the SPM curve.  Since 1972 when the 
SPM curve was developed, new data have come available from 
CERC studies at Channel Island Harbor, California, which also 
support the higher curve. 

CONCLUSIONS 

1. The SPM prediction for the volume rate of sediment 
transport, Q, as a function of the longshore energy flux fac- 
tor, P  , is, in the recommended units, 

Q = 7500 P^s (17) 

This equation gives volume transport rates 8 3% higher than the 
rates from the predecessor curve in TR4, for the same wave con- 
ditions (Figure 1). 

2. The 83% increase from TR4 to SPM is due to deleting 
the TR4 laboratory data (Table 2), adding Komar's (1969) field 
data, and determining feasible upper limits for Johnson's 
(1952) previously unused Santa Barbara data (Figure 4). 

3. The recommended units for Q and P  are yd3/yr and 

ft - lb/sec/ft, respectively, or their metric equivalents in 
equations (2) and (3).  The volume rate, Q, is preferred over 
the immersed weight rate, I,, at least until an I£ curve can 

be constructed without assuming values for specific gravity 
and void ratio of the beach sands.  Even if I, can be shown 

necessary because of significant variability in void ratio, Q 
is still the variable of engineering interest. 
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4. P  has a readily understood physical meaning.  It is 

the longshore component of the energy flux conserved between 
two orthogonals spaced a unit distance apart in the longshore 
direction (Figure 2).  P  is P evaluated at the seaward edge 

of the surf zone. 

5. A review (Table 1) of six predictions of Q developed 
over a twenty-year interval indicates that the first predic- 
tion (Watts, 1953) is the one closest to the last (SPM, 1973). 
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CHAPTER 68 

SAND TRANSPORT BY WAVES 

by 

E.W.   Bijker     ,   E.   van Hijum**^   and P.   Vellinga**5^ 

1 Summary 

Sand transport parallel to the direction of wave propagation by waves of arbitrary form 

over a rippled bed has been investigated in a flume, at the Laboratory of Fluid Mecha- 

nics of the Dept. of Civ. Eng. of the Delft Univ. of Techn. The transport has been mea- 

sured by means of a special procedure which does not disturb the process. The measured 

sand transport is related to the measured wave form parameters. The results indicate 

that the direction of net sand transport depends upon the form of the waves. 

2 Introduction 

This study has been carried out with the aim to understand the onshore and off- 

shore movement of sand which determines the development of beach profiles. From 

movable bed model tests it has become clear that beach profile formation may be 

severly affected by secondary waves which, together with the primary wave always 

originate from a sinusoidally moving wave-board. Even a hardly measurable second 

harmonic free wave can cause bar formation over a horizontal bottom. Since sec- 

ondary waves are present in nature the study of the effect is of great interest 

in the understanding of beach profile development. 

3 Description of the tests 

To obtain insight into the transport phenomenon 27 tests have been conducted in 

a flume (see Fig. I) with a horizontal sand bed with a mean particle diameter of 

250 pm with different combinations of water depths, wave periods and wave heights 

as shown in Table 1. The Ursell parameter (Ur = HL2/d3) ranged from 12 to 57. 

Since the presence of secondary waves results in a spatially varying wave form, 

the wave form parameters and the resulting sand transport have been measured at 

0.50 m intervals along the flume. 

*) 

•SK) 

«j«e) 

Professor of Coastal Engineering, Delft University of Technology, Department 

of Civil Engineering, The Netherlands. 
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water depth d m 0.20 0.25 0.30 

wave  period T sec 1.50 1.70 1.90 

relative wave height Hd-1 - 0.2 0.3 0.4 

Table   1 

4 Measuring procedure 

It is very difficult to measure sand transport under undisturbed conditions. The 

use of sandtraps usually causes such a discontinuity that the upwave as well as 

the downwave sandtrap is filled with sediment. An uncovered part in the flume 

bottom however causes hardly any discontinuity and creates an excellent boundary 

condition for the balance of sand volume (see Fig. 1). 

Fig. ! A schematic illustration of the model 

An electronic bottom-profile indicator together with a recorder was used to measure 

the bottom profile along the flume. By integrating the measured profiles before 

and after the test, the sediment transport through any cross-section is known. 

The essence of this procedure is that it is assumed that the transport across the 

uncovered part is zero. To eliminate the initial effects, the t-0 measurements 

were done only after ripples of the equilibrium form were developed. Also the 

tests were finished before any secondary interaction processes influenced the 

results: disturbing processes may originate from the discontinuity at the uncov- 

ered part, while also bottom deformation may cause interaction effects on the 

wave parameters. Taking this into account, it was decided to use test durations 

between 20 and 60 minutes, depending on the transport intensity. During this pe- 

riod usually bottom elevation variations of the order of 1 mm had occurred. The 

accuracy of the measuring procedure is of the order of 0.1 mm. 

As the bottom profile measurement was done along the length of the flume and as 

the width of the flume was 0.50 m, the bottom profile was measured along the 
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center line and the quarter lines and the volume change between two cross-sections 

was found by taking the average of the three quantities. 

The sand transport rate was computed at intervals of 0.50 m. At the same cross- 

sections the wave parameters were measured: the velocity profile was measured with 

a micro propellor 1/3 d above the bottom, d being the waterdepth, and the wave 

heights were measured using a resistance type wave gauge. 

During the analyses of the test results, only the velocity profile was used when 

relating the wave parameters to the resulting sand transport, because for sand 

transport, the velocity profile is of more direct interest than the surface wave 

form, especially since in latter tests a uniform current was superimposed on the 

oscillatory motion. Furthermore with waves only the form of the velocity profile 

is about the same as the form of the wave. 

During the analyses no specific attention has been paid to the ripple pattern 

since the aim of the study is to find a relation between the wave parameters and 

the resulting transport; the ripple pattern is not an independent variable in 

this relation and as such not of direct interest in finding this relation. However, 

the ripple patterns were measured to enable comparisons with other experiments to 

be carried out on a different scale. 

5 Test results 

As described by Hulsbergen Q] and Buhr Hansen QT) the wave form varies along the length 

of the flume. When the velocity variation is analysed inharmonic components it appears 

that the variation is repititive in the same form at certain distance intervals. The 

distance is equal to the distance which is required for the primary wave (period T) to 

overtake the secondary wave (period T/2). The repetition especially appears in the vari- 

ation of the second harmonic component (see Fig. 2) . To see how this overtake length is 

related to the measured overtake length by Hulsbergen [_Q  and the theoretical overtake 

length according to Miche, the distance between two places where the second harmonic 

component u„ reaches it's maximum (L   „) is plotted against the waterdepth (see Fig. 3). 

Because of the similarity it may be assumed that the wave form variation in these 

tests agrees with the theory as described by Hulsbergen Q] and Buhr Hansen [V] . 

According to Hulsbergen [jj one may separate the u„ component into a contribution 

from the second order Stokes wave and a contribution from the secondary wave. These 

contributions can be found by taking the average of u? over an overtake length as 

the u„ ,_ ,   and the amplitude of the variation as the u„ .     ^ (see Fig. 2). 
2-stokes K 2-fontanet       6 
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amplitude   of the harmonic   components 
derived   through   fourier  analyses   (cm/sec) 
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Fig. 2 Variation of the amplitudes of the harmonic components of the orbital 

velocity with the distance from the wave generator (T = 1.70 sec, 

d = 0.30 m, Hd-1 = 0.3) 
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Sand transgort^yariation 

From the experiments it is clear that the sand transport varies with the dis- 

tance from the wave generator. Along the length of the flume sand transport in 

the direction of wave propagation alternates with sand transport opposite to the 

direction of wave propagation. For further analyses the sand transport along the 

flume is divided into the average S and the amplitude of the variation S (see 

Fig. 4). 

S (10~7 m^m1 sec) 

15 

s = 
smax-| Smin| 

2 

~ ?     Smax * 1 Sminl 

} ^ 
% \ / 

•^0"^ 

1* -h 
v 

x- S 

 ) / \ 
't^ 

1 
\ / 

s 

(• . f 

5,00 6P0 7,00 8p0 9,00 10,00 

 > distance   from   wave   generator (rn) 

Fig. h    Variation of the sand transport with the distance from 

the wave generator 

Relation between_sand_transgort_variation_and_j^a^e__forra_yariat 

To demonstrate that the variation of the sand transport corresponds with the 

behaviour of secondary waves, the overtake length (L   .) is plotted against 

the distance over which the variation in sand transport is repeated (see Fig. 

5). From this figure it is clear that the distances are about equal, hence it 

may be concluded that the variation in sand transport is caused by the occurrance 

of secondary waves. 
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Fig. 5 Overtake length of the secondary wave 

against the repetition distance of the 

sand transport variation 

6 Analyses of the results 

Mechanism 2^_^5n^_iJ52SP2Ii-^2_5?5v^ 

The sediment movement under a wave can be described as follows (see Fig. 6): 

a vortex is generated behind the ripple crest at ty  From t to t2 this vortex 

is filled with sediment. At t, the sediment of this vortex is brought into sus- 

pension and is carried backwards by the negative orbital velocity to the pre- 

ceding ripples. At to at the other side of the ripple crest, a new vortex is 

formed. At t- the sediment of this vortex is brought into suspension and is car- 

ried forwards by the positive orbital velocity, etc. 

This way a big quantity of sand is in oscillatory motion. A resulting transport 

can be caused by a small asymmetry in the orbital motion. 

In further analyses the following assumptions have been made: 

- the quantity of sand moving back and forth under oscillatory motion is pro- 

portional to Uj2. 

-* the difference between the two quantities is proportional to u2. 

- the resulting sand transport is related to the product of G^  and u^. 
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Fig. Sand movement over sand ripples 

Relating_sand_traris£ort_to the second_harmonic_com£onent^of the velocity profile 

Fourier analyses of the velocity profile shows that the value of the second 

harmonic component varies with the distance from the wave board. This variation 

can be described by the average and the amplitude of the variation. Also the 

sand transport variation with the distance from the wave board can be described 

by the average and the amplitude of the variation. Now the averages and the am- 

plitudes can be compared. 

In Fig. 7 the average sand transport S has been plotted against u.2 . u„_  , 

From this figure it is clear that the average sand transport under these test con- 

ditions is in all cases opposite to the direction of wave propagation and that 

there exists a rather consistent relationship with u 
2-stokes 

. From this it 

may be assumed that a wave which can be described by second order Stokes theory 

causes a sand transport opposite to the direction of wave propagation and that 

the size of the transport can be described by an equation of the type 

In Fig. 8 the variation of the sand transport has been plotted against 
ui2 • u„ c     -• From this figure it is clear that a straight line with an equa- 1   2-rontanet ° ^ 
tion of the type 

b =  <*] UI ' U2-fontanet + ^2 

may be fitted reasonably well through the plotted points. 

Although in these comparisons the wave period has not been included it is shown that the 

measured results follow a trend which support the validity of the suggested relations. 
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Fig. 7 Average sand transport as a function of wave parameters 
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A better way of analysing the results, however, is to compare the actual form 

of the velocity profile with the resulting sand transport. The velocity profile 

of the two interacting waves is only adequately described by the value of u., u„ 

and the difference in phase between the two. Since this amounts to three vari- 

ables it makes the physical understanding of the problem more difficult. That is 

why a small simplification of the velocity profile has been introduced, such that 

the profile is described by u, and the difference between the acceleration and 

the deceleration of the fluid particles as defined in Fig. 9. 

dec 

umax *|umin| 

t3- t2 

umax • |umin| 
U - t, 

Fig. 9 Definition sketch of acceleration (ace) and deceleration (dec) 

This simplification has been carried out for all the measured velocity profiles, 

and the difference between the acceleration and the deceleration of the fluid 

particles has been plotted for all tests as a function of the distance from 

the wave generator (see Fig. 10). In the tests it is apparent that the variation 

of the value of the ace - dec is in phase with the variation of the sand trans- 

port along the flume (compare Fig. 4 with Fig. 10). 

Now another relationship for the amplitude of sand transport can be tried. Like 

before u 2 is proportional to the quantities moving back and forth but in this 

case the resulting transport is caused by the difference between ace and dec. 

In Fig. I 1 the amplitude of the variation in sand transport has been plotted 

against the amplitude of the variation in u.2 . (ace - dec). For each wave period 

the proportionality constant is different. This is understandable from the fact 

that the simplification does not really hold for the longer periods. The relation 

for the shorter period: T = 1.50 sec holds very well since the coefficient of 

linear regression equals 0.995. 
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No attempt has been made to develop a relationship between the pertinent dimen- 

sionless parameters as the testing range is limited and the process may be dif- 

ferent on another scale. 

By the simplification of the velocity profile and comparing the result with the 

sand transport it has been found that there exists a qualitative relationship 

which holds for all the tests carried out with sand with a mean particle diame- 

ter size of 250 ym: 

Sand transport by waves is in the direction of wave propagation when the ace 

is greater than the dec, and opposite to the direction of wave propagation 

when the dec is greater than the ace. 

- When the ace equals the dec and there is a second harmonic component present, 

the sand transport is opposite to the direction of wave propagation. 

This phenomenon can be explained as follows: from visual observations it has 

become clear that the extent of vortex formation is closely related to the accel- 

eration and the deceleration of the fluid particles, so that a small acceleration 

creates a large vortex whereas by the folowing large deceleration this sand laden 

vortex is brought up high in suspension and the sand is carried quite far back- 

wards by the orbital velocity so transport opposite to wave propagation will 

result (see Fig. 12a). In the same way a small deceleration creates a large vor- 

tex on the upwave side of the ripple and the following large acceleration lifts 

the sand laden vortex high in suspension and the sand is carried quite far for- 

wards by the orbital velocity, so transport in the direction of wave propagation 

will result (see Fig. 12c). 

-> t ->t 

velocity   profile   at   3,50 m 
from   the  wave  generator 

velocity   profile   at  4,50 m 
from  the  wave   generator 

a b 
Fig. 12 a,b Velocity profile along the length of the flume (T = 1.70 sec, 

d = 0.30 m, Hd_1 = 0.3) 
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Fig. 12 c,d  Velocity profile along the length of the flume (T = 1.70 sec, 

d = 0.30 m, Hd"1 = 0.3) 

During tests with standing waves, conducted in the past, it has been possible to 

observe the vortex formation in photographs. Through this it has been possible 

to find a certain relationship between the phase of orbital velocity and the de- 

velopment of the vortex (see Fig. 13 and the corresponding photographs). It ap- 

pears that due to inertial effects vortex formation starts at about {  1  after the 

zero crossing of the orbital velocity. This means that with a small acceleration 

the developed vortex reaches its maximum during a high orbital velocity. 

4—>t 

 > exposure   number 

Fig. 13 Vortex development in relationship with orbital velocity 

(photographs 1-7 are shown at the end of this paper) 
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7  Sand transport when a small uniform current is superimposed in the direction 

of wave propagation 

Under these circumstances sand transport in the direction of net water transport 

can be expected. From tests however, it appears that this is not always the case 

(see Fig. 14). When the uniform flow velocity is zero, the direction of sand 

transport can be in the direction of wave propagation, as well as opposite to it, 

depending on the wave form. Under the combined action of waves and current the 

sand transport can still be opposite to the direction of net water transport. 
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Fig. 14  Sand transport as a function of the velocity of uniform flow 

superimposed on waves 

The explanation for the initial increase of the sediment movement in the di- 

rection opposite to wave propagation is the growth of the vortex at the fore- 

front of the ripple, so that more sand is brought into suspension and is carried 

backwards by the orbital motion. Only with large uniform flow velocities this 

effect is overruled. Because of this it can be concluded that insight into the 

vortex formation as a function of wave and flow parameters is essential for the 

understanding of sand transport caused by waves and currents. 
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8 Sand transport under standing waves 

Under standing waves also it has been found that the direction of sand trans- 

port with sand having a mean particle diameter of 250 ym is in the direction 

corresponding with the largest temporal gradient of orbital velocity [*3~] . At 

first the difference in inertial forces on the grains was considered to be the 

cause of this. However, further tests showed that the difference in vortex 

formation was more likely to be the cause. 

In the test series with standing waves, finer sand (D = 150 ym) was also used 

as bottom material. It was apparent that in this case the direction of sand trans- 

port did not agree with the results of the coarser sand. With the finer sand the 

transport direction was according to the net water transport close to the bottom 

as described by Longuet Higgins. These results show that two mechanisms of sand 

transport are present: a first mechanism where sand transport is caused by a small 

asymmetry in orbital motion and a second mechanism where sand transport is caused 

by a net water transport. With coarse sands the first mechanism will prevail 

whereas with finer sands the second mechanism will prevail. When the net water 

transport is large compared to the orbital velocity, then of course the second 

mechanism will dominate. The existance of these two mechanisms make it necessary 

to be very careful in extrapolating data since the domination of a certain mech- 

anism will depend on the scale. 

9 Conclusions 

- A specially designed procedure for measuring sand transport by waves has given 

good results. This measuring procedure does not disturb the transport process 

and very small transports can also be measured. 

- Secondary waves which together with the primary wave always originate from a 

sinuso'idally moving wave board cause a spatially varying sand transport re- 

sulting in the formation of bars and troughs. The distance between the gener- 

ated bars is equal to the distance which is required for the primary wave to 

overtake the secondary wave. 

- In all tests with sand of a mean particle diameter of 250 ym, the average of 

the sand transport along the flume is opposite to the direction of wave pro- 

pagation and is proportional to u.2 . u„_     , whereas the amplitude of the 

variation in sand transport is proportional to u.2 , G. ,      , where u. is r      r  r 1    2-fontanet        1 
the first harmonic component of the velocity profile, u„__  ,   is the spatial 

average of the second harmonic component and ^2-fontanet ^s t*le amplitude of 

the variation of the second harmonic component. 
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Throughout these tests it has been found that: 

1 sand transport is in the direction of wave propagation when the front of 

the wave is steeper than the rear face 

2 sand transport is opposite to the direction of wave propagation when the 

rear face of the wave is steeper then the front. 

With sand transport by waves two mechanisms are present; a first mechanism 

where sand transport is caused by a small asymmetry in orbital motion and a 

second mechanism where sand transport is caused by a net water transport. 

One should be aware of the different sand transport mechanisms when extra- 

polating results from movable bed wave-models since the dominating transport 

mechanism can be different under different scales. Recent tests with finer 

sands and propagating waves have already shown that the dominating mechanism 

with sand with a mean particle diameter (D ) of 150 ym is different from the 

dominating mechanism with sand with a D of 250 ym. b m 
The test results can be of significant interest in the explanation of the 

origination of bars in model as well as in nature. 
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CHAPTER 69 

WAVE ACTION AND BOTTOM MOVEMENTS IN FINE SEDIMENTS 

Michael W. Tubman and Joseph N. Suhayda 
Coastal Studies Institute, Louisiana State University 

Baton Rouge, Louisiana 70803 

Abstract 

Mudbanks have been observed to have an extraordinary calming effect on 
the sea surface.  In certain cases this effect is due primarily to the trans- 
fer of energy through the sea/mud interface and its frictional dissipation 
within the bottom sediments.  This paper describes an experiment that meas- 
ured wave characteristics and the resulting sea floor oscillations in an area 
where the bottom is composed of fine-grained sediments. The energy lost by 
the waves at the position of the experimental setup is calculated and com- 
pared with a direct measurement of the net energy lost by the waves in going 
from the point of the experiment to a station 3.35 km inshore.  Results show 
that bottom motions in the range of wave-induced bottom pressures from near 
zero to 2.39 x 10-3 Pascal have the appearance of forced waves on an elastic 
half space.  The apparent effect of internal viscosity is seen in a phase 
shift between the crest of the pressure wave and the trough of the mud wave. 
Measurements show this angle to be 22° (ill") for the peak spectral component 
(T = 7.75 seconds).  The energy lost to the bottom by the waves at the field 
site was found to be at least an order of magnitude greater than that result- 
ing from the processes of percolation or that caused by normal frictional 
effects.  This newly observed mechanism for the dissipation of wave energy 
is particularly important for waves in intermediate-depth water and could be 
a prime factor in determining design wave heights in muddy coastal areas. 

Introduction 

The extraordinary calming effect that mudbanks exert on surface waves 
has been recognized for at least two centuries. With the development of the 
offshore oil industry there also came a recognition that large vertical and 
horizontal dislocations of the sea floor could occur in areas where the bot- 
tom is composed of fine-grained sediments.  That these large-scale movements 
might be linked to wave activity was dramatically suggested in 1969 when two 
oil platforms were toppled during Hurricane Camille (Sterling and Strohbeck, 
1973).  The problem of fine-grained sediment mass movements has led to both 
theoretical and laboratory studies of the interaction of surface-wave-induced 
bottom pressures and fine-grained sediments. However, direct measurements 
of wave-induced pressures and resulting bottom movements have not been 
reported prior to our work. 

The results of our work describing the response of bottom sediments to 
wave pressures were first presented by Suhayda et al. Q-976). The analysis 
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of the field data presented here concentrates on the effect that this inter- 
action has on the loss of wave energy.  In the area where our study was con- 
ducted (see Fig. 1), the sediment concentration of the water column was not 
a significant factor contributing to the loss of wave energy.  It has been 
suggested that water column sediment concentration is the key factor in the 
calming effect of mudbanks (Delft Hydraulics Laboratory, 1962); however, the 
forcing of a mud wave by wave-induced pressures is also a part of the physi- 
cal processes wherever fine-grained sediments occur.  An understanding of 
this process is important not only in the Mississippi Delta but also in such 
coastal areas as the Guianas, the northern coast of China, and southwest 
India, where extensive areas of fine-grained sediments occur. 

Methods 

As a cooperative research effort by scientists of the Marine Geology 
Branch, United States Geological Survey, Corpus Christi, Texas, and the 
Coastal Studies Institute, Louisiana State University, two field sites were 
instrumented in East Bay, Louisiana.  The primary experimental station and 
the location of a nearby soil boring are shown in Figure 1. 

Results of analysis of the boring (Fig. 2) show the bottom sediments 
to be very soft, recently deposited material from the Mississippi River. 
Shear strengths range from 1.57 kilonewtons/meter^ (kN/m^) near the water/ 
sediment interface to 2.36 kN/m^ 3 meters into the sediment.  These low 
values of shear strength are common in the Mississippi Delta.  The boring 
log shows no evidence of the crust zone that often occurs in these sediments 
between -3 and -10 meters.  In places where the sharp increase in shear 
strength that defines a crust zone occurs, it is convenient to model the 
physical system as a light Newtonian fluid overlying a dense, non-Newtonian 
fluid with a rigid bottom. 

The measurement of bottom movement was complicated by two factors. 
First, the measurements had to be made away from a platform to ensure that 
the motion of natural muds would be measured.  Secondly, bottom motions under 
typically encountered wave conditions were thought to be small, and therefore 
high resolution was needed.  Both problems were overcome by burying acceler- 
ometers in the mud.  Though displacements were around 1 cm, accelerations 
were such that they could be reliably measured and required no fixed refer- 
ence. 

Three Bruel and Kjoer type 8306 accelerometers were mounted so as to 
measure the accelerations in three dimensions (Fig. 3).  They were placed 
in a water-proof cylindrical PVC housing measuring 0.215 meter in diameter 
and 0.635 meter in length and having a submerged weight of 5.5 kg.  The 
housing was pushed into the mud by a diver so that the top of the package 
was 0.15 meter below the mud line.  The electronic cable coming from the 
top of the package was given 4.5 meters of slack, all of which was buried in 
the mud, and then fixed to a taut galvanized cable that was laid along the 
bottom between a nearby well jacket and our main instrumented site, Platform 
V.  Platform V, in 19.2 meters of water, is shown in Figure 4.  The cable 
from the accelerometer was brought along the galvanized cable and up the 
platform leg to the recorders.  The location of the accelerometer was 
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Figure 1.  Location of the field site in East Bay, Louisiana. 
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Figure 2.  Results of soil boring taken near field site (1 kip/ft2 = 
48 kilonewtons/m2).  For location see Figure 1.  (Boring courtesy U.S. 
Geological Survey, Marine Geology Branch, Corpus Christi.) 

directly beneath the catwalk between the two structures so that a pressure 
cell attached to a weighted cable could be suspended over the package. 
Figure 5 is a schematic representation of the experiment and the physical 
system.  The location of the pressure sensor was known to be within a radius 
of 2 meters from the accelerometer.  This uncertainty in position could 
cause an error in the measured phase angle <f> between the crest of the sur- 
face wave and the trough of the mud wave of +11° for a characteristic wave 
with a period of 7.75 seconds.  The importance of such an error will be seen 
in the calculation of the dissipation of wave energy. Wave properties were 
measured with a wave staff, a pressure sensor, and a two-axis electromag- 
netic current meter attached to wire cables that were suspended from the 
platform and anchored to the bottom through pulleys.  A system of winches 
and pulleys allowed us to adjust the instruments to any depth. 

Platform S (see Fig. 10), 3.35 km inshore of Platform V in 5.3 meters 
of water, was instrumented with an anemometer, a Bendix Q-15 ducted current 
meter, two pressure sensors, and a wave staff.  By running the instruments 
on Platform S simultaneously with those on Platform V it was possible to com- 
pare the net energy lost by the waves while traveling between the two data 
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CENTIMETER 

Figure 3. Array of three accelerometers. 

stations with a rate of energy loss calculated from the measurements of mud 
movement at Platform V. 

Results 

Simultaneous measurements of wave height and wave-induced pressure 
resulted in the data represented in Figure 6.  The term n is a correction 



FINE SAND MOVEMENT 1173 
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Figure 4.  The main instrumented site, Platform V. 

factor that matches linear theory with observed pressures and wave heights in 
the manner shown (where Kp = cosh k (h + Z)/cosh kh). If the observed data 
were in perfect agreement with linear theory, the data points would fall along 
the line n equal to 1.00.  Further experimentation using two pressure cells 
placed at different depths in the water column showed that linear theory 
accurately predicts the change in wave-induced pressures from near the sur- 
face to within 0.5 meter of the bottom.  The fact that other researchers have 
obtained similar results (Hom-ma et al., 1966) supported the use of a cor- 
rected linear theory for determining surface wave heights from pressure 
measurements made in the water column above the accelerometer.  The actual 
values of the correction factor n that were used were those values lying 
along the two least squares fit lines shown in Figure 6. 

A sample of the data taken in the study is shown in Figure 7.  The 
accelerations appear sinusoidal in form and have the same general appearance 
as the wave record. 

The shape of the bottom pressure spectrum is similar to that of the 
spectrum of the vertical acceleration, and the peaks occur at the same 
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Figure 5. Experimental setup at Platform V. 

frequency (Fig. 8).  The low-frequency spectral components visible in the 
acceleration spectrum are believed to be electronic drift.  CThe phase angle 
between the crest of the mud wave and the crest of the pressure wave was 
202° for the peak spectral component.) Horizontal mud motions are approxi- 
mately 90" out of phase with the vertical motions, and a backward horizontal 
movement occurs at the crest of the bottom wave.  Similar motion occurs for 
forced waves on an elastic half space.  The ratio of vertical displacement 
to horizontal displacement over several sets of data averaged about 2.0. 

A plot of the amplitude of the pressure wave at the bottom versus the 
amplitude of the mud wave (Fig- 9) reveals a roughly linear relationship for 
the range of pressures from near zero to 2.39 x 103 Pascal. 

The average energy transmitted through the sea/sediment interface per 
unit and time over one wave cycle is (Gade, 1958) 

Dm i / P # dt dt CD 
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Figure 6.  Comparison of observed wave height and observed wave 
pressure with small-amplitude wave theory. 

where T = wave period 
P = wave-induced bottom pressure 
dh = an infinitesimal increase in the height of the interface 

The general characteristics of the data show that the following functions 
will accurately describe the motions: 

P = Pa + A cos (kx - at) 

h = ho + MA cos (kx - at + i|i) 

where Pa = steady-state bottom pressure 
A = amplitude of the wave-induced bottom pressure 

h0 = depth of mud over which motion occurs 
M = proportionality constant between the amplitudes of the mud wave 

and the pressure wave 
iji = phase angle between the crest of the bottom pressure wave and 

the crest of the mud wave 
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Figure 7.  Sample of the data taken during the study. 

After substituting equations (2) and (3) into (1) and integrating, and 
then using linear theory to put bottom pressures in terms of surface wave 
height, the equation for the rate of energy loss to the bottom is obtained: 

Dm 
TTpg M H    sin 4> 

AT cosh^ kh W 

where * = 180° *• 

For purposes of comparison with other theories for the dissipation of 
wave energy, the pressure correction factor for linear theory is not incor- 
porated into the equation. At most this can change the energy loss rate by 
20 percent.  From equation (4) it can be seen that the dissipation of wave 
energy by the soft bottom involves only two important factors, determined by 
the physics of the sediment movement:  (1) the relationship between the pres- 
sure force on the sediment and the resultant vertical displacement, given by 
M, and (2) the phase angle between the crest of the pressure wave and the 
trough of the mud wave, given by tj>. 

The results of the two-station experiment allowed us to estimate the 
energy lost from the waves.  Conditions during the two-station experiment 
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Figure 9.  Amplitude of pressure wave plotted as a function of the 
amplitude of the mud wave. 

are illustrated in Figure 10.  The instruments on platform V and Platform S 
were run simultaneously, a procedure that resulted in a surface wave spectrum 
at V and at S and a bottom movement spectrum at V.  For the experiment the 
effects of the wind, the current, and shoaling and refraction required a 
small correction to the measured wave height difference.  The theoretical 
wave heights between Platforms V and S were calculated using the energy dissi- 
pation equation (4) derived for the forcing of a mud wave and taking into 
account shoaling and refraction based upon the period of the peak spectral 
component.  The root mean square wave height at Platform V was used for the 
initial wave height.  It was found that to produce agreement with the meas- 
ured wave height at Platform S and keep M constant the value of the phase 
angle $ would have to be 10°. 

Discussion of Results 

A comparison of the results of our study with other theories for the 
dissipation of wave energy is shown in Figure 11.  The phase angle §  between 
the crest of the surface wave and the trough of the mud wave is given two 
values:  22° is the angle that was actually measured at V, and 10° is the 
angle that results in the correct average dissipation of wave energy between 
Platforms V and S, assuming that M is constant. Note that the use of the 
smaller angle does not significantly reduce the magnitude of the dissipation 
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Figure 10.  Conditions during two-station experiment. 
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Figure 11. Comparison of the rate of dissipation, of wave energy for 
the soft bottom in East Bay with theories for dissipation rates for 
rigid bottoms (Putnam and Johnson, 1949; Reid and Kajiura, 1957). 

rate.  The dissipation rates for 19.2 and 4.57 meters of water are in 
joules/cm^-sec, and H is the wave height in centimeters.  The relation- 
ship derived by Putnam and Johnson (1949) for dissipation by bottom fric- 
tion is of particular interest because it is the one most often used even 
for energy dissipation on coasts.  The presence of the mud is often taken 
into account by making the value of the frictional coefficient (f) larger 
than 0.01, which is the value commonly used for sandy coasts.  It can be 
seen from this that for reasonable heights the effect of a flexible bottom 
is to cause an energy dissipation rate that is at least an order of magni- 
tude greater than that for a rigid, impermeable bottom. 

The results of the two-station experiment are illustrated in Figure 
12.  Using 10° in the formula for the dissipation of energy while holding 
M constant in order to make the total dissipation agree with theory is 
somewhat an arbitrary choice.  It is entirely possible that the properties 
of the sediments change between V and S and cause changes in M as well as 
$, but it should be remembered that because of the uncertainty in the 
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Figure 12.  Comparison of the dissipation of wave energy for 
East Bay and that predicted using the theory of Putnam and 
Johnson (1949) with the measured wave height change. 

position of the pressure sensor relative to the accelerometer it is possible 
that 10° was the true and constant phase angle. 

Figure 12 also illustrates another important point concerning the 
dissipation of wave energy on muddy coasts.  The predicted wave heights 
between Platforms V and S are shown in the figure as they would be pre- 
dicted by Putnam and Johnson (1949).  Certainly order-of-magnitude higher 
dissipation rates on sandy coasts can occur when well-formed ripples and 
the proper velocities are present (Tunstall, 1973), but even in such cases 
the contrasting trend, made more extreme by using Putnam and Johnson's 
theory, is present.  By comparing the two curves in Figure 12 it can be 
seen that for bottom friction the dissipation of wave energy occurs mainly 
in shallow water, whereas for a flexible bottom a relatively greater amount 
of wave energy is dissipated in intermediate-depth water.  Nearshore wave 
energy for muddy coasts can therefore be expected to be greatly reduced 
from that present on the outer shelf.  Such coasts, in comparison to sandy 
coasts, tend to protect their shoreline by the dissipation of wave energy 
in the bottom sediments. 
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Summary 

1. Bottom motions in the pressure range from near zero to 2.39 x 
103 Pascal appear to be forced waves on an elastic half space, with the 
effect of internal viscosity being seen in a phase shift between the 
crest of the forcing wave and the trough of the mud wave.  This results 
in the transfer of energy to the bottom sediments. 

2. The energy loss at the field site was found to be at least an 
order of magnitude greater than that resulting from percolation over a 
typical sandy bottom or caused by normal frictional effects. 

3. A relatively greater amount of wave energy is dissipated on a 
muddy coast at intermediate water depths than on a sandy coast. 

4. Design criteria for offshore structures and predictions of sedi- 
ment transport in the nearshore region of a muddy coast based on standard 
frictional dissipation rates may be significantly inaccurate. 
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CHAPTER 70 

APPLICATION OF A SEDIMENT TRANSPORT MODEL 
by C.A. Fleming*and J.N. Hunt** 

Abstract 

A mathematical model for sediment transport under waves 
has been developed from concepts that have been used 
successfully for unidirectional flow.  This model has been 
combined interactively with numerical models of wave refraction, 
wave diffraction, longshore currents and circulation currents 
in order to predict local topographical changes in the 
vicinity of a cooling water intake basin for a nuclear power 
station.  The sediment model is calibrated using field data 
of sediment concentration profiles.  Verification and adjust- 
ments may be made by analysing deep water wave statistics 
corresponding to periodic beach and hydrographic surveys. 

The model can be used to investigate the effects of any 
wave climate and consequently different layouts of coastal 
structures can be examined very rapidly.  For the particular 
problem considered it was necessary to optimise the 
configuration of the breakwaters forming a cooling water intake 
basin in order to minimise the sediment concentration at the 
intake, estimate maintenance dredging quantities and investigate 
extreme events. 

Introduction 

A mathematical sediment transport model for unidirectional 
flow has recently been developed (1). This model assumes that 
sediment is transported in a bed load region, adjacent to the 
stationary part of the bed, where the grains are supported by 
inter-particle collisions, and a suspended load region where 
gravitational forces are overcome by fluid turbulence. 
Continuity of sediment concentration and velocity between the 
two regions was assumed and consequently the exact definition 
of the transition level is not of critical importance as the 
sediment flux immediately above and below the transition level 
will be similar.  Whilst not attempting a complete physical 
description, the model relies on the simplest formulations of 
bed load and suspended load that are required for predictive 
use.  The unidirectional model was tested against the best 
existing empirical theories and found to give comparable 
estimates of sediment transport rates. 

*  Mathematics Dept., Reading University, England, and Sir 
William Halcrow and Partners, Consulting Engineers, 
London, England. 

** Professor of Mathematics, Reading University, England. 
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It is proposed that under certain conditions it is 
reasonable to assume that there are some basic physical 
similarities between the movement of sediment in unidirectional 
flow and in the combination of waves and currents.  The latter 
case can be treated as a quasi-steady condition with respect 
to the shear stresses acting on the bed and the dispersion of 
shear stress due to the orbital wave motion.  The wave motion 
is assumed to act principally in stirring up the sediment 
while the currents act principally in transporting the sediment. 
Some concepts from the unidirectional model have been extended 
in order to develop a model to predict sediment transport rates 
in the presence of waves and currents. 

Attempts have been made to apply the theory to the 
prediction of local sediment movement and hence topographical 
changes over a coastal region situated on the S.W. coast of 
South Africa.  Such an application requires the evaluation of 
wave heights, wave directions and near-shore currents over the 
region.  This is achieved by using a wave refraction model 
combined with a longshore current model.  Comparison of 
predicted and measured topographical changes can be made to 
verify and adjust the model parameters. 

The model has also been used to optimise the layout of 
breakwaters forming a cooling water intake basin for a nuclear 
power station with a particular emphasis on minimising 
maintenance dredging.  This requires the use of a wave 
diffraction model and a potential-flow model to determine the 
flow in the vicinity of the basin due to wave induced currents 
and the proposed cooling water recirculatlon currents.  A 
physical model of the area has also been constructed and detailed 
comparisons will be made in due course. 

Sediment Transport-Bed load 

The shear stress in excess of the critical shear must be 
dispersed within the bed load layer.  Otherwise successive 
layers of material would be removed from the bed.  This type 
of argument was substantiated experimentally by Bagnold (2,3) 
who proposed the relationship 

t4»  pt<M<K (1) 

where Vj   is the dispersed shear stress, f>   is the normal 
pressure and <X is a friction angle which may be approximated 
by static angle of repose.  For the osillatory case 

%<*%-% (2) 

where c^  is the mean wave shear stress, Tc  is the critical 
shear stress and generally Xu 2> T,   • 
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The relationship proposed by Jansson (4 and recently- 
reviewed 5) was used to evaluate the shear stress due to 
waves.  A friction factor is given by 

—7=   +  IO
9TT^ ~ - ooe + lo9 -Sft M 

4-/FZ        io^/FZ 7<° *N (3) 

where CL0  is the water particle orbital amplitude at the bed, 
tKu  is a roughness length. -fu   is the friction factor 

defined by 

where Z^  is the maximum shear stress acting on the bed, f 
is the fluid density and «0 is the maximum particle velocity 
at the bed.  It has been shown by Madsen and Grant (6) that 
the Shields criterion for incipient sediment motion in uni- 
directional flow can also be applied to oscillatory flow when 
the bottom shear stress is evaluated using equations (3) and 
(4). 

If it is assumed that the bed load layer is supported 
entirely by grain interaction and that the local change in 
dispersed shear is proportional to the local concentration, 
a concentration distribution may be implied such as (1) 

e 

(5) 

Cg is the concentration at the upper boundary of the bed load 
layer and Cm is the maximum concentration at the bed («* O.52 
to be consistent with grain movement in all directions). 

As the excess shear is to be dispersed within the bed load 
layer, the bed load thickness, assumed to be the height of the 
transition level, is 

e =  fd /„ece/cm) 
(6) 

j(?i- ?)«* - Cn}CbJi« *hun&) COS 9 

where ^5 is the sediment density and 9 is the slope of the bed. 

Hunter (7) has shown that, in the presence of tides, the 
current friction factor, for the case of a degenerate tidal 
ellipse, is twice as large in the direction parallel to the 
wave orbit plane as in the direction normal to the wave orbit 
plane.  This analysis can also be applied to short period 
gravity waves so that the corresponding components of shear 
due to a current are 

*e«s 4CidoUL»/n 
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where fc is the current friction factor, Uc« and ttc/j are the 
currentsparallel and normal to the wave direction respectively. 
The bed load that should be transported by the combination 
of the wave and current shears can be determined from the 
thickness (e')  required to disperse the resultant shear. 
However, for the application considered it is assumed that 
generally U^^ lie  and •fchate*e,« 

Due to the high concentration of sediment within the bed 
load layer the fluid and sediment mixture has an effective 
viscosity much greater than the normal fluid viscosity.   This 
is dependent on and increasing with volumetric concentration. 
It is therefore assumed that the shape of the velocity 
distribution may be given by 

** • A $§• w 
where/*j *s tile effective viscosity of the fluid and sediment 
mixture. This is subject to the boundary condition,4L5//Ce. 
at us e .  The bed load transport rate is therefore 

/4 = I   cud(j (9) 

Sediment Transport-Suspended Load 

The simplest one dimensional suspended load distribution 
may be found from 

where £ is a coefficient of eddy viscosity and W the 
characteristic fall velocity of the sediment.  For the assumed 
quasi-steady state in oscillatory flow the time dependent term 
may be omitted.  It is also necessary to specify the vertical 
distribution of eddy viscosity.  Johns (8) has developed a 
turbulent boundary layer model for which a Fourier analysis is 
carried out for the computation of time means (with respect to 
turbulent velocity fluctuations) of the distribution of eddy 
viscosity.  He found that according to his model the eddy 
viscosity distribution is sensibly constant over the whole wave 
cycle.  It is assumed that the distribution takes the form 

1. " (1)? 
where subscript e refers to values at <f a C and £  is 
a positive non dimensional constant.  Equation (11) should 
only be applicable to the lower regions of the depth as it 
cannot satisfy the necessary boundary conditions at the free 
surface.  However, as the sediment concentration diminishes 
so rapidly away from the bed this inconsistency can be 
considered to be admissible.  The solution of equation (10) 
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with  dC a O   and equation (11)  is 

In £    = 
ce 

when £ ^t / . 
w-w"7 

The current velocity distribution is assumed to be 

Uc= Uc^) * CcrKif'anfm (15) 

where ^-e is the maximum current velocity at the free surface 
and h   is the total depth so that the suspended load transport 
rate is therefore 

"* 
(H) Ts = f cuccly 

By combining the bed load and suspended load models the 
unknown parameters are Cg , £« and § .   Using some results 
from Johns (8) a value for the exponent £ was chosen to give 
the best overall fit to the theoretical distributions in the 
region adjacent to the bed.  A suitable value was found to be 
approximately 0.25 for a fairly wide range of wave conditions. 

The remaining two parameters may be evaluated from suitable 
experimental or field data. 

It should be noted that due to equation (7) the resultant 
shear acting on the bed and hence bed load movement is not 
necessarily in the same direction as that of the suspended load 
which must move in the same direction as the current.  However, 
this difference is generally quite small. 

Application 

An area of coastline some 6 km long on the S.W. coast of 
South Africa at Duynefontein has been studied.  Site 
investigations (9) include periodic beach and hydrographic surveys, 
wave rider recordings, radar and sea bed observations of wave 
direction, current meter and drogue measurements and suspended 
sediment profiles (10).  The foreshore is gently sloping at 
approximately 1:100 and has sensibly parallel contours.  The 
wave climate is comparatively severe with a predominant wave 
period between 10-11 sees, and wave heights between 1.5 - 2.0 m 
but with frequent storms in excess of 4-0 m. 

The beach and hydrographic survey data were interpolated 
onto regular grids so that successive surveys could be compared 
to give volume changes over the area.  Figure 1 shows a typical 
plot of accumulative volume change that has occurred along the 
coast, calculated to a distance offshore of 1400 m, for the 
period February to June 1974 during which there has been 
general accretion.  The broken line and full line show the 
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measured volume changes below geodetic mean sea level (GMSL) 
and below the beach survey station levels respectively, 
indicating that volume changes above GMSL are generally 
negligable.  The survey stations are shown in Figure 5> 
Successive volume changes for each survey period could then 
be plotted to produce a time history of the beach with 
respect to accumulative volume changes for a common area. 
Figure 2 shows the results of this analysis of prototype 
data covering a period of two years and it can be seen that, 
although there is considerable seasonal variation,the net 
annual sediment movement is approximately zero. 

Due to the wave conditions sediment sampling was 
extremely difficult.  However, concentration profiles both 
inside and outside the surf zone and for a reasonable range 
of wave heights and periods were obtained.  For each profile 
it is possible to evaluate a value for the coefficient of 
eddy viscosity at some arbitrary distance above the bed from 
equation (11).  These values were found to be close enough 
to take an average for all of the profiles,although some 
trends with the ratio of wave height to depth can be detected. 
By combining the bed load and suspended load models and 
assuming continuity of sediment flux at the transition level 
it is possible to determine a reference sediment concentration 
at this level consistent with each set of field data.  These 
values have been plotted against a dimensionless parameter 
(fto/$(&-t)TOi  where T is the wave period) and it can be 
seen from Figure 3 that a clearly defined relationship exists. 
Consequently using this relationship the sediment transport 
model can be used predictively given wave heights, periods, 
directions, current magnitudes and directions. 

A wave refraction model is used to evaluate wave directions 
and heights over the region.  The wave ray tracking method, 
developed by Abernethy and Gilbert (11), is used.  In this method 
the wave speed is assumed to vary linearly over each triangular 
element so that the wave ray follows a circular arc across 
each element.  Refraction coefficients are simultaneously 
calculated using the wave intensity equation of Munk and 
Arthur (12).  The grid spacing is chosen according to the 
local topography and some initial topographical smoothing is 
applied as discussed by Coudert and Eaichlen (13).  The wave 
heights and directions are interpolated onto a regular 
sediment transport grid which is a sub-area within the 
refraction grid and, of necessity, completely covered by 
wave rays.  The relative positions and. dimensions of the 
grids are shown in Figure 4-  The offshore topography for 
the area considered is uniform such that it is possible to 
assume that the sea bed is plane between the refraction grid 
boundary and "deep water" and consequently starting conditions 
for each wave ray can easily be established.  A typical wave 
refraction plot is shown in Figure 5 together with the 
positions of instrumentation and field measurements. 



SEDIMENT TRANSPORT MODEL 1191 

' 

o 

T 

\ y 

•a •.    '•&  ..    lo    -c 

\ 

\ 
I I 

1 

? °,    c ftl vj      fc 
o         c 
c: t>     c 
o &     c 
O 03    O 

.      1 

5    " 

» .c 
to 

, .1 

-   2 
k.  vi 

0 

'c 

p 

4i 
c ,o 
<3 «,. 
C: 

o 
§ 
O 

ca 
o 

ft) 

ft> 

to 

O 

03 
O 

vo <o ^ *~) 

£0lx im±0-*)W* 
»\| 

CS) 

§ 

c 
o 

O 

I I Q: 

b 



1192 COASTAL ENGINEERING-1976 

Figure 4. Interelationship   of  the    Numerical   Schemes 
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There are very many published wave breaking criteria. 
However, for this application a relationship of the form 

<4 - "*/** (15) 

is used, where H^  is the breaker height, "fc is the breaker 
depth and K^  a constant coefficient estimated to be 
0.7 from physical model tests and field observations. 

The longshore current model after Longuet-Higgins (14>15) 
is then used to calculate wave induced currents inside and 
outside the surf zone.  The foreshore is represented by a series 
of overlapping planes such that the longshore current profile 
is calculated at regular sections along the beach.  These 
current vectors are then interpolated onto the discrete points 
forming the regular sediment transport grid. 

Given any combination of offshore wave period, direction 
and height, the refraction and longshore current models are used 
to give the required parameters at each point in the mesh and by 
applying the sediment transport model at these points, predictions 
of local topographical changes can be made. 

The wave data corresponding to each survey period was 
separately analysed into subsets of wave period, direction and 
height.  These were used as input data and attempts to 
reproduce historic events, with respect to depth changes and 
hence volume changes, were made.  Initially the model used 
the wave data for a complete survey period,of approximately 
three months duration,without intermediate depth adjustments. 
Consequently the sediment transport for each wave condition was 
assumed to be accumulative regardless of the order of events. 
This approach was found to give unrealistically large depth 
changes.  Obviously refinements were necessary and the wave 
data was reduced to several incremental periods of approximately 
two weeks duration.  Corresponding intermediate depth 
corrections to the region at the end of each of these periods 
were made.  By comparing the historic and predicted topographical 
changes for several survey periods it is possible to optimise 
some of the unknown model parameters.  These are 

(i) the current friction factor used in the calculation of 
longshore currents and reflected by differences in the 
magnitude of predicted and measured volume changes 

and 

(ii)  the coefficient of horizontal mixing which determines 
longshore current velocity profiles. 

It is intended that a nuclear power station should be 
sited at Duynefontein and the breakwater formed intake basin 
is required to protect the intakes from unacceptable wave 
attack, alleviate associated cooling water recirculation 
problems and minimise the intrusion of sediment into the intakes. 
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The proposed layout of the intake basin as shown in Figure 5 
consists of a leading breakwater arm giving shelter from the 
predominant wave direction.  This allowed the use of a 
wave diffraction numerical model, assuming a semi-infinite 
breakwater, to define wave heights and directions around the 
entrance and within the intake basin. 

The cooling water outfall is to be situated on the beach 
between 200 and 500 metres from the root of the southern 
breakwater with the intake located inside the basin.  A 
finite element potential flow numerical model is used to 
calculate the currents due to the combination of longshore 
currents and cooling water recirculation currents in the 
vicinity of the basin.  The finite element mesh, consisting 
of six noded triangular elements, was chosen to cover a sub- 
area of the sediment transport grid as shown in Figure 4> 
The offshore boundary was located at a distance where currents 
are assumed to be negligible and the boundaries normal to the 
beach are located at distances where the longshore currents 
would not be influenced by the presence of the coastal structure. 
The remaining inshore boundary was located along an idealized 
line corresponding to mean sea level.  The longshore currents 
outside the finite element mesh are calculated as previously 
described.  The current profile at the edge of the finite 
element mesh is then used as a boundary condition for the 
potential flow model together with the cooling water intake and 
outfall flows.  The resulting current velocities and modified 
wave heights are interpolated onto the regular sediment mesh 
and estimates of local topographical changes and rates of 
sediment accumulation inside the basin can be made. 

A framework for the sequence of operations for the analysis 
of field data, the overall mathematical model and the interaction 
between each activity is shown in Figure 6.  The model can 
deal with many options allowing for numerous sets of wave data 
to be used successively to reproduce historic events or 
hypothetical sequences.  Figures 7(a) and 7(b) show the current 
vectors (broken lines) and wave height vectors (full lines) for 
two examples of typical waves approaching the shoreline from 
the northern and southern sectors respectively.  The generated 
longshore currents for the examples are in opposite directions 
and different current patterns around the basin are clearly shown. 

The model may also be used to investigate equilibrium sea 
bed conditions by repeating the same wave data and updating the 
depth grid at each iteration.  An example is shown in Figures 
8(a) and 8(b) for a cooling water basin with a shortened outer 
breakwater arm.  Figure 8(a) is a contour plot for November 
1973 and Figure 8(b) shows the contours after running a 2.0 m 
wave of 10.0 seconds period from a direction of S.W. for 20 days 
in 5 day steps.  It should be noted that these contour plots 
are produced by an automatic computer plotting program and 
there is some difficulty with the inclusion of discontinuities 
such as the breakwater arms.  Consequently the contours 
cannot terminate on the breakwaters.,  However, it can be seen 
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that a bar is shown to be formed in the entrance to the basin, 
as would he expected.  A har and depression is also shown on 
the southern side of the southern breakwater indicating the 
influence of the cooling water outfall as well as some erosion 
to the north of the intake basin. 

Another part of the intake basin investigation was to 
optimise the distance offshore and hence the depth at which 
the basin entrance should be situated.  The results of this 
exercise are shown in Figure 9 where the predicted annual 
maintenance dredging quantities are plotted against entrance 
depth.  The wave data used was based on the one year of 
complete records available and the range of values indicated 
by the hatched area represents upper and lower bounds for 
different assumptions with regard to the wave breaking 
criteria and wave data analysis.  It can be seen that the 
general trend is for a large increase in predicted dredging 
quantities as the basin entrance depth decreases below 6 m, 
a negligable difference of dredging quantity between 6 m and 
7 m entrance depth and a decrease in the dredging quantity 
as the depth is increased beyond 8 m.  The shape of this 
curve is thought to result from the larger waves, possessing 
the larger sediment transport potential, breaking seaward of 
the basin entrance and losing much of their energy.  The 
wave height reduces so that a basin entrance located in an 
intermediate water depth is to a certain extent protected from 
the larger sediment transporting waves.  However, as the depth 
is further decreased the effect of waves on the bed becomes 
more pronounced and results in increases to the sediment 
transport rates.  The comparative cost of maintenance dredging 
and capital cost of construction must be balanced when choosing 
the optimum depth for the basin entrance.  The results of this 
type of analysis will depend very much on the wave climate for 
the area considered and in this case the design depth for the 
entrance was chosen to be 6 m. 

Preliminary comparisons between the current patterns and 
wave heights measured in the physical model show a large measure 
of agreement.  However, more detailed analyses will be carried 
out. 

Conclusions 

A mathematical model for sediment transport under waves 
has been developed from concepts that have been used successfully 
for unidirectional flow.  The model has been applied to the 
problem of optimising the layout of a cooling water intake 
basin for a power station in order to minimise both sediment 
concentrations at the intake and maintenance dredging.  This 
required the simultaneous development of numerical models for 
wave refraction, longshore currents, wave diffraction and cooling 
water recirculation as well as the sediment transport model. 
The longshore current model assumes plane beach sections and 
does not take account of variations in alongshore wave breaker 
height and is therefore capable of improvement.  The potential 
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flow model does not account for frictional effects in the vicinity 
of the basin and the diffraction model should only be used for 
simple breakwater configurations.  However, development work 
concerning all these aspects will be continued and it is hoped 
that it will be possible to include such phenomena as the 
formation of rip currents and mass transport and hence additional 
forces causing onshore-offshore sediment movement.  Nevertheless 
results from the model are realistic and comparisons to the 
physical model are reasonable. 

An important factor when considering the use of higher order 
models is the practical limits of computer time.  However, there 
are few detailed field measurements available which do suggest 
that extra computing effort can be justified.  A considerable part 
of the effort expended in the formulation of the present model was 
devoted to keeping the execution time to within reasonable bounds 
and still allow several wave conditions to be processed. 

The sediment model is not universal in as far as there are 
certain parameters that must be calibrated from field data. 
The consistency of the in-situ sediment concentration profiles 
collected at Duynefontein and fitted to the model is very good. 
However, there is a general scarcity of detailed field or 
experimental data for either concentration profiles or sediment 
transport rates under waves and it was therefore not possible to 
generalise the model.  Consequently the results from further 
development of the model to include such non-linear effects as 
mass transport will be difficult to confirm. 

The overall model can be used to examine several different 
harbour or basin configurations very rapidly and is therefore a 
very useful engineering tool for the planning of new works or 
for investigation into modification to existing works. 
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CHAPTER 71 

LONGSHORE TRANSPORT AT A TOTAL LITTORAL BARRIER 

Richard 0. Bruno and Christopher G. Gable 

ABSTRACT 

Analysis of longshore transport at a littoral barrier is 
presented. Channel Islands Harbor, California was selected as 
the study site because its offshore breakwater and jetties form 
a unique complete littoral barrier. Through repetitive surveys 
an accurate determination of longshore material transport in one 
direction was made. Measured transport rates ranged from 
160,000 to 1,284,000 cubic meters per year. Utilizing visual 
observations of surf parameters, estimates of longshore wave 
thrust were computed. The range of wave thrust was 145 to 1,988 
Newtons per meter. Comparison of the relation of wave thrust 
and longshore sediment transport is made. This study indicates 
that in an environment of high transport, nearly twice as much 
transport is predicted tinder corresponding wave thrust as that 
of the data summarized in the Coastal Engineering Research 
Center's Shore Protection Manual. 

INTRODUCTION 

The relation between longshore material transport and 
nearshore wave thrust (energy) is of vital interest to coastal 
engineers concerned with design and maintenance of navigation 
and beach erosion control projects. Past field and laboratory 
studies have produced an empirical relationship now widely used. 
However, these studies were conducted in areas where total 
transport may not have been measured. In this study, Channel 
Islands Harbor, California was selected because an offshore 
breakwater and jetties form a unique sand trap (Figure 1). This 
site is considered a nearly total littoral barrier to longshore 
transport. A further advantage to this site is its exposure to 
a high wave energy climate and high transport rates not 
encountered in previous studies. Dredge records from this 
harbor show annual transport in excess of one million cubic 
meters. The objective of this study is to reevaluate the 
empirical relationship between nearshore wave thrust and 
longshore material transport. 

Coastal Engineering Research Center, Kingman Building, Fort 
Belvoir, Virginia  22060 

Coastal  Engineering Research  Center,  Field Office,  Port 
Hueneme, California  93043 
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DATA COLLECTION 

The   data   collection   program  consists of   periodic 
bathymetric and  topographic surveys  and routine collection of 
wave data from which longshore  transport and wave thrust can be 
estimated. 

Assistance in making surveys was provided by the Corps of 
Engineers, Los Angeles District. For these surveys a base line 
parallel to the shore was established. Profile lines, normal to 
the baseline, were spaced at about 30.5 meters (100 feet) for a 
distance of about 823 meters (2700 feet) as shown in Figure 1. 
At each of these stations elevations were measured from the 
baseline to the detached breakwater. Surveys were scheduled at 
intervals of 4 to 6 weeks although this scheduling was 
frequently modified due to survey crew availability, equipment 
failures, and unfavorable surf conditions. 

Table 1 summarizes survey data, showing survey dates, 
ranges surveyed, type of fathometer calibration, survey method, 
and qualitative estimate of overall data quality. The notation 
"standard" survey indicates an analog fathometer record was made 
and the survey vessel was located by standard survey techniques 
of the Los Angeles District. For this method the vessel 
operator was directed by a man onshore to steer along the 
profile line. At ten second intervals the analog recording was 
marked and vessel position was recorded via plane table and 
alidade. 

The notation "hybrid" indicates an analog fathometer record 
was made and position of survey vessel determined by use of 
electronic ranging equipment. Under this method the vessel 
operator was directed by a man onshore to steer profile lines, 
but the position of the vessel was monitored by telemetering the 
data to a field office where a minicomputer was used to produce 
a real time plot of position. By this monitoring of the survey 
in progress errors in positioning were determined and 
eliminated. For recording the data an electronic timer was used 
which simultaneously marked the analog record and recorded the 
vessel's position on magnetic tape every two seconds. 

Both of these methods used an amphibious vehicle, known as 
LARC V for the bathymetric portion of the survey. The LARC 
enables measurement of the survey line to be continued through 
the surf zone by using rod and level methods when the vehicle's 
wheels contact the bottom. Profile lines were measured over the 
dry beach areas by standard level and rod transects. 

Equally important  to the  data collection program  are the 
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surf data. Figure 1 shows the sites where twice daily surf data 
were collected using procedures developed under the Coastal 
Engineering Research Center (CERC), Littoral Environment 
Observation (LEO) program (Bruno and Hiipakka, 1973; Berg, 
1968). These data include observations of surf conditions, 
local winds and littoral currents. For this study the estimates 
of breaker height and breaker direction were of primary concern. 
To aid in estimating the breaker direction the observer is 
provided with a protractor on the data form. Longshore current 
data is also considered in this report. Longshore currents were 
measured using small packets of dye which disperse upon 
injection in the surf zone. The observer measures the distance 
the dye travels parallel to the shoreline. Current speed is 
estimated from the movement of the dye patch centroid over a 
one-minute period and current direction is noted. Surf zone 
current velocities are not uniform; therefore, the width of the 
surf zone is estimated as well as the distance from the 
shoreline to the point of dye injection. To augment the surf 
data two wave gages were installed 1300 meters upcoast of the 
trap at six meters depth. However, gage data have not yet been 
analyzed and are not used in this report. 

ACCURACY 

Late in the study it was found the "standard" surveying 
method was not providing the reliable, accurate data desired. 
Figure 2 shows profiles plotted from "standard" surveys. These 
data are on a line sheltered by the breakwater and at a point 
beyond normal sand deposition. To verify no deposition divers 
measured underwater reference stakes and determined there was no 
change in bathymetry at this point. These plots indicate that 
unacceptable errors were introduced on several surveys. These 
errors were a result of poor position data, poor fathometer 
calibrations, and errors in data reduction. 

The "standard" surveying method assumes that the LARC is on 
line for all fixes and that the instrument man has precisely 
marked its position simultaneously with the fathometer mark. 
This is not always true and errors which occur can never be 
recovered. Even with no errors produced in field collection, 
reduction of working scale plane table data sheets is limited to 
an accuracy of about 3 meters which is seldom attained. 

In the "hybrid" method an electronic timer was employed to 
simultaneously mark the fathometer at 2 second intervals and to 
control the recording of the LARC's position. As a result the 
human errors in determining position are eliminated. Position 
accuracy, which was limited by the electronic ranging equipment, 
was found to be about 2 meters and is consistently attained. 
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In addition to positional errors, fathometer calibrations 
and data reduction procedures were found to produce errors. 
Under the "standard" method leadline soundings were used for 
fathometer calibration. In taking leadline soundings numerous 
factors determine accuracy including skill and care of the 
operator, motion of the vessel, and roughness of the water's 
surface. Later surveys utilized a bar lowered at 5 foot 
intervals under the fathometer for calibration. This type of 
calibration removes human factors and is complete in that it 
shows any non-linearity which may occur in the fathometer 
readings. 

Another source of error which was discovered lies with 
uncertainty in interpreting the fathometer records. Figure 3 
shows two profiles both with similar features which appear to be 
waves, but in fact on one record these features are the 
irregular bottom left after dredging. For this reason under the 
"hybrid" method all data reduction was performed by the authors, 
who were present at the time of data collection and noted 
conditions as records were being made. 

The last column in Table 1 labeled "survey quality" is a 
subjective rating from 0 (poor) to 10 (good). These values were 
determined by the authors after examining the data on hand, 
field notes, and all profile plots. By using this approach it 
was determined that data collected 18 June 1974 and 27 March 
1975 should be discarded as unreliable. 

ANALYSIS 

Table 2  is a summary of the  analysis showing  the survey 
intervals selected for  computations, transport rates, longshore 
thrust,  longshore thrust  times  wave  velocity, and  longshore 
currents. 

Transport rates were determined by calculating volume 
changes between surveys. It is assumed that all material 
deposited into the trap was a result of longshore energy from 
upcoast; effects of reversal in the wave direction and resulting 
diffraction around the detached breakwater have beet, ignored. 
Diffraction can be illustrated in the case where wave approach 
is directly onshore. In this case there would be no general 
longshore component of wave energy. However, due to 
diffraction, a local zone of longshore wave thrust would develop 
as shown in Figure 4, (Weigel, 1962). The expected results 
would be an erosional zone and a depositional area downcoast (to 
the southeast). If both the local erosion and deposition zones 
are included in the total area used to calculate volume changes, 
this shore-parallel wave approach would result in no net volume 
change.   In  this study,  the area  of volume  computations was 
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extended 300 meters beyond the north end of the breakwater to 
include diffraction effects. Diffraction diagrams (Weigel, 
1962) , indicate that diffraction transport is included for all 
wave approaches from the West or North which are predominant at 
the study site. Under periods of wave reversals only small 
errors are introduced by diffraction since most of the erosion 
and part of the deposition are included in the area of volume 
calculation. 

Deposition from upcoast (northerly) transport during times 
of reversals in wave direction can be examined. The area of the 
trap seaward and upcoast of the jetties will show deposition due 
to reversals. Figure 5 is a plot of the first profile upcoast of 
the jetties. Survey dates of spring 1974 and fall 1975 are 
plotted and show the total change at this profile over the 
period of the study. This plot shows little deposition at the 
end of the jetty. Detailed examination of all profile data 
enabled the authors to define the area of deposition 
attributable to influx of material from north (upcoast) to the 
trap. No significant deposition was measured at distances more 
than 425 meters from the baseline. By using 425 meters from 
baseline as an outward boundary to calculate volumes, errors due 
to influx of material from reversals is minimal. 

The area used in volume change calculations is between the 
baseline and 425 meters offshore and the north jetty and 670 
meters upcoast. Over this area we expect a volume accuracy of 
within t5,000 cubic meters. 

In 1972 Longuet-Higgins summarized his earlier work and 
presented an expression for the momentum flux tensor component 
which he termed lateral thrust. This lateral thrust, or 
longshore wave thrust, is "the flux towards the shoreline of 
momentum-parallel-to-the-coast".  It is given as: 

H = E ( cn /c)cos# sin0 

where  E  is wave  energy  density,  c9   the local  group  wave 
velocity,  c  the  wave  velocity,  and   Q     the  wave  angle. 
Longuet-Higgins gives an expression for E as: 

i/8/sgh2 
(2) 

where h denotes wave height, p the water density and g the 
acceleration of gravity. The expression for H, valid outside 
the breaker zone, implies the waves exert a longshore thrust on 
water  and sediment  inside  the  surf zone.    It is  therefore 
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reasonable to expect a direct relation between longshore thrust 
and longshore transport. At the breaker line cSc. , therefore by 
combining equations (1) and (2) above: 

H= l/8/>ghb cosflsinfi (3) 

Unfortunately, previous works of this type have not used H, 
but rather, have plotted transport rates against an expression 
which is equivalent to H times the wave velocity c. This 
expression is given by: 

Hc = l/8/Dghzc-cosSsin6 

In shallow water Cg=c=^/gd where d is local depth and g is the 
acceleration of gravity. At breaking d » 1.28h (Munk 1949); 
thus, equation (4) can be written as: 

Hc=yT28/8pg3'2h6'2cos0sin5 
15) 

For comparison with previous work He is computed. Values for H 
and He have been calculated using breaker height and angle from 
the two upcoast observation stations, (Figure 1). Each 
observation was time weighted to represent a period from 
mid-time of previous observation to mid-time of next 
observation. Only those values of "He" and "H" toward the trap 
are considered.  These results are tabulated in Table 2. 

To complete this analysis the longshore currents are also 
considered. Longuet-Higgins (1970) derived a theoretical 
relation for the average longshore current generated by 
obliquely incident waves which depends only on a horizontal 
mixing parameter "P" and a reference velocity, "v0", (v0 would 
be the longshore current velocity if there were no horizontal 
mixing). If one assumes a value for P then v0 and the average 
current can be determined from the data collected in this study. 
Longuet-Higgins indicates that a reasonable value for P is 0.4 
for the study area. Assuming P=0.4, average velocity is equal 
to 55/196v .  But v. is given by: 

V„= 10 X 

49 Xk 

5 X - X 

7 Xb^Xb (6) 

where v,; is velocity at a distance  x from the shoreline and x. 
is the distance from shore to the breakers.  Accordingly average 
currents toward the trap are given in Table 2. 
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RESULTS 

Figure 6, a plot of transport rate versus time, shows the 
seasonal nature of the transport in this area. Maximum 
transport rates were measured during winter and early spring and 
minimum rates during summer and early fall. These results are 
consistent with other studies of Southern California. In 
contrast Figure 7, plot of longshore thrust versus time, does 
not show high wave thrust expected during winter/spring 1975. 
Yet this Figure does show the expected high value in spring 
1974. However, the expected seasonal trends are evident in 
Figure 8, a plot of average current versus time. A reasonable 
explaination for the unexpected low longshore thrust values of 
winter/spring 1975 is observer error in surf estimates. 

Our principal result is the relation between longshore 
transport and longshore thrust shown in Figure' 9. The four 
outlying points indicated on this Figure represent those data 
obtained during winter/spring 1975 when high transport was 
measured but low biasing of observed wave conditions is 
suspected. Omitting those four points a simple regression line 
has been plotted. For comparison with CERC Shore Protection 
Manual (SPM), values of He are plotted against transport rate 
(Figure 10). Note that the regression line of this study 
predicts nearly twice the transport rate predicted in the SPM. 

SUMMARY 

In this study repetitive surveys were made at a littoral 
barrier. These survey data were carefully scrutinized to 
eliminate errors. Later surveys included the use of electronic 
positioning equipment for high accuracy. As a result these 
data represent an accurate determination of longshore material 
transport through a 16-month period. It is felt that these data 
are the best estimates of longshore transport measured under 
field conditions. 

Estimates of longshore wave thrust were computed from 
visual wave observations. Poor agreement with transport rates 
and longshore currents measured during winter/spring 1975 
indicates possible observer bias. These anomalies will be 
studied in future work. 

Comparison of the relation in wave thrust and sediment 
transport is made. This study indicates that in an environment 
of high transport, such as the United States Pacific coast, 
nearly twice as much transport is predicted under corresponding 
wave thrust as that of the data summarized in the SPM. 
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This work has warranted further study and plans are to 
continue the data collection program through 1977. Future work 
will address the questions of accuracy of wave measurements, 
characteristics of sediment, influence of a dredged deposition 
basin, wave diffraction influence, and factors in additiion wave 
thrust which contribute to longshore transport of sediment. 
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CHAPTER 72 

CONCEPT FOR INFERRING THE LITTORAL DRIFT TREND 

by 

Masataro HATTORI* and Takasuke SUZUKI** 

* Department of Civil Engineering 
** Institute of Geosciences 

Chuo University 
Bunkyo-ku, Tokyo, Japan 

INTRODUCTION 

To infer the rate and prevailing direction of littoral transport 
along a given coast is of prime importance in the functional and rational 
designing of coastal structures as well as in the environmental consider- 
ation of coastal zones.  Many efforts have been made to develop the infer- 
ring method from field evidences such as 1) coastal landforms and shore 
configurations in the vicinity of existing structures1'~°', 2) along- 
shore variations in beach and bed sediment properties  V)~12)j 3) statis- 
tical analysis of incident wave properties 13)~16)/ 4) movements of natural 
or artificial tracers 17)-20)^ an(j so on_ 

Among these evidences, the alongshore variations of indigeneous 
beach materials have served as a powerfull, practical and economical tool 
in the inference of general trend of littoral transport. 

Properties of beach sediment, such as grain size of sand and 
volume and shape of gravels, indicate some progressive trends with along- 
shore distance from supply sources2D. Thus the littoral transport direction 
along a given coast is inferable from variations in beach sediment proper- 
ties. 

However, inferring criteria of prevailing direction from variations 
in various beach sediment properties have not yet been fully established. 
For example, the prevailing direction of littoral transport should be defined 
to be alongshore component of intergrated vector of littoral transport during 
several years or decades along a given coast. But this direction is often 
confused with the alongshore dislocating or traveling direction of beach 
sediment, which is indicated by the variations. 

It has also been concluded simply that the variation series ob- 
tained from backshore samples show a long-term trend of littoral transport, 
whereas those from foreshore indicate a short-term trend such as seasonal 
changes.  In this inferring procedure any considerations have never been 
paid on differences in grain size of beach materials (sand and gravels) 
and in wave conditions during the period of field study.  Rate or intensity 
of littoral transport has scarcely been inferred from the variation series 
of beach sediment properties even quantitatively. 

To solve these problems, the present study proposed a new concept 
on the basis of field evidences obtained on the Enshu Coast, Central Japan. 

1223 
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OUTLIKE OF THE STUDIED COAST 

The Enshu Coast extends about 115 km between Cape Irago in the 
west and Cape Omae in the east and is separated into two arched beaches, 
at the junction of which the Tenryu River flows into the Pacific Ocean 
(Fig. 1).  The Tenryu, one of the largest rivers in Japan, is 213.7 km 
in length, 5,093 km2 in drainage area and 8,440 m^/sec in the maximum 
recorded discharge.  Since its bed slope in the downstream part is about 
1/800, the Tenryu supplies a huge amount of gravels and sand to the Enshu 
Coast during its flood period.  The other rivers flowing into this coast 
during its flood period.  The other rivers flowing into this coast are of 
very small scales in length, drainage area and discharge, hence they 
supply only a small amount of sand and silt. 

On the western part of this coast, are developed actively receding 
coastal cliffs, which are composed of the lowest Pleistocene unconsolidated 
strata named Atsumi formation and are receded by wave actions at a rate 
of 0.6 to 1.0 m/year. These cliffs supply the weathered gravels of granite, 
sandstone, slate, rhyolite, etc. to the Enshu Coast.  On the coastal 
plains from the Imakireguchi, an inlet of Lake Hamana, to the eastern end 
of the coast, some parallel or echelon rows of coastal dunes are developed 
(Fig. 1). 

In the nearshore zone of the coast one or two rows of longshore 
bars are developed almost continuously 22) (pig. 2).  This suggests that 
active sediment transports are occurred by breaking waves in this zone. 
Off the mouth of the Tenryu a submarine canyon exists below a water depth 
of about 20 m (Fig. 1). Excepting this canyon, offshore topography upto 
a water depth of 100 m is generally gentle in shape and its slope becomes 
smaller toward both ends of the Enshu Coast from the canyon. 

Beach width is 100 - 170 m in the central part of the Enshu 
Coast, but becomes narrower toward both ends of the coast 23)m    The beach 
consists of sand and gravels. Petrologically the beach gravels are 
composed of sandstone, slate, granite, and others, and their frequency 
percentages are 68%, 13%, 11%, and 8%, respectively.  This petrological 
composition agrees fairly with that of the Tenryu River.  Yamanouchi 23) 
demonstrated the variation diagrams of the mean weight of the largest beach 
gravels along the coast and concluded that most of the beach gravels 
supplied from the Tenryu are distributed on the central part of the Enshu 
Coast, between Imakireguchi and the mouth of Bezaiten River.  This con- 
clusion is supported by the authors' results described later. 

In view of the above-mentioned outline of the Enshu Coast, the 
authors carried out field surveys for the central part of the Enshu Coast , 
(Fig. 3) and investigated the variations in beach sediment properties. 

Only a few data on the wave climate on this coast are available. 
Figure 4 indicates the occurrences of heights and periods of incident 
waves observed at Akabane fishery port located at the western part of this 
coast.  According to Fig. 4, the significant wave height and period are 
about 1.5 m and 10 sec.  Swell generated by typhoon often attacks the Enshu 
Coast and its period observed at Akabane varies in a range from 9 to 15 sec. 

Dominant direction of incident waves to the studied coast was 
in a range of the south-west to the south during the field surveys.  To 
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Pig. I Generalized topography around the Enshu Coast, Japan. 
1: Main divides, 2: Mountains, 3: Terraces, 4: Lowland, 
5: Dunes, C.I.: Cape Irago, Ak: Akabane fishery port. 
Ok: Okurato, L.H.: Lake Hamana, Im: Imagire-guchi, R.H: 
River Ho, R.T,: River Tenryu, R.0.: River Ota, R.B. : 
River Bezaiten, R.K,: River Kiku, CO.: Cape Qmae^zaki 

200 400 600 800 
Horizontal distance from the datum line      (m) 

Pig. 2 Typical nearshore profiles of the studied area. 

e*  to o> o — c 

Hm.C: Hamamatsu Coast 
Ry.C :Ryuyo Coast 
lwFaX:lwat*Fulu!e Coast 

0 10km 

^*—Survey of 
shoreline 
variation 

Fig. 3 Location map of the studied coast and sampling stations 
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predict the trend of littoral transport along the coast, refraction diagrams 
are prepared for a case of wave period of 10 sec (Fig. 5). 

It appears from Pig. 5(a) that waves from the south-west are 
strongly refracted and give rise to the eastward longshore component of 
energy flux due to incident waves along allover stretch of the studied coast. 
For waves from the south, negligible refraction occurs (Fig. 5(b)).  Along 
the west coast adjacent to the Tenryu River, the westward longshore com- 
ponent of energy flux is predicted from the refraction diagram. 

In addition, construction of many dams along the Tenryu since 
1950's results in a remarkable reduce in sediment supply to the coast, and 
hence in erosion on the west coast adjacent to the river mouth (Hamamatsu 
Coast, Fig. 6).  To prevent the beach recession some coast protection 
works such as groins and offshore breakwaters have been constructed on this 
coast. 

Littoral transport direction can be inferred from the configuration 
of river mouth.  The changes in migration of river mouths on the Enshu 
Caost are obtained from the topographic maps surveyed in 1946 and 1970 
(Fig. 7). 

SAMPLING AND ANALYSIS OF BEACH MATERIALS 

Sand'and gravel samples were collected from the surface layer 
of beach both at foreshore and backshore of 28 stations at an interval of 
about 2 km in June, August and November, 1973 (Fig. 3). 

At each station large gravels scattered on the beach surface in 
an area of about 20 m x 20 m were sampled.  Their nominal volumes were 
calculated from measurements of their long, intermediate and short diameters. 
The nominal volume is defined as the product of these three diameters.  Thus, 
alongshore variation diagrams of mean nominal volume of the largest ten 
gravels for three dominant kinds of gravels are obtained (Fig. 8). 

Median diameter of beach sand was determined by the sieve analysis 
of dried samples in the laboratory.  By using the Hallimond 5-Pole Magnetic 
Separater, sand grains ranging from 0.25 to 0.125 mm in diameter were sep- 
arated into the following three groups: A) ferro-magnetic minerals, most 
of which are magnetite and hematite, B) feeble-magnetic minerals such as 
pyroxene, hornblende, sircon and olivine, and C) non-magnetic minerals 
such as quartz and feldspar.  Their specific gravities range from 5 to 4, 
4 to 3, and 3 to 2, respectively.  Accordingly, variation diagrams of the 
weight percentage of these three groups  can be taken as these of the 
heavy mineral composition of beach sand. 

CRITERIA FOR INFERRING LITTORAL TRANSPORT TREND 

Criteria based on the variation diagram of gravel volume 

Since the grain size of beach materials generally decreases with 
increasing distance from the supply source, the littoral transport direction 
is inferable from the variation diagram showing the size-distance relation- 
ship along a given coast. 
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Fig* 7 River mouth deviations. (White arrow: 1946, 
Black arrow: 1970) 
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It is therefore inferred from Fig. 8 that littoral transport 
directions within extents of about 16 km from the Tenryu River along the 
coast are eastward and westward, respectively.  These inferred directions 
seem to be independent of the sampling position, kind of gravels and 
seasonal change. 

As seen in Fig. 8, however, the variation diagrams of gravel 
volume on a semi-logarithmic graph are generally divided into some straight 
segments with different slope, average over certain stretch of several 
kilometers long. For example, in case of the backshore gravel in November 
(Fig. 8(b)), the slope is very gentle within a stretch of about 9 km from 
the Tenryu River in the westward direction along thejcoast, but beyond that 
point the slope becomes steeper abruptly.  Such abrupt changes are seen 
in the other cases of studied coast and also known on the other coasts such 
as Sagami ^  ',  Nligata 25) ( an<j ishikawa 

2^) coasts in Japan. 
The slope of the variation diagram indicates a ratio of size- 

decreasing per unit alongshore distance. This ratio must depend both on 
the intensity of littoral transport parallel to shoreline and on the re- 
sistivity of gravels for attrition. 

The intensity of littoral transport must imply the net or inte- 
grated effects of the following three factors:  1) alongshore velocity 
component of the swash on the beach, 2) directional frequency distribution 
of incident waves, and 3) duration of beach sediment dislocation.  The 
factors of 1) and 2) must be affected mostly by the wave climate and the 
coastal topography. 

The resistivity of gravels for attrition is related to the 
mechanical properties of gravels 2'', but the effect of the original size 
of gravel on the rate of attrition has not been clarified.  The relation- 
ship of the alongshore transport rate of gravels with various sizes to 
the alongshore energy flux of incident waves has not been known.  Thus, 
interrelationships among these various factors can not be discussed quan- 
titatively from our present knowledge. 

For this reason, in the present paper, the term of intensity is 
used to express the above-mentioned net effects of various factors.  It 
is assumed that the difference in the segment slope of the variation 
diagram implies that in the intensity of littoral transport, if the size- 
distance relationship of gravels of the same lithology is concerned. 

On this assumption, the magnitude of the intensity of littoral 
transport is divided qualitatively into three degrees:  strong, moderate 
and weak, which are represented by thick, thin and dotted arrows on Fig. 8, 
respectively.  The arrow direction indicates the inferred dislocating 
direction. 

Prevailing direction of littoral transport on a given coast should 
be inferred from asymmetry of the variation diagram with respect to the 
supply source of beach gravels; that is, from asymmetry of the intensity 
and/or from asymmetry of the stretch length with the same intensity.  The 
magnitude of the asymmetry can be called prevailingness of littoral 
transport. 

Based on this consideration, proposed criteria for inferring 
the prevailing direction and the prevailingness of littoral transport are 
given by Fig. 9(a).  On this figure, ideal variation diagrams of gravel 
volume for nine cases are shown in semi-logarithmic graph, and the inferred 
magnitude of intensity is shown by the three kinds of black arrow mentioned 
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before. The inferred prevailing direction for each case is shown by a white 
arrow, of which the length and thickness represent the prevailingness 
qualitatively. 

Figure 9(b) shows some inferred examples of prevailing direction 
in cases where two or more supply-sources exit on a coast.  In case of the 
top of this figure, the prevailing direction is inferred to be toward the 
right on the figure as shown by a white arrow, based on asymmetry of the 
intensity with respect to the source of S2.  If S2 is lacking in this 
case, the variation diagram may change into that shown by dotted line. 
But the inferred prevailing direction is the same, because in this case 
asymmetry of the intensity with respect to the descending nodal point of 
dotted line becomes the key for inference.  Similarly, prevailing directions 
of the other cases are inferred to be toward the right. 

Criteria based on the variation diagram of sand properties 

Generally speaking, the variation diagrams of beach sand prop- 
erties such as median diameter, sorting coefficient, and heavy mineral 
composition display a cyclic pattern which has a very shorter pitch as 
compared with that of beach gravels, as exemplified by Pigs. 10 and 11. 
This seems to be dependent on the following two reasons:  (1) Position 
of the sand-supply source can not be determined easily, because the beach 
sand is supplied not only from rivers and coastal cliffs, but also from 
receding beach and sea bottom.  (2) Sand properties vary with minor beach 
topography such as beach cusps owing to sorting effect by wave actions. 
Therefore, the variation diagrams of beach sand are influenced largely 
by sampling technique. Beach sand seems to play a less important role 
than beach gravels as an indicator of littoral transport trend. 

However, the inference of littoral transport direction from 
the variation diagram of sand properties is made on  the basis of the con- 
ventional concept, in which the littoral transport direction is considered 
to coincide with the decreasing direction of grain size and heavy mineral 
component of beach sand.  The prevailing direction is inferred from the 
same concept as the case of beach gravels discussed in the previous section 
(Figs. 10 and 11). 

SEQUENTIAL MODEL FOR INTERPRETING THE DIFFERENCE 

AMONG THE INFERRED RESULTS 

Figure 12 shows the summary of inferred directions and intensities 
of the littoral transport along the studied coast from the variations in 
beach sediment properties together with those from the river mouth deviation. 

It is noticed from this figure that the inferred results display 
different tendencies according to the sampling position or elevation (fore- 
shore and backshore) and to the grain size of beach sediments (sand and 
gravels).  On the other hand, seasonal effect on the inferred results seems 
to be relatively weak. 

The alongshore processes of beach sediment transport are closely 
related with the size of beach sediment and the position of the zone in which 
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the dislocation occurs28^.  In addition, the wave runup height on beach and 
the tractive force acting on beach grains depend on properties of incident 
waves. 

The alongshore variations in beach sediment properties are con- 
ceived as the consequences of complex interactions among these factors. 
The differences in the inferred results, as seen in Fig. 12, can be explained 
by taking account of differences in sea conditions governing the dislocation 
of beach sediments. 

Based on this concept, a following sequential model is proposed 
here, as shown in the inset of Fig. 13 schematically:  Stage A shows a climax 
state of rought to high sea condition, in which the littoral transport 
trend is inferred from the variation diagram of backshore gravels; Stage B 
is a decay state of the stage A, from backshore sand; Stage C is a slight 
sea condition, from foreshore gravels; Stage D is a smooth sea condition, 
from foreshore sand. 

According to this model, the directions and intensities of littoral 
transport along the studied coast under the four sea conditions are concluded 
to be shown in Fig. 13 by thick and thin arrows. 

CONCLUSIONS 

Overall prevailing direction and intensity of the littoral trans- 
port along a given coast can be inferred from asymmetry both of the slope 
of variation diagram and of the alongshore distance of the same slope seg- 
ment on the diagramwith respect to the sediment supply source or to the 
ascending or descending nodal points on the variation diagram. 

The prevailing direction along the studied coast is concluded to 
be eastward clearly under the slight and smooth sea conditions, whereas 
under the rough to high sea conditions prevailingness is not found, according 
to the criteria proposed in this paper.  This conclusions is supported by 
the fact that the west coast adjacent to the Tenryu River (Hamamatsu Coast) 
has been receded severely, whereas the east coast (Iwata-Fukude Coast) 
has been proceeded (Figs. 6 and 14). 

ENSHU-NADA 

Fig. 14 Long-term shoreline changes on the Enshu Coast. 
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CHAPTER 73 

FIELD  INVESTIGATION  OF  SEDIMENT TRANSPORT  PATTERN 

IN A CLOSED  SYSTEM 

by 
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Japan 

INTRODUCTION 

In order to elucidate the transport pattern of sediment in a 
closed system, a pocket beach was chosen and investigated from 
various aspects. This investigation included the following studies: 
(1) bathymetric survey by an echo sounder, (2) survey of submarine 
geology using an acoustic probe, (3) observation of nearshore 
current systems using floats, (4) documentation of the transport 
pattern of suspended sediment by aerial photographs, (5) examination 
of depositional environments of bottom and beach material by sieve 
analysis, (6) inference of long-term alongshore sediment transport 
pattern from the grain size properties of beach sand, and measure- 
ment of short-term trends by use of fluorescent sand, and (7) exam- 
ination of long-term shoreline change using old and recent maps. 

STUDY AREA 

A study area was located at the bay head of Katsu'ura bay, 
Chiba prefecture, Japan, facing the Pacific Ocean ( Fig. 1 ). The 
bay is a semicircular shape ( approximately 2 km in diameter ) 
having a south-oriented bay axis, and is bordered by coastal cliffs 
made of Pliocene sedimentary rocks ( Fig. 2 ). The coastal cliff 
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in the study area is made of Katsu'ura formation which is the 
alternation of sandstone and siltstone strata; these strata strike 
N40-50°E and dip 5-10°N.  In front of the cliff a narrow sandy 
beach stretching 1.3 km develops. Little seasonal change of this 
beach has been observed. There is no major supply source of beach 
sand in or near the study area. The direction of wave approach is 
nearly normal to the beach. Tidal range at spring tide is about 
1.5 m, while at neap tide is about 0.7 m. 

SUBMARINE TOPOGRAPHY AND GEOLOGY 

The topographical and geological surveys revealded that (1) 
the submarine topography consisted of portions having smooth subma- 
rine contours and irregular ones ( Fig. 3 ), (2) the former portion 
was of sandy sediment, while the latter of exposed bedrock ( Fig. 
4 ), (3) from the shoreline up to a water depth of about 5 m, there 
was little difference between the depths of the bedrock surface and 
the adjacent sand bottom, while in deeper regions there existed a 
marked topographic break that the bedrock surface was located 2-3 m 
higher than the sand bottom ( Fig. 5 ), (4) the submarine bedrock 
was also made of Katsu'ura formation, and (5) a veneer of sandy 
sediment developed spottedly on the bare bedrock. 

Submarine bedrock configuration shows the existence of a large 
depression in the western part of the study area ( Fig. 6 ). Figure 
7 is an isopach map of sandy sediment, which was plotted on the 
basis of Figs. 3 and 6; the western portion constitutes a notable 
sedimentary region. 

NEARSHORE WATER CIRCULATION PATTERN 

For the measurement of nearshore current pattern, floats with 
current-crosses were released and traced by transits. The result 
showed a characteristic pattern: in the areas of exposed bedrock 
onshore currents developed, while in the adjacent sandy areas off- 
shore currents occurred. This water circulation pattern is shown 
in Fig. 8, in which H^ = breaker height, T = wave period, U = 
average wind velocity obtained by the observatory located near the 
study area, and the letters in brackets show wind direction. Since 
the nearshore bedrock areas are higher than the adjacent sand areas, 
it is clear that the underwater topography gives rise to wave con- 
vergence in the bedrock regions and to divergence in the sandy 
areas; longshore currents flowing away from the zones of convergence 



1242 COASTAL ENGINEERING-197 6 

turn seaward in the zones of divergence, forming the offshore 
currents. 

Since the surface of exposed bedrock has changed little, sub- 
marine topography has determined the nature of wave-induced current 
fields: in the areas of the bedrock onshore currents dominate, while 
in the adjacent sandy areas the prevailing offshore currents occur. 

SUSPENDED SEDIMENT TRANSPORT PATTERN 

The transport pattern of suspended sediment was investigated 
by air-photo interpretation. Photographs were taken on Nov. 27-29, 
1974 by attaching a blue-cut filter to an air-born camera in order 
to obtain clear underwater information ( Lockwood et al., 1974 ). 
The photo scale was 1/10000. Figure 9 shows the transport patterns 
obtained from these photographs. 

On the basis of ordinary black and white aerial photographs 
( scale: approx, 1/10000 ) taken at several different times, the 
locations of offshore transport of suspended sediment were depicted 
C Fig. 10 ). 

Figures 9 and 10 indicate that the prevailing offshore trans- 
port occurs in the regions of sand bottom, irrespective of input 
wave conditions. This result reconfirms the occurrence of offshore 
currents in the sandy regions, and furthermore suggests the exist- 
ence of onshore currents in the bedrock regions. 

DEPOSITIONAL ENVIRONMENTS OF BOTTOM AND BEACH MATERIAL 

On the basis of sieve analysis of submarine and backshore sand 
samples, the mean diameter in phi scale, M<j>, as a grain size param- 
eter and its standard deviation, a<f>, as a sorting measure were cal- 
culated. Figure 11 shows the areal distribution of M(f) of 63 under- 
water samples; Mcj> in the bedrock regions is generally smaller than 
that in the sandy area. Namely, sediment in the former is larger 
than that in the latter. On the other hand, acj> did not show such 
a distinctly zonal distribution. 

The existence of coarser sediment in the zones of the exposed 
bedrock suggests that this material would probably be produced by 
bedrock erosion, although its quantity would be very small due to 
high resistivity of the bedrock to wave erosion. 
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Figure 12 illustrates the alongshore variation of M<f> and a§ 
of the backshore sand samples which were taken from 24 locations 
shown in Fig. 3; there is larger and poorly sorted beach sand in 
the vicinity of location Nos. 5 and 13.  Since the areas of bare 
bedrock in the seaward regions of these localities are larger ( 
Fig. 4 ), this result suggests that the coarser material on the 
bedrock could be transported to the beach by the onshore currents 
dominating in the bedrock regions. 

ALONGSHORE SEDIMENT TRANSPORT PATTERN 

Considering the beach locations of Nos. 5 and 13 as supply 
sources of littoral drift to the whole beach, the direction of 
alongshore sediment transport was inferred from the variation se- 
ries of M<j> and ai>   ( Sunamura and Horikawa, 1972 ). The result is 
shown by arrows in Fig. 12: westward transport dominates in the 
western part of the beach, while transport pattern in the eastern 
part is complicated. 

In addition to this study of long-term trends of transport 
pattern, short-term phenomena were investigated by tracing 
different-colored fluorescent sand which was released at three 
different alongshore locations ( Fig. 13 ). Figure 13 shows that 
the transport direction at each location varies according to wave 
conditions. 

LONG-TERM SHORELINE CHANGE 

The examination of shoreline change during the period of 87 
years from 1883 to 1970 indicated that the beach had been suffering 
erosion at a mean annual rate of 0.1-0.4 m/year ( Fig. 14 ). Since 
(1) the study area was uplifted 30 cm at the time of Great Kanto 
Earthquake in 1923 ( Omura, 1926 ) and (2) it was also uplifted 
about 5 cm during the period from 1923 to 1965 ( Fujii, 1968 ), it 
is clear that this whole beach has been eroded more severely. This 
means that all the material once washed away from the beach has not 
been returned to the beach, i.e. that the pattern of long-term sed- 
iment transport has not formed a closed loop. 

INFERRED SEDIMENT TRANSPORT PATTERN 
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Figure 15 is an illustration of the sediment transport pattern 
inferred from the above various investigation results. Material 
resting on the exposed bedrock is transported shoreward by the on- 
shore currents, drifted alongshore on the beach or in the surf zone, 
and eventually transported offshore by the offshore currents. The 
characteristics of submarine topography tell that the material 
transported offshore to the regions shallower than a water depth of 
5 m has the possibility of being carried to the bedrock regions 
again by circulating currents; this transport pattern would probably 
form closed loops. On the other hand, the material once transported 
to deeper regions has less possibility of returning due to the ex- 
istence of the marked topographic break. Therefore, the transport 
pattern would not be closed. 

CONCLUSION 

In the present study area, submarine topography greatly influ- 
ences nearshore current fields and also governs the resultant sed- 
iment transport pattern. 
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Figure 1    Study area. 

I      1 Alluvium 

Kiwada formation 

Katsu'ura f. 

Kurotaki f. 

Yasuno f. 

Kiyosumi f 

P7H   Fault 

-0- 
2 km 

Figure 2 Geology around study area ( modified 
after Koike, 1955; Hatai, 1958 ). 
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Figure 3 Submarine contour map. 

Figure 4 Area of exposed submarine bedrock: hatched portion. 
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Figure 5a Geological cross sections along 
survey lines shown in Fig. 4. 
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Figure 5b Geological cross sections along 
survey lines shown in Fig. 4. 
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Figure 6    Submarine bedrock configuration. 
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Figure 7 Isopach map of sandy sediment. 
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Figure 8 Water circulation pattern. 
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a   Nov. 27, 1974 
(Hb)max.= ab.lm,T = 9-10sec, U = ab.5m/sec (N-NNE) ^ 

b    Nov. 28,1974 
(Hb)max.= ab.2m, T= lO-llsec,   TJ = ab.3 m/sec (ENE) 

WA, 

C     Nov. 29,1974 
(Hb)max.= ab.l.5m,T = ab.lOsec, U = ab.3m/sec (SE~S) 

Figure 9 Suspended sediment transport pattern. 
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a    Mar. 26,1967        T = 6-7 sec    U = 3-4 m/sec (SSW) Ar 
"T2 'ii 'io^a 

c    Mar. 19,1970:      T= 9-10secj__U^5-6m/sec (NNW) 

d    Mar. 5, 1972:       T = 13 -14 seCi_U^2-3 m/sec (NE) 

Figure 10a Locations of offshore transport 
of suspended sediment. 
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e    Mar. 7,1973:        T = 8-9sec ,_Ufj4-5 m/sec (NW) 

f    Feb. 16 , 1974:      T = lO-l 1 secJ_JU^3-4 m/sec (S 

g    Mar. 1,1975:       T = 12-13sec!_J^5-6m/soc (NNW) 

^>, '^'    J//////A       YA,        V/////?C^WA 

h   Mar.11,1976:     T= 13-14sec,JU^2-3m/sec (E) 

Figure 10b    Locations of offshore transport 
of suspended sediment. 
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x Sampling point   1x3.3 xo.9 

Diameter in phi scale 

Figure 11 Mean diameter of bottom material. 

23        21      19        17       15       13       1 1 9 7 5 3 1 
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Inferred transport direction east 
•=><= => 

Figure 12 Mean diameter and standard deviation 
of beach sand, and inferred transport 
direction. 
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Figure 13    Dispersion of fluorescent sand. 
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Figure 14 Long-term shoreline change. 
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Figure 15 Inferred sediment transport pattern. 



CHAPTER 74 

EQUILIBRIUM PROFILES AND LONGSHORE TRANSPORT OF 

COARSE MATERIAL UNDER OBLIQUE WAVE ATTACK 

by E. van Hijum 

Abstract. In order to obtain design criteria for artificial gravel beaches, a re- 

search programme was drawn up to study the behaviour of gravel beaches under wave 

attack. The present paper gives the main results of the investigations into beach 

formation and equilibrium profile characteristics, including the longshore 

transport rate of beach material under regular wave attack with varying angles of 

wave approach, 

1 r_ Introduction. Coarse material, such as gravel and light rubble, has recently 

been applied in the Netherlands as a bank protection in areas exposed to wave 

attack. An example is the gravel beach at the Zuidwal, the southern bank of the 

harbour entrance to Rotterdam (Figure 1). In order to reduce the waves inside 

the new harbour mouth and the connected basins, a wave-damping beach is now 

planned. To achieve the desired energy absorption, such a beach should consist 

of granular material under a small angle of inclination. For nautical and hydrau- 

lic reasons it is not possible to make the beach slope flatter than about 1:10. 

If loose material is used as slope protection such a slope can only be achieved 

by using gravel. Contrary to conventional types of bank protection, the profile 

of such a gravel layer will be deformed when exposed to wave attack. Data on the 

fluctuation of the profile under design wave conditions are required to ensure 

an adequate design. For this reason the Public Works Department, Harbour Entrances 

Division,of the Dutch Government commissioned the Delft Hydraulics Laboratory to 

investigate the behaviour of gravel beaches under wave attack. The tests were 

performed in the De Voorst Laboratory of the Delft Hydraulics Laboratory. 

2 Beach formation. The process of beach formation has been described extensively by 

Zenkovich Q] and many others. Changes in coastline are a result of the displace- 

ment of beach material along the shore. This process is governed by the size of 

the material and the position of the zone in which the displacement occurs. Bottom 

transport, which occurs on the submarine slope under the action of waves that have 

not yet broken, differs fundamentally from shore transport, which takes place in 

the surf zone. Silt and fine sand are displaced by both wave and currents; 

coarser sand and gravel are affected to a lesser extent by currents, whilst larger 

material is displaced only by wave action. Perhaps due to percolation, gravel 

* Project engineer, Maritime Structures Branch, Delft Hydraulics Laboratory, 

Laboratory de Voorst, The Netherlands. 
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beaches are rather steep: in general steeper than about 1:8. The mass of water 

that is formed after a wave breaks on this slope, the swash, is driven by inertia 

up the beach and then flows back by gravity to meet the following wave (Figure 2), 

The swash, which has completely lost the nature of wave motion, is exposed to the 

continuously interchanging forces of inertia and gravity. When the waves approach 

the shore obliquely, these forces operate differently. As the swash reaches its 

upper limit it slows down, describes a curve and flows back directly to the sea 

along the line of steepest gradient. Dependent on the coarseness of the material 

and the wave conditions, either a thin layer of material or only a few grains are 

set in motion. The path traversed by particles of material depends on the follow- 

ing factors: 

The wave conditions: wave height, wave period, angle of wave approach; 

- the diameter of the particle; 

- the shape of the particle and affixtures; 

the initial positions on the beach; 

the time; and 

the initial beach slope. 

As an example Figure 3 shows the influence of the initial position of a particle 

on an equilibrium beach, beyond the breaker-line. The length of the path parallel to 

the coast traversed by particle 3 is much shorter than that of particle 1. The 

influence of the time is demonstrated in Figure 4. If the wave conditions alter, 

the bed will create a new equilibrium. If the waves decrease, path 1 is 

followed; if the waves increase, path 3 is followed and in the equilibrium phase 

path 2 is followed. 

3 Problem schematization. In the research programme a line was followed as 

demonstrated in Figure 5. For correct profile development and longshore transport 

the sediment motion in the model had to fulfil the following conditions: 

- The mechanism had to be the same as in nature, and 

in this mechanism scale effects had to be of such an order that they could be 

neglected. 

As the mechanism of sediment transport changes completely once ripples appear, 

and it is up to this moment impossible to scale down this mechanism, the diameter 

of the material and the wave conditions were chosen in such a way that no ripples 

were formed. 

Step I of the research programme, on deducing scale effects and fluctuation of 

the profile at perpendicular regular wave attack, has been reported in |jQ . 

The present paper will be restricted to step 2. 
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4 Problem analysis. In describing profile formation and longshore transport, two 

groups of parameters may be composed: 

5j.-l^_£5£^£S^I_Ea£^5®£^I§> characterizing the wave attack and the initial beach 

geometry, viz., wave height and wave length on deep water (H , L ), wave period 

(T), depth of foreshore (h), height of beach top (k), initial slope (tg a), grain 

diameter (D) and angle of wave approach on the foreshore (<f>).  Because of the 

fact that the larger grains of a grain distribution seem to be determinant for 

the bed load transport,the Dq0 was chosen to characterize this grain size dis- 

tribution. D . means that 90% of the weight of a sample has a diameter smaller 

than D9Q. 

k^_ll)£_iSternal_2arameters, characterizing the resulting equilibrium profile and 

the sediment transport during the formation of the profile. These parameters are 

shown in Figure 6: 

h.       = height of wave run-up above the still-water level on the initial 

(straight) slope 

h_       = height of the beach crest a height of wave run-up above the still- 

water level on the equilibrium profile 

h_       -    depth below the still-water level of the point of initial movement 

on the initial slope 

1„ and 1-. -    defining the position of the step or bar 

1„      = defining the height of the bar 

tg y     = gradient of the equilibrium profile at the still-water level 

g       = angle of repose under water 

S(y)     = mean resulting sediment transport in y-direction between two points 

in time. The time between these points has to be much longer than 

the wave period 

S(x)     = mean resulting sediment transport in x-direction. 

For equilibrium of the external parameters in the model the Froude law of similar- 

ity was chosen. From Q2] it follows that under the" conditions tested the Froude 

law of similarity is also applicable for the internal parameters provided 

D_n > ~ 6 « 1Q""3 m. The equilibrium profile may show either a bar-type or step- 

type form, of which the first one has a more pronounced bar, located in the vi- 

cinity of the breaker point (see Figure 6). Appearance of a beach crest depends 

on the initial beach geometry and the erosion rate. If cj> ^ 0* than, between two 

points with S(x) = 0, three characteristic sections can be distinguished on a 

beach (see Figure 7): section A (erosion), section B (equilibrium) and section C 

(accretion). During a test the section lengths A and C increase and section length 

B decreases. It is a requirement that the test is finished before section B has 
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vanished and after the perpendicular cross-section in B has reached an equilib- 

rium condition. These two factors determine the minimum length of the gravel 

beach section. 

5 Description of the model. The model, a straight beach section, was built in 

a wave basin with the dimensions length * width * depth = 40 * 24,5 «- 1,5 m3. 

The gravel section of the model beach was located between two concrete sections. 

A carriage with an echo-sounder could be moved over two rails parallel to the 

beach to make soundings of the profile. In the model two points with S(x) = 0 

were made (gravel traps). Figure 8 gives a plan view of the model. 

6 Tests. A summary of the test program is shown in Table 1. This table includes 

the two-dimensional tests from step 1. In choosing the external parameters the 

following four conditions were taken into account: 

1. The dimensions of the wave basin. 

2. The H-L diagram of Galvin [_3~\ ,   in order to avoid the area of secondary waves. 

3. The requirement to remain below the ripple criterion. 

4. The condition Dqn  > ^ 6 -* 10~3 m in order to avoid scale effects in the mech- 

anism of the bottom transport. 

Measurements were made of the waves, the wave run-up, the critical velocities 

at the point of initial movement of the gravel, the changes in time of the beach 

profile, and of the sorting of the gravel. The waves were measured in 3 rows of 

about 20 points each. S(y) and S(x) were calculated from frequent profile 

soundings, being the only way to determine these transports without disturbing 

the dynamical action of the gravel under wave attack. The procedure used to 

compute S(y) is shown in Figure 9. In section B, with —r——>- 0, S(y) can be 
a x 

calculated via the continuity equation in y-direction: 

S S(y)    dz 9 S(x) 
3y      dt U'  ir   9 

In x-direction S(x) can be calculated via the continuity equation: 

3 S(x)  + 30 _ 
3x      9t 

where 0 stands for the area of a cross-section in y-direction (see Figure 10). 



1262 COASTAL ENGINEERING-1976 

7  Test results. Only the main results of the tests are given here. In Figure 

11 the equilibrium conditions as reached in one of the tests is shown, together 

with the measured mean incident wave height in the 3 measuring rows. The symbol 

H  stands for the wave height on the foreshore. The three characteristic sections 

A, B and C can clearly be distinguished. S(x) as function of x, in the equilibrium 

phase, is shown in Figure 12. S(y) as function of y, in section B, is given in 

Figure 13. 

Summarizing all tests, the following conclusions can be drawn: 

It appears to be possible to determine an optimum initial beach profile in 

y-direction which shows minimum erosion and accretion for a given wave condi- 

tion. Profile characteristics described in terms of the external parameters 

are shown in Table 2. The wave run-up on the initial slope (1A), a vertical 

profile parameter (h„), and a horizontal profile parameter (1 ) are shown in 
B s 

their relationships with the external parameters on the Figures 14, 15 and 

16 respectively. The transition from step-profile to bar-profile is demon- 

strated in Figure 17. This criterion only yields for profiles in areas with 

—- • 0. The behaviour of erosion and accretion profiles can devidte 
a x 

considerably, so it will be difficult to check the criterion from Figure 17 

with data from beaches in nature. 

- The total longshore transport of material in x-direction can be described in 

terms of grain diameter and design wave conditions (regular waves) by the 

relationships between internal and external parameters as shown in Table 2 

and Figure 18. Both parameter groups in this figure are achieved by simply 

supposing that a layer of sediment moves along the beach with a velocity 

proportional to c, sin (f>, , where c, stands for the phase velocity of the 

breaking wave and $     for the angle between breaking wave and shoreline. The 

moving layer is supposed to have a width perpendicular to the coast propor- 

tional to 1  and a thickness proportional to Dq0- The coefficients of pro- 

portionality appear to be related to the external parameters too. As shown in 

Figure 19 there exists a very poor relationship between longshore gravel 

transport and the so-called "energy flux". In this Figure the model conditions 

are enlarged with a length scale = 4. As a comparison between longshore sand 

transport and longshore gravel transport some measurements by Komar are also 

shown (from (_4j ). 

- Sediment sorting along the equilibrium profile in y-direction seems to be a 

function of wave height and wave period. At low waves the coarsest material 

is found on the beach crest and at higher waves in the vicinity of the breaker 
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point. In x-direction no sorting was found. 

- Measurements of critical velocities at the point of incipient motion on the 

initial slope support the conclusion drawn after the two-dimensional tests, 

indicating an increase of the critical velocity with increasing water depth. 

8 Limitations in use of the results. It is clear that it is only permissible 

to use the obtained results within the tested range of the parameter groups. An 

important factor is the translation from a wind-wave field to the regular wave 

conditions as used in the tests. At the moment at the Delft Hydraulics Laboratory 

tests are being performed concerning step 4 of the research programme. In the meantime 

at a project in Italy (see Figure 20) good results were obtained in predicting 

the longshore transport rate of a natural gravel beach by characterising the wind- 

wave field by the significant values H and T . 
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grain diameter DgQ = 1.8; 4.4; 5.9; 7. 1; 9.3; 16.5 (10~3 m) 

(p = 2650 kg m~3) D  = 1.3 ; 3.4; 5.0; 6. 1; 8.2; 13.0 (10~3 m) 

wave height 0.04 - 0.47 (m) 

wave period 1.20; 1.47; 1.60; 1.83; 2.00; 2.36; 2.44; (s) 

angle of wave approach 0°; 20°; 45° 

initial slope 1:5; 1:8; 1:10 

depth of foreshore 0.25; 0.40; 0.50; 0.80; 1.00 (m) 

height of beachtop ^ and still-water level 

Table   1     Summary of  external  parameters 

internal parameters external  parameters 

hB D90 

hBD90 

hF D90" 

\ D90" 

-2 -1     -3 
S(x)   g      D9Q       T 

CQ H    g"^   D90
-3^   (cos  $)VZ   (if  <  700) 

else H    D    "'   (cos  <t>) ^ 
o     90 

Ho D90"'   (C°S  *)1/2 

H    D    "'   (tg a)"1/3   (cos  ((i)1/2 

o     90 

c    H 
o    o 

->/2    D^    (cos   ^ 1/2 

c    H    g""2  D    -#   (cos  V* 
o    o yu 

Ho D9o"'   (C°S *)I/2 

angle of  repose under water   (~ 30  ) 

HQ D90"'   (tg arl/3   (cos <())I/2 

-1 
H     (cos  <t>)UZ  DQn     ,   {tanh   (kh)}       sin 90 

DQQ > 6*10  m only! 

Table 2 Relationships between internal and external parameters 
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Fig. 1  Location Zuidwal 

Fig. 2 Beach formation 
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Fig. 8 Influence of the initial location 

on the beach on particle motion 
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Fig. 4 Influence of the time on particle motion 
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Fig. 6 Definition sketch 
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Fig. 8 Plan view of the model 
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CHAPTER 75 

STUDY OF EQUILIBRIUM BEACH PROFILES 

by 

1 2 Robert A. Dalrymple and William W. Thompson 

Abstract 

The use of the dimensionless fall velocity for determining 
equilibrium foreshore slopes, -modeling of natural beaches in the 
laboratory, and for determining shoreline erosion rates is examined. 
Encouraging results are found for relating foreshore slope uniquely 
to the dimensionless fall velocity and possible model law is proposed. 

Introduction 

At the University of Delaware, work has been progressing on the 
development of computer models for nearshore processes and coastal 
modification (Wang, Dalrymple and Shiau, 1975; Birkemeier and Dalrym- 
ple, 1975).  During the course of the work it was necessary to be able 
to predict equilibrium Beach slopes, based not only on the grain size 
of the material that comprised the beach as was done by Bascom 0-951), 
but also as a function of the incident wave characteristics. Work of 
this nature has been conducted previously by Kemp (1968), Nayak (1970) 
and Carter, Mei and Liu (1973). This paper presents the foreshore 
slope as a function of the dimensionless fall velocity of the sediment, 
a parameter introduced by Nayak on dimensional grounds and by Dean 
(1973), based on a physical argument. 

Based on the success of the dimensionless fall velocity as a 
measure of the beach slope and also as an indicator of the reflection 
from the beach (see Nayak, 1970), numerous model laws were developed 
for the modeling of beaches in the laboratory, keeping the dimension- 
less fall velocity ratio constant. Several of these relationships 
were tested in the laboratory and compared against prototype data in 
the same manner as Noda 0-972) and Paul, Kamphuis and Brebner (1972). 

1 
Assistant Prof., Dept. of Civil Engineering, Univ. of Delaware, 
Newark, DE 19711. 

2 
Formerly, Graduate Student, Univ. of Delaware, now with Transworld 
Drilling Co., Morgan City, La. 
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A major area of coastal engineering that is still not adequately 
understood is onshore-offshore sediment transport.  From the labora- 
tory tests mentioned above, a speculative empirical relationship is 
presented for foreshore erosion/deposition based again on the dimen- 
sionless fall velocity, which has Been shown to be an indication of 
when erosion or deposition will take place. 

Equilibrium Beach Profile and Foreshore Slope 

Equilibrium profiles have been studied extensively through the 
history of coastal engineering, and as early as 1939, Waters postula- 
ted that the type of profile (that is, whether a normal profile, with 
steep foreshore slope and possibly a step at the breaker line, or 
a bar profile, with a milder foreshore slope and a longshore bar at 
the breaker line) wa& determined by the deep water steepness, Ho/Lg.the ratio 
of the deep water values of the wave height and wave length.  For 
many years it has been held as a basic tenet that H0/L0 = 0.025 is the 
dividing wave steepness between profile types with barred profiles 
resulting from steeper waves, despite some evidence to the contrary 
(e.g., Saville, 1957; King, 1972).  In 1973, Dean found that the 
wave steepness separating bar profiles from normal profiles varied 
with the fall velocity of the sediment, Vf, divided by the deepwater 
celerity, C0 = LQ/T, where T is the wave period. 

H       V. 

o       o 

which can be written as HQ/VjT = 0.85.  The fall velocity was calcula- 
ted using the median grain size, djQ. Kbhler and Galvin (1973) using 
different data recommended, Ho/VfT = 0.70, while the CERC Shore Pro- 
tection Manual (1973) recommends 1.0 - 2.0. 

The physical significance of the dimensionless fall velocity, 
Ho/VfT, as presented by Dean is that the parameter is a measure of 
whether a particle lifted into suspension by the passage of a wave can 
fall to the bottom during the time when its net displacement due to the 
horizontal water particle motion is shoreward.  If so, the net sedi- 
ment transport in the surf zone is shoreward, or zero, and we expect a 
summer profile to develop or to have been developed. Also the para- 
meter can be viewed as the tangent/ir of the angle made by the maximum 
horizontal velocity in deepwater and the fall velocity. 

If the parameter, H/VfT, is an important parameter for profile 
type, it follows (by dimensional analysis) that it is also important 
for determination of the foreshore slope, 6, measured in degrees at the 
still water line. Collecting data from different experimenters, 
including Rector (1954), Falrchild (1959), Raman and Earattupuzha, (1972), 
van Hijum (1974) and Thompson (1976), foreshore slopes were measured and 
are presented in Fig. 1 versus the dimensionless fall velocity.  The 
figure shows a reasonable trend despite the significant scatter which 
could be attributed to any number of things including inaccuracy in our 
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measurement of 8 from the experimenter's figures, profile measurement 
errors, lack of equiliBrium-' and spurious tank reflections. The scat- 
ter, however, is less than was- obtained By attempting to plot the data 
versus H0/L0 with a third parameter, such as dgo/Hg, d5g/L0 and C0/Vf. 

Nayak's(197G) curve is also shown in the figure, But only over the 
range for which he used quartz sand.  When he used much lighter material, 
his Beach slopes Became very mild and, in fact, the whole Beach itself 
was in motion with the waves. Also Kemp (1968) has plotted 6 versus a 
dimensional parameter, H^/Tdjg^-' , which is similar to the dimension- 
less fall velocity as Vf is directly proportional to djQ^" for large 
sand sizes. Ours appears to Be significantly different from his, 
particularly for larger values of Ho/VfT. 

Modeling Relationships 

From Fig. 1, which indicates a unique foreshore slope for a given 
value of Ho/VfT, it follows that in order to reproduce in a model the 
same equiliBrium profile that occurs in the prototype (neglecting 
tidal effects)  that the parameter HQ/VJT should Be the same in model 
and prototype.  Based on different modeling requirements seven model 
laws- were developed and are presented in TaBle 1.  The derivations are 
shown in the Appendix.^ Four of the model laws (#3,5,6,7) accommodate 
the same sand in model and prototype and were tested in the laBoratory. 
However, of these, only #7 maintains geometric similarity (that is, 
the horizontal length scale, A, is equal to the vertical length scale, 
u), and, therefore, only it should yield a corrected modeled Beach 
slope, while it was hoped that the others might adequately model 
other features of the profile. 

Experiments were conducted in a 21.3 m long x 0.61 m wide wave 
tank with a piston wavemaker at one end and the sand beach at the 
other.  The experimental program was to run prototype tests for a 
normal and Barred profile and then to model these with tests Based on 
the model laws.  The Beach material consisted of a quartz sand with a 
median diameter, dso of 0.40 mm (a Trask sorting coefficient of 1.38 
and a skewness of 1.0). Due to tank size restrictions, the maximum 
practical scaling was only u = 1/2. Most of the tests were initiated 
with a plane profile (1:10 for the prototype tests) and allowed to 
run to equiliBrium which was defined as a lack of significant profile 
change with time in the foreshore region.  For the foreshore region, 

3 
Chesnutt and Galvin (1974) report never achieving equiliBrium in their 
tests despite holding HQ/LQ constant as the air temperature and hence 
H0/VfT changed. 

4 
The derivation of the model laws utilized the Stokes equation for fall 
yelocity which is valid only for low Reynolds numbers. For larger 
Reynolds numBers, a different fall velocity relationship is necessary 
and, in fact, for Model Laws 1 and 2, it is only necessary to scale the 
fall velocity as -u^'^ and then choose the sand size accordingly. 
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TABLE 1 SUMMARY OF MODEL LAWS 
(See Appendix A for Derivation) 

Law   nxl    n,       n      \  Note 
a50    — 

1 1   U      ]i P Preserves Froude No., Ho,L0, 
geometric similarity, Stokes 
fall velocity 

3/2   -1/2    1/2 
2 u     y      v      V Preserves bed particle Reynolds 

number, densimetric Froude num- 
ber, Ho/Lo. 

3/2 
3 1      In      u      Assumes laminar boundary layer. 

Preserves bed shear stress, 
Froude No. 

,  -0.1875 +0.063  1.0625 1.5625 .      , „, ,  „ -  ,   , 4 n      V 11      V      Assumes turbulent boundary layer. 

3/2 
5 1      1   ii      U      Preserves Froude No. 

2 
6 1 In ii Preserves bed particle Reynolds 

number,  bed shear stress. 

7 1 In vi Preserves geometric similarity, 
H /L  . o'   o 

dsn = median grain size diameter parameter, a a 50 
prototype 

,  ^sediment - 'fluid 
Y  =   

Y 'fluid \      =  horizontal length scale 

y  = vertical length scale 

the foreshore slope and the ^related profile was achieved quickly, in 
the matter of several hours; However, the offshore region,  dominated 
by migratory ripples, equilibrium took much longer to achieve, partic- 
ularly for the barred profile. 

A summary of the tests is presented in Table 2, including the 
initial variables and the time to equilibrium, t .  The resulting 
model beach profiles obtained for the different model laws (note 
that #3 and 5 have the same scaling relationships despite different 
assumptions) were scaled up to prototype scale and plotted with a 
common still water line intersection.  The results are shown in 
Figs. 2 and 3 for the normal and barred profiles. As can be seen 
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- Prototype, fl'lO 

"ModetfcS.S, 1=V10 

-Model #3,5, l'V-7 

-Mode] #6,1-1:10 

- K Model* 6.(=1:5 

-••   Model #7,1=1:10 

J L_L_ J I L I I L 
-2.5 0 + 2.5 5.0 7.9 10.0 12.9 15.0 17.5 20.0 22.S 25.0 27.5 30.0 

STATIONS(feet) 

Figure 2 Comparison of Model Laws for Normal Profile.  Station 0 » 
Intersect of SWL and Equilibrium Profile 

 Prototype, i=l:10 
-•— Model* 3,5,1=1:10 

 Mode Ht 3,5. .=1:7 

-# Model<t6. i=l:10 

-» —Model*6,c=l:5 
 ModeHf7,.=l:10 

I I I 
+ 2.9 9.0 7.9 10.0 12.9 15.0 17.9 20.0 22.9 29.0 27.9 90.0 

STATIONS < feet) 

Figure 3 Comparison of Model Laws for Barred Profile.  Station 0 
Intersect of SWL and Equilibrium Profile 
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despite the small scaling (u = 1/2}, there are wide discrepancies in 
the results, despite the fact that the dimenslonless fall velocity 
was nearly the same (varying due to temperature effects on the fall 
velocity). The "test" model law of the four tested appears to be #7, 
as it predicted the location of the primary bar for the steep waves 
(bar profile) and it follows the normal profile reasonably well for 
the milder waves.  A discrepancy occurs in the model in that it pre- 
dicts a bar for this case also, however, the problem lies (experi- 
mentally) in the fact that HQ/VJT differs slightly between model and 
prototype, and both values are near the transition line between profile 
types as discussed in the first section.  The primary reason for the 
inability of the other models to predict the prototype equilibrium 
profile appears to be the distortion of these models. 

The only difference between the four models is the length scale 
and, therefore, only the initial slopes were varied to start each 
test.  Comparing the model test results prior to scaling to prototype 
gives an indication of the effect of initial slope on final profile. 
Fig. 4 shows- the results for the normal profiles.  In the onshore 
region the initial slope makes no difference at all, and, thus, has 
no effect on the foreshore slope. However, in the offshore region 
it is important as it is a measure of the amount of sand available to 
be moved by the waves.  For model tests where the depth of water at the 
toe of the beach is deeper than the depth at which material is 
moved By the waves then the initial slope will have no effect on the 
final equilibrium profile. 

Three of the proposed models' laws were not tested.  Of them, 
Model Laws 1 and 2 appear to be better ones in that they, like Model 
Law 7, are undistorted models. As Model Law 1 only requires modeling 
the sediment size, it appears to be the most practical. 

Onshore-Offshore Sediment Transport 

The amount of material transported between the foreshore and the 
offshore region is of importance for beach erosion considerations. 
Based on dimensional analysis, an erosion parameter, Q/H0di, was 
chosen to represent this volumetric transport.  The variable, Q, is 
the volume of material per unit width of tank eroded or deposited 
onshore of the breaker line and di, the product of the depth of water 
at the toe of the beach and the initial beach slope is a measure of 
the amount of material in the tank.  The initial slope, i, is also 
important as the erosion or deposition in the onshore zone depends on 
whether or not the initial slope is greater than or less than the 
equilibrium slope. The results which are extremely speculative are 
shown in Fig. 5.  Clearly more data is necessary to verify if the 
form of the curve is correct. 



EQUILIBRIUM PROFILES 1285 

«.25 

•"   .75 - - 

„           SWL 

1 

V                                     N. IOTI0M  Of 

—o  ,=i:7 

1 1                                                             ' 1              1 
5.0 7.5 

STATIONS(feet) 

Figure 4 Comparison of Initial Slopes for Normal Profile 

°     *5.0 - - 

T 1              1 1    ""                        1 '                                1 

* 

Ho 

V 
= 0.80^ \   " 

• 

*                                       \ 
- " 

- 

t                                1 1                                (• 

• 

1 ' 
0.0   .25   .50   .75   1.00  1.25   1.50  1.75  2.00  2.25  2.50 

Ho 

Figure 5 Inshore Erosion Versus Dimensionless Fall Velocity 



1286 COASTAL ENGINEERING-1976 

Conclusions 

The foreshore slope angle ±s uniquely related to the nondlmenslonal 
parameter H0/VfT which, accounts for the major wave and material proper- 
ties. For mild waves, the Beach slope will he steeper than for steeper 
waves. Based on experimental results, the slope Is Independent of ini- 
tial conditions and can Be repeated for similar laboratory conditions. 
The slope is also a very important characteristic feature of the 
application to natural Beaches as the region Inshore of the Breaker 
line is the region of most concern to the users of the Beach. The 
slope angle Is relatively easy to Identify and measure in the field as 
compared to the identification of an offshore Bar. 

A model law preserving the parameter, HQ/VfT has not Been proven 
experimentally although Model Law #1 apparently includes the most 
important assumptions.  Based on the experimental verification of four 
of the proposed model laws, the model should be geometrically similar 
to the prototype and should preserve the wave steepness ratio and the 
parameter, Hg/VfT. To preserve Both the wave steepness ratio and 
HQ/VfT, the -material size must also be modeled and the same material 
used in the model and prototype to eliminate the alien effects of light- 
weight materials. 
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APPENDIX A 

DEVELOPMENT OF EQUILIBRIUM PROFILE MODEL LAWS 

To completely define the following model laws, the horizontal 
scale, the median grain diameter, the submerged specific weight of the 
beach material and the time scale will be expressed in terms of the 
vertical scale. As only equilibrium profiles are considered, the 
time to equilibrium is not modeled.  The variable ILj/VfT will be 
preserved in all model laws. Further, the scale ratio of a parameter 
"parameter' &1ua-ls  tne ratio of the parameter in the model to the same 
parameter in the prototype. The following notation will be incorpora- 
ted in the derivations: 

vertical length 

Horizontal length 

time scale ~" T 

median grain diameter   d,. 

sediment relative specific weight ~ ny' 

where y    = 
Yfluid 

The resulting model relations are summarized in Table 1. 

1. Model Law #1 

The deepwater wave steepness, HQ/L , has been shown to be a 
governing factor in the shaping of beach profiles. Preserving HQ/L0 
and defining nH = u and nL = A, 

o o 

H = X (1.1) 
o 

Modeling the deepwater wave length, LQ = g/2ir T , or requiring Froude 
similitude 
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-  I/2 n   „ nT = p, C1.2) 

1/2 
From Equation 1.2, the modeling of K /V^T yields -u =• IU. u   or 

% -U1/2 (1.3) 
f 

This defines a model law in terms of n.y , nj, v, ^. The scale para- 

meter n,  , may he obtained from curves of Vj versus d (see, e.g., Shore 

Protection Manuall. 

For low Reynolds numbers, the Stokes equation for the sediment fall 
velocity is 

1 d502 g Y' 

Preserving the Stokes equation and using the same fluid in the model 

2 

and the prototype, n = 1, 

n., "  n, L  n ' (1.5) 
vf    5Q 

For the same material in the model and the prototype, n„'  = 1, Equation 
(1.5) reduces to upon substitution of Equation (.1.3), 

nd  =/
M (1.6) 

50 

2. Model Law #2 

Eagleson, Glenne and Dracup (1963) concluded that the equilibrium 
profile shape is a function of the incipient point for sediment move- 
ment.  This point is determined By the relative magnitudes of the 
sediment weight and the bed shear stress. A nondimensional ratio of 
the gravitational force and the shear stress, the densimetric Froude 
number is defined as F^ • V-%1 (gS%  ^,-n)l/

2. Modeling F^, 

2 
n..  = n , n, (2.1) 

»* a5Q 

Preserving the bed particle Reynolds number which is defined as R  = 
es 

u^ deQ/v and using the same fluid in the model and the prototype, 

1 

a50 

Simplifying Equation 2.2 by means of Equation 2.1, 

C2.2) 

1 
Y 
n,, = —-^-j (2.3) 

d50 
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1/2 
Preserving the Froude number,  F = V/(gd)      , 

iV = V1/2 C3.5) 

1/2 
Upon the substitution of n„ = v in Equation 3.4, 

_ 1/4  -1/4 „ ,. 

Modeling the bed particle Reynolds number, n  = 1/n,  , Equation 2.2, 
u*      50 

nd -V'^^ (3.7) 
50 

2 From the modeling of the densimetric Froude number, n   = n , n_  , 
Equation 2.1, u*    Y  "50 

u3/4 
nY, - —^ (3.8) 

nT 

upon the substitution of the expressions for n , Equation 3.6 and n<j , 
Equation 3.7.  For the same material in the   *   model and the   ^0 
prototype, n , = 1, nj » li. Preserving H^/VfT, ny = 1 and subsequently, 

n,  =1. A kinematic condition proposed by LeMehaute (1970) stipulates 

that the ratio of the horizontal, V, and vertical velocity, Vf, be scaled 
as; the ratio of the length scales, A and V, ny/ny = X/v. For ny = V*' , 
Equation 3.5, f 

X  = u3/2 (3.9) 

4. Model Law #4 

Assuming a turbulent Boundary layer, the friction factor is defined 
by Kamphuis (1973) as 

f = .47 (-^)3/4 . (4.1) 

Modeling f, 

3/4   -3/4 ., „. nf = n     n (4.2) 
1   fcs    a5- 

The term as is defined as the wave orbital amplitude at the top of the 
boundary layer.  For shallow water waves, the orbital amplitude equals 

-gVf  • C4.3) 
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The scale factors A and n^ are modeled similarly in accordance with 
Equatior 
HQ/VfT, 
Equations 1.1 and 1.2 for the modeling of H /L . By modeling of 

t^ - //2 C2.4) 

Again a model law now exists for the general case with n,  determined 
50 

from the Vf-dcQ curve.  In this case the same material could even be used 
in model and prototype provided a different fluid or possibly different 
temperature is used.  For low Reynolds numbers modeling the 
Stokes equation for fall velocity,,nw = n,   Y', 

vf   d50 

-1/2 
n,  = u y,i C2.5) 
d50 

and       n , = u
3/2 C2.6) 

Y 

upon substitution of Equations 2.3 and 2.4.  For this model law, both 
the sediment specific weight and the size are modeled. 

3. Model Law #3 

Assuming a laminar boundary layer, the bed shear stress for 
Incipient motion will Be formulated differently from Model Law #2 
based on the definition of the bed friction factor.  The friction 
factor for a laminar boundary layer for gravity wave flow is expressed 
by Jonsson 0-966) as 

/-      1/2 
V£ ^  (3.1) 

Modeling f and assuming the same fluid in the model and the prototype, 

(3.2) -1  -1/2 
V T 

Henderson (1966) defined the bed shear velocity, u^, as 

,1/2 

ft 
Modeling u^ and simplifying per the Equation 3.2 for nf, 

(3.3) 

% = V72 V^4 <3-4> 
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Modeling a., 

\    - V        nT (4.4) 

The term ks Is defined as the Bottom sand grain roughness and is assumed 
proportional to the -median grain diameter. Defining the scale ratio os 
ks as njj = n,  and incorporating the relations- for n^ and n , the 

expression for n», Equation 4.2, reduces to 

„  3/4 

50 ,. .. 
nf " "378—3M C4-5) 

H   nT 
i to 

Modeling the bed shear velocity, uft = (f  //8) V, as previously defined 
by Henderson 0-9665, 

n  = nf   n  . (4.6) 

1/2 
Preserving the Froude number, n_. = -\i       , n  simplifies to 

u* 

5/16   3/8 
d50 

V 37s- C4-7) 

nT 

upon the substitution of the equations for n„ and nf.  Preserving the 
bed particle Reynolds number, n  = l/nj  > n  reduces to 

u*      50  u* 

3/11 

\a  - ^22 «'8> 
50   u 

Using the equations, n  = 1/n,  which preserves the bed particle 
u*      50 

Reynolds number and n   = n , n,  which preserves the densimetrlc 
u*    Y   50 

Froude number, 

v= —S C4-9) 
d
50 

2 
Modeling the Stokes equation for the fall velocity, n^ = n,   n ,, 

\"^T - t4-10) 
50 
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per the substitution of n  ,,  Equation 4.9.     Expressing n„    in terms of 
n ,  Equation 4,8, Y f 

d50 
5/22 

\ ' ^37iT C4'u) 

Reexpressing the equation for n„ Based on the modeling of the Stokes 

fall velocity in terms of n  , Equation 4.8 and n,. , Equation 4.11, 
d5Q Vf 

15/22 

V =1L-97lT (A-12) n
T 

For the modeling of H0/VfT , 

17/16   1.0625 ,. .,,,. 
nT = u     = V (4.13) 

for the expressions °f njj = V  and ru, , Equation 4.11. Therefore, 

Equation 4.12 reduces to 

-0.1875 ,. ,.. n , = u C4.14) 

and Equation 4.8 reduces to 

+0.063 ,, ... n,  = u (4.15) 
50 

For the modeling of the horizontal velocity, n,. = X/n_.  Substituting 
1/2 nV = u   which models the Froude number and Equation 4.13 for n„ into 

the expression for ru., 

, _ 25/16 _ 1.5625 
A = v = V (4.16) 

This model law scales Both the grain size and the particle specific 
weight.  For a small scale model, the model grain size would he smaller 
than the prototype hut the specific weight would be larger. 

5. Model Law #5 

For the same material in the model and the prototype, n , = 1, 

and for the same median diameter, n,  = 1, IL. = 1. Modeling H /VfT, 
50       f ° 

n„ = V (.5.1) 
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Preserving the Froude numBer, 

1/2 
ny - V  ' C5.2) 

Modeling the horizontal velocity, V, 

Introducing the expressions for n_ and n,„, 

(5.3) 

* = y3/2 C5.4) 

6. Model Lay #6 

Open channel flow can he represented By the Chezy equation as 

V2  = Cg2 RS (6.1) 

where R, the hydraulic xadlus, equals the water depth, d, for wide 
channels and S, the slope of the channel Bed, equals the change in 
vertical elevation per horizontal length.  Defining the water depth, d, 
and the slope, S, in terms of X  and u, the -modeling of the Chezy 
equation yields 

0 n     2 
r,  2     2 V re  o\ nv  =nca T \ 

(6-2) 

1/2 
Modeling the Froude numBer, ny n u  , and introducing this expression 
into Equation 6.2, 

nr 
2 = |- . C6.3) 

Ch   A 

2  8g 
The Chezy coefficient is defined as C,  = —?-. Modeling the Chezy 

coefficient, n„  = 1/n- and suBstituting Equation 6.3 for n_ , 
Ch     Z Ch 

nf = X • C6.4) 

Modeling the Bed shear velocity, u^, 

nu    f   \ * ^ ' 
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1/2 
Introducing n„ = u per the modeling of  the Froude number, 

1I2    1I2 re. t.\ n      = n„        11 • (6.6) 

Substituting Equation 6.4 for nf in Equation 6.6, 

n  =-L- . C6.7) 

Preserving the Bed particle Reynolds number, n ~    and substitu- 
&    d 

50 
ting this expression into Equation 6.7 for n , 

u* 
,1/2 
A 

d5Q   v- 

Per the preserving of the densimetric Froude number, 

(6.8) 

ff.9) 

Introducing Equations- 6.7 and 6.8 into Equation 6.9, 

„  _ P3 C6.10) 
V   3/2 

Y 
Substituting Equations 6.8 and 6.10 into the model expression for the 
Stokes fall velocity, IL. = n •, 2 n ^  s 

Vf    50.  Y 

Preserving HQ/VfT, 

\ " 7/2 (6'n) 

nT = X
1/2 . (6.12) 

For the same material in the model and the prototype, n , = 1, Equation 

6.1Q reduces to 

%  = u2 C6.13) 

Equation 6.8 for n   reduces to n   =1 and Equation 6.12 for n„ 
reduces to      d5Q d50 

nT = n  . C6.14) 
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7.    Model Law #7 

Preserving the wave steepness ratio, H /L , 

V  = X . C7.1) 

For the same material in the model and the prototype, n , = 1, and the 
same grain size, n.  =* 1, IL, = 1 and the modeling of 

50     yt 
tt /VfT yields v =>  n .  In this case, however, the Froude number is not 

modeled. 
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CHAPTER 76 

BEACH PROFILES AT TORREY PINES, CALIFORNIA 

David G. Aubrey, Douglas L. Inman and Charles E. Nordstrom 
Scripps Institution of Oceanography, University of California 

La Jolla, California 92093 

ABSTRACT 

Beach profiles have been measured at Torrey Pines Beach, California 
for four years and correlated with tides and accurate spectral estimates of 
the incident wave field. Characteristic equilibrium beach profiles persist 
for time spans of up to at least two weeks in response to periods of uniform 
incident waves. These changes in the beach profiles are primarily due to on- 
offshore sediment transport which can be related to variations in wave 
characteristics and tidal phase. The most rapid readjustment of the beach 
profile occurs during high wave energy conditions coincident with spring 
tides. Alternatively, the highest berm building is associated with moderate 
to low waves that coincide with spring tides. 

INTRODUCTION 

The movement of sediment in the nearshore zone can be divided into two 
distinct directional modes: transport along the shore and transport onshore- 
offshore. It is convenient to think in terms of these two orthogonal modes 
when evaluating the erosion and accretion of sediment on a coast exposed to 
waves having seasonal variations in both energy and direction. Prediction of 
the longshore transport of sediment as a function of incident wave parameters 
is possible using empirical relations (e.g., Inman, Komar and Bowen, 1968; 
Galvin, 1976) and quasi-theoretical.considerations (Inman and Bagnold, 1963; 
Komar and Inman, 1970; and Longuet-Higgins, 1970). However, at this time 
it is not possible to predict the magnitude of onshore-offshore sediment 
motion given a knowledge of sediment characteristics, tidal variations, and 
incident wave characteristics. The present study represents an attempt to 
provide empirical correlations between incident wave and tidal characteristics 
and onshore-offshore sediment motion. 

It is necessary initially to determine whether the concept of an 
equilibrium beach profile is valid in a natural environment. The equilibrium 
energy profile is defined by Inman and Bagnold (1963) as the profile (depth 
as a function of distance offshore) which would eventually be attained when 
a nearshore area with a particular set of environmental characteristics (e.g., 
sand size, shelf width, and slope) is acted upon by a given set of driving 
forces (e.g., waves, currents, and tides). The equilibrium concept implies 
that the profile has ceased to vary with time and the driving force is con- 
stant. The equilibrium profile has been generated in the laboratory, but 
never fully documented in the field. Winant and Aubrey (1976) and Winant, 
Inman and Nordstrom (1975) verify the existence of characteristic stable beach 
forms for summer and winter wave conditions at Torrey Pines Beach, California, 
by analyzing the profiles using the objective analytical technique of empirical 
eigenfunctions. 

1297 
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The seasonal onshore-offshore motion of sediment has been previously 
described by numerous investigators (e.g., Shepard, 1950; Zeigler, et al, 1959; 
Gorsline, 1966; Sonu and Van Beek, 1971). Shepard (1950) measured seasonal 
beach changes along the Southern California beaches of the order of two meters 
vertically. A comprehensive study by Nordstrom and Inman (1975) along a 
section of coastline north of La Jolla, California, described changes at the 
location of the summer berm and winter bar of the order of 1 meter. Other 
researchers have found similar changes in different geographic locations. The 
beaches cited in the above references respond to the energetic waves character- 
istic of winter conditions by eroding the berm and moving the sediment 
offshore. The less energetic waves typical of summer conditions move sediment 
shoreward, building up the berm. Besides these seasonal large scale motions, 
the beach responds to smaller time scale events such as storms or long periods 
of extremely low wave energy. No field studies to date have been able to 
adequately quantify these wave-related sediment redistributions. 

Laboratory studies have been undertaken in an attempt to delineate the 
erosional and accretionary regimes. These studies emphasize the importance of 
the wave steepness in determining the form of the profile. The results are 
given in terms of a critical wave steepness: for wave steepness above this 
value, a barred (no berm) profile develops, while for a wave steepness below 
this critical value, a profile with a berm develops (Johnson, 1949; Rector, 
1954; Scott, 1954; Watts, 1954; Saville, 1957). The laboratory results are 
not directly applicable to natural beaches because of an inability to correctly 
scale both kinematics and dynamics in laboratory experiments. Kemp (1961) 
suggested that the critical wave steepness is inversely proportional to the 
wave period, so the critical steepness on natural beaches with a 10 second 
wave period would be only 10 percent of the critical steepness of a one second 
wave. 

Field experiments have not yet defined the critical wave steepness for 
natural beaches, primarily because intensive beach profiling projects have not 
been complemented by good wave measurements. The general observation is that 
large waves create a barred profile, but the effect of wave period is uncertain. 
The present study attempts to determine empirically the effect of seasonally 
varying incident waves on a fine-grained sand beach at Torrey Pines Beach, 
California. Figure 1 shows the location of the study area. The beach is a 
long, relatively straight stretch of coastline backed by 100 meter high cliffs. 
In general, the cliffs contribute little to the sediment budget in the area. 
The net direction of longshore transport is to the south, where sediment is 
lost down the La Jolla and Scripps Submarine Canyon systems (Inman, Nordstrom, 
and Flick, 1976). The direction of littoral drift is seasonally dependent. 
During the winter, the waves are primarily from the north, while during the 
summer, there is a high incidence of waves coming from the south. The mean 
energy density for the area, as defined by the variance, <n2>, is approximately 
550 cm2; where the variance is related to the energy per unit surface area of 
the waves E = pg<n2> = 1/8 pgH^ms- This is equivalent to a root-mean-square 
wave height of 66 cm. 
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Figure 1. Location map of Torrey Pines Beach, California, showing position of 
the three rangelines (from Nordstrom and Inman, 1975). 

DATA COLLECTION 

The profile data was taken over a four year period along the three 
rangelines shown in Figure 1. For the first two years, the profile data was 
taken at monthly intervals, while in the succeeding two years, the profile data 
was taken at daily, weekly, or biweekly intervals. The surveying technique is 
described in Nordstrom and Inman (1975). Briefly, the surveys consist of an 
onshore profile extending from the beach backshore at the base of the sea 
cliffs out to a depth of approximately 1.5 meters. The profile is taken at 
low tide with a surveyor's rod and transit. Since the survey line is well 
defined by rangeline marker, this part of the survey is extremely accurate. 
At least once a month, an offshore survey is also made on the same day as one 
of the onshore surveys. The method is shown schematically in Figure 2. At 
high tide, a fathometer survey is made along the rangelines. The boat position 
is defined by the rangeline and a sextant angle. As soon as practical after 
the fathometer survey, scuba divers measure a series of arrays of four brass 
reference rods extending from the bottom at depths of 5, 7, 10, 15, and 20 
meters along each rangeline. Since the change in length of the reference rods 
from survey to survey is an accurate measure of the actual change in sand 
level, the fathogram can be corrected to minimize the errors that are inherent 
in fathometer surveys (Inman, 1953). This surveying combination is sufficient 
to define almost all portions of the profile. During periods of intense wave 
activity, it is not always possible to measure the profile in the breaker zone, 
so there is some uncertainty about the profile at this point while the storm 
waves are present. 
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Figure 2. Schematic diagram of the onshore-offshore profiling technique 
employed in this study (from Nordstrom and Inman, 1975). 

The wave data consists of both frequency and directional spectral 
estimates. The wave measuring system was described by Lowe, Inman and Brush 
(1972). Data is collected at one of the shelf stations of the Shelf and 
Shore (SAS) System depicted in Figure 3, and telemetered directly to the 
laboratory four times a day, each run having an hour duration. The data is 
automatically stored on digital magnetic tape. The shelf station consists of 
a surface piercing buoyant spar which is connected by a universal joint to an 
anchor assembly. The spar contains the transmitting package, which transmits 
the output of two accelerometers, mounted on the spar, and the output from a 
linear array of pressure sensors mounted on the bottom. Both frequency and 
directional spectral estimates are derived from the pressure sensor array 
(Pawka, Inman, Lowe and Holmes, 1976). 

The shelf station is located in 10 meters of water off Torrey Pines 
Beach. The wave data cited in this study is the energy measured at the 10 
meter depth location, corrected to energy density at the water surface. Since 
directional data were obtained, the resolution into on-offshore and longshore 
components, and the effect of breaker characteristics will be considered in a 
later paper. The solid lines in the figures to follow which refer to wave 
energy represent the energy variance, <n2>, as measured by the SAS system. The 
dashed lines were taken from visual wave observations of breaker height at 
Torrey Pines Beach, at times when the SAS system was inoperative. The dashed 
values represent estimates of the energy density at the 10 meter depth calcula- 
ted from the observed breaker heights. 
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Figure 3. Shelf station portion of the Shelf and Shore (SAS) System used to 
collect frequency and directional spectral estimates. The pressure sensors 
are aligned in a linear array parallel to the beach in a water depth of 
10 meters (from Pawka, et al, 1976). 

The beach profile data is stored on magnetic tapes, and is processed on 
an Interdata Model 70 minicomputer. The volume calculations plotted on the 
following figures were evaluated by the computer. Tide data was taken from 
local tide calenders. 

RESULTS 

As a further test of the validity of the concept of equilibrium profiles 
on natural beaches, a series of profiles associated with high and low energy 
waves are compared. Figures 4 and 5 show equilibrium beach configurations for 
a high energy wave condition (winter type) and a lower wave energy condition 
(summer type), respectively. These profiles were taken at Indian Canyon Range. 
Figure 4 shows a sequence of three profiles taken over a two week time period 
during the winter of 1975-76. The wave energy was high immediately preceeding 
each of the surveys. On 30 December 1975, there was an intense winter storm 
with an energy variance of 2100 cm2. Prior to the 9 January 1976 survey, wave 
energies were greater than 600 cm2,while before the 15 January 1976 survey, 
wave energies were about 750 cm2. The maximum change in sand volume above mean 
sea level (MSL) between any of the two profiles during this two week period was 
2.5 m3 per meter length of beach. It has been established that the seasonal 
summer to winter beach changes for this beach are about 120 m3/m beach length 
(Nordstrom and Inman, 1975). Thus, this small change implies that after the 
storm eroded the beach on 30 December 1975, the beach above MSL maintained it- 
self in a constant, or equilibrium, configuration. 

Figure 5 shows a sequence of three profiles taken over a two week period 
in August 1975, showing an equilibrium configuration for summer conditions. 
The maximum volume change among these profiles was 5 m^/m of beach length. 
During this time period, the waves were uniform and had an average energy 
density of about 250 cm2. Although a little accretion occurred at depths 
of approximately -2 meters, the beach face slope was extremely constant. 
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Both of these examples demonstrate that in natural beach environments, a 
dynamic equilibrium can be established given the same input wave conditions 
acting on a stable profile over a period of time. The presence of tidal 
variations complicates the situation, but does not alter the essential concept 
of a dynamic beach equilibrium. 

INDIAN CANYON RANGE 

200  180  160  me  120  100  80   60   40   20 

DISTANCE OFFSHORE (M) 

Figure 4. Typical equilibrium beach profiles for Torrey Pines Beach during 
winter wave conditions. 

The second part of this study examines the response of the beach to 
varying wave and tidal conditions. Figures 6, 7, and 9 show three examples of 
the response of the beach to these varying forcing conditions. Figure 6 covers 
the time period from November 1973 through March 1974. The top part of the 
figure is a plot of the sand volume changes on the beach for the three ranges. 
The sand volume changes are those above a datum of 1 meter below mean sea level, 
and are relative to the surveys of 6 June 1972 as reported in Nordstrom and 
Inman (1975). The sand volume change is calculated from the backshore out to 
approximately 1 meter depth in these figures. The middle part of the figure 
plots the maximum daily tidal range (the tide at Torrey Pines is mixed with a 
pronounced diurnal inequality). The lower part of the figure is a plot of the 
wave energy variance <n2>. The storms during this period were intense, and 
pronounced beach erosion occurred. After the storms of late December 1973, 
the beach eroded along all three ranges, and a winter-type profile was establi- 
shed. After that, North and South Ranges remained at a nearly constant level, 
while Indian Canyon continued to erode due to the action of rainwater flowing 
down the canyon immediately behind the rangeline. The maximum erosion is 
normally associated with the coincidence of large waves and high spring tide. 
The lower energy waves in late March were accompanied by accretion at all three 
ranges. 
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INDIAN CANYON RANGE 
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Figure 5. Typical equilibrium beach profiles for Torrey Pines Beach during 
summer wave conditions. 

Figure 7 shows the gradual accretion of a summer beach by the lower 
energy waves that occurred during the spring and summer of 1975. As before, 
the bottom portion of the figure shows the wave energy density. The maximum 
daily tidal range is shown in the middle part of the figure, while the top part 
shows the sand volume changes for all three ranges. Several large wave events 
occurred during this time period. Except for these five events, the energy 
density is low. The volume changes indicate a gradual accretion on the beaches. 
The slow accretion during the summer is due in part to the periods of erosion 
of the beach associated with the occasional large waves of summer. Note that 
the high energy waves of 20-21 July 1975 which coincided with a spring tide 
caused erosion at all three ranges. The erosion accompanying the large waves 
of 5 May, 21 May, and 18 June 1975 was minimized in part because the large 
waves were coincident with neap tides, so that the waves were not as effective 
in eroding the berm. Had the tidal range been large, more erosion would have 
taken place. 

Figure 8 shows a series of profiles measured from April through July 
1975 at South Range. The berm that is evident in the 24 April 1975 (24-4-75) 
profile is gone in the 7 May profile, following the passage of the storm of 
5 May 1975. Between 4 June and 27 June, there is a net progressive accretion 
of sand on the beach face, and a migration of sand shoreward as shown by the 
middle portion of Figure 8. The three profiles in July 1975 illustrate the 
pronounced berm accretion associated with spring tides and moderate wave action 
(compare profiles 8-7-75 and 15-7-75); and the subsequent rapid erodion assoc- 
iated with a brief period of high waves on 20 July 1975 (see profile 22-7-75). 
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BEACH FACE SAND VOLUME CHANGES 
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Figure 6. Changes in sand volume above the datum of 1 m below mean sea level 
relative to the surveys of 6 June 1972, compared with the maximum daily range 
and total wave energy density for the period of November 1973 through March 
1974. The data for this figure was obtained from Nordstrom & Inman (1975). 
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BEACH FACE SAND VOLUME CHANGES 
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Figure 7. Changes in sand volume above the datum of 1 m below mean sea level 
relative to the surveys of 6 June 1972, compared with the maximum daily 
tidal range and total wave energy density for the period of May through 
July 1975. 
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Figure 8. Sequence of beach profiles at South Range for period of May through 
July 1975. 
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Figure 9 shows the beach response for the period of December 1975 
through February 1976. As before, the lower portion of the figure shows the 
wave energy density, the middle portion shows the maximum daily tidal range, and 
the upper portion shows the sand volume changes for the three ranges. Two dis- 
tinct storms dominate the wave activity, one on 27 December and one on 30 December 
1975. The first of these occurred during a period of neap tides and was accom- 
panied by erosion at all three ranges. The second storm occurred during spring 
tides and was accompanied by more intense erosion at, all three ranges. Follow- 
ing these storms, the volume changes at North and South Ranges were similar, 
and responded to the lower wave energies in the aftermath of the storms. Indian 
Canyon Range showed some erosion in mid-January, contrary to the trend at the 
other two ranges. This was due to erosion from rain runoff channeled onto the 
beach by the canyon behind the rangeline. The rain was accompanied by low energy 
waves, but the stream discharge was sufficient to erode the beach at Indian 
Canyon Range. Stream discharge accross the beach was also responsible for the 
erosion in mid-February 1976 at Indian Canyon Range. North and South Ranges 
both eroded following the coincidence of large waves and spring tides on 
14 February 1976. Indian Canyon showed an apparent accretion as the cut in the 
beach due to rain runoff was beginning to fill in. 

Figure 10 shows a sequence of beach profiles at South Range for this 
same time period. The erosion associated with the storm of 30 December 1975 is 
apparent in the upper plot of the figure. The berm was totally eroded and the 
material deposited at a depth greater than -2 meters. The beach face slope 
decreased during the storm. The slight erosion associated with the 27 December 
1975 storm can also be seen. The central plot shows that there was little 
change in the profile during January 1976, as the wave energy was similar during 
this time span. The lower plot shows a migration of sediment shoreward between 
28 January and 11 February 1976, while there was slight erosion accompanying 
the larger waves of 14 February 1976. Similar plots for North Range and Indian 
Canyon Range show the same trends, except for the aforementioned erosion at 
Indian Canyon due to stream discharge across the beach. 

CONCLUSIONS 

A condition of approximate dynamic equilibrium is attained on natural 
sand beaches when the incident wave field remains approximately uniform over 
sufficiently long periods of time. Once achieved, a condition of approximate 
equilibrium may exist for periods of two weeks or longer, as evidenced by a 
minimal redistribution of sediment of 2 to 5 m3 per meter length of beach. 
Also, the variation in the distribution of sediment along a range perpendicular 
to the beach can be explained in large part by assuming these variations are 
due to onshore-offshore movement of sediment, and not a divergence or conver- 
gence in the longshore drift. Furthermore, these changes are correlated with 
the input wave conditions; in this paper they were examined only in terms of 
the total energy density of the waves, <ri2>. 

The profile associated with large, winter-type waves is most rapidly 
achieved when large waves are coincident with spring tides. Large waves coin- 
cident with neap tides do not maximize the foreshore erosion. 

Waves of low energy density build up the beach face and berm, creating 
a steep beach face slope. The most pronounced berm accretion is associated 
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BEACH FACE SAND VOLUME CHANGES 
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Figure 9. Changes in sand volume above the datura of 1 m below mean sea level 
relative to the surveys of 6 June 1972, compared with the maximum daily 
tidal range and total energy density for the period of December 1975 through 
February 1976. 
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Figure 10.    Sequence of beach profiles at South Range for period of 
December 1975, through February 1976. 
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with the coincidence of low to moderate wave intensity and spring tides. The 
profile which is associated with these low waves is rapidly modified by changing 
wave conditions such as storms. 
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CHAPTER 77 

STABILITY AND IMPULSE RESPONSE OF EMPIRICAL EIGENFUNCTIONS 

Clinton D. Winant and David G. Aubrey 
Scripps Institution of Oceanography, University of California 

La Jolla, California 92093 

ABSTRACT 

The statistical method of empirical eigenfunctions has been applied to 
four years of beach profile data. The eigenfunctions associated with the three 
largest eigenvalues are shown to be stable for data sets of one, two, three, 
and four years length, and they correctly describe beach changes caused by 
storm activity. The usefulness of the eigenfunction representation is con- 
firmed as a concise means of representing beach profile variability. 

INTRODUCTION 

The onshore-offshore movement of nearshore sediments in response to 
changing incident wave energy makes an important contribution to coastal zone 
variability. The basic motivation for this paper is to concisely describe the 
nearshore variability associated with selected beach profiles by means of 
empirical orthogonal eigenfunctions. In this manner the seasonal onshore- 
offshore movement of sediment can be distinguished from shorter-term changes 
in beach profiles. In addition, the method has the advantage of describing 
all of the variability of the beach profiles by means of just a few simple 
functions. 

The data set consists of four years of beach profile data taken at 
Torrey Pines Beach, California, at monthly intervals. These profiles were 
taken by the method described by Nordstrom and Inman (1975), and include 
measurements from the backshore out to a depth of 20 meters. The study location 
is a fine-grained sand beach approximately 3 km north of Scripps Institution 
of Oceanography. The beach is straight with uncomplicated offshore bathymetry 
exposed to wave energy coming from all offshore quadrants. 

Figures 1 and 2 illustrate the magnitude of the seasonal changes in 
Southern California. Figure 1 shows a portion of the beach in La Jolla at the 
end of winter, 1975, when the "winter" beach was fully developed. The rocks 
are exposed approximately one meter. Figure 2 shows the same beach at the end 
of summer, 1974, when the "summer" beach was fully developed; the rocks are 
completely covered with sand. 

More quantitatively, seasonal changes at North Range, Torrey Pines 
Beach, are shown in Figure 3 for two successive winter and summer profiles. 
The summer berm is built up about one meter above the sand level present at 
the same place during the winter. Similarly, the bar at a depth of 5 meters 
builds up approximately one meter. These seasonal trends can be obscured by 
short-term events, such as storms or periods of extremely low wave energy. The 
method of empirical eigenfunctions can be used to distinguish between varia- 
bility on these different time scales. 
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Figure 1. Beach in La Jolla in winter of 1975 with rocks exposed one meter. 

Figure 2. Beach in La Jolla in summer of 1974 with rocks fully covered with sand. 



1314 COASTAL ENGINEERING-1976 

TORREY  PINES BEACH-NORTH RANGE 
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Figure 3. Comparison of winter and summer beach profiles showing seasonal 
erosion and accretion of sand. 

An earlier attempt to depict the seasonal variability of beach profiles 
using an objective statistical technique was described in Winant, Inman and 
Nordstrom (1975). The method of empirical eigenfunctions was used to describe 
the first few modes of variability in two and one-half years of beach profile 
data taken at monthly intervals. This data set was subsequently expanded to 
four years (Aubrey, Inman, and Nordstrom, 1976). Over 99.75% of the varia- 
bility of the data can be accounted for by the three eigenfunctions associated 
with the three largest eigenvalues. Figure 4 shows the spatial and temporal 
variation of these eigenfunctions. The first eigenfunction is the mean beach 
function which reflects the mean beach level. Its time dependence is nearly 
constant. The second function is the bar-berm function, which shows a large 
maximum at the location of the summer berm as well as a minimum in the area of 
the winter bar. The time dependence of this function shows a one year period- 
icity. The third function is the terrace function, which shows a broad maximum 
over the low-tide terrace. Its time dependence cannot be simply interpreted. 

The present paper addresses two problems not considered in previous 
work. In order to usefully represent beach variability, the spatial and 
temporal behavior of the eigenfunctions must be stable with respect to various 
data sample lengths. Data sets of one, two, three, and four years of beach 
profiles are examined, and their eigenfunctions are compared. In addition, 
the first few eigenfunctions should correctly yield the magnitude of beach 
erosion due to storm waves. This point is investigated by analyzing the first 
winter storm in October 1974, and its effect on the beach. 

STATISTICAL METHOD 

One seeks to represent the variability of the beach profile data in 
terms of a set of orthogonal functions. Obviously any one of a number of such 
orthogonal series can be generated, one example being a Fourier series. One 
could then ascribe the variability associated with a one year period to the 
seasonal variations. Unfortunately, there is no a priori reason to suspect 
that the seasonal dependence of onshore-offshore sand movement is sinusoidal. 
In fact, there is evidence to the contrary, as when the beach erodes rapidly 
as the first winter storm waves erode the "summer" beach. 
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TORREV PINES BEACH - SOUTH RANGE 

DISTANCE IN  METERS 

Figure 4. Spatial and temporal dependence of the first three eigenfunctions for 
a two year period, (a) solid line, mean beach function; dash-dot line, 
profile of 11 April 1973; and dotted line, profile of 23 October 1972. 
(b) solid line, bar-berm function; and broken line, terrace function. 
(c) time variation of bar-berm function (solid line), terrace function 
(broken line), and mean beach function (dotted line). 

A better choice is a set of empirical eigenfunctions which most con- 
cisely describe the beach profile variability. The properties of these 
functions have been summarized by Davis (1976): 

(a) They provide the most dense representation of a data set in the 
sense that the first n terms in the expansion represent more of the data 
variability than the first n terms of any other orthogonal expansion. 

(b) Both the spatial and temporal eigenfunctions are orthonormal sets, 
so that each corresponding set (xn, cn, en) may be regarded as representing a 
mode of variability which is uncorrelated with any other mode. 

The method has been described by Winant, et al (1975). In brief, one 
seeks an eigenfunction expansion in the form 

hxt • Y, c"t v^v/ 

where hxt are the beach profile data, cn.^ represent the temporal eigenfunctions, 
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enx represent the spatial eigenfunctions, nx represents the number of data 
points per profile, n^ represents the number of different profiles, and the 
Xn are the eigenvalues. In this study, n = 51 and n. = 46. 

The spatial correlation matrix A is formed by the elements 
nt 

aij = h   Z   hit hjt 
z   t=i 

Similarly, a time correlation matrix B is formed with the elements 

nx 

>•• - - y b.. = —  )   h . h . 
xi xj 

x=l 

Both A and B are real symmetric matrices with only positive real eigenvalues. 
In fact, A and B can be easily shown to have the same non-zero eigenvalues Xn. 
The functions en then are the eigenvectors of A and the functions cn are 
the eigenvectors of B: 

Aen = Xnen 

Be  = X c n    n n 

The physical interpretation of the first few of these eigenfunctions has been 
previously discussed by Winant, et al (1975). 

STABILITY OF THE-EIGENFUNCTION REPRESENTATION 

In order to evaluate the stability of the eigenfunction representation, 
the spatial eigenvectors were calculated for data sets of one, two, three, and 
four years length, while the temporal eigenvectors were calculated for data 
sample lengths of two years and four years. If the eigenfunctions are to 
accurately represent the beach variability, they should exhibit similar features 
for the different data sets.. 

The results of the analysis for the mean beach function are shown in 
Figure 5. The spatial eigenvectors for the four different data sets are nearly 
indistinguishable, so this function has no dependence on the length of the 
data sample. Figures 6 and 7 show the time dependence of the first three 
eigenfunctions. Figure 6 is for a two year data set; Figure 7 is for a four 
year data set. The time dependence of the mean beach function is almost con- 
stant and is independent of the length of the data set. 

Table 1 shows the percentage of the total mean square value of the 
data associated with each of the first five eigenvalues. The percentage 
represented by the eigenvalue associated with the mean beach function is essen- 
tially independent of the length of the data set. This suggests that the mean 
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beach function is constant at North Range. No appreciable net erosion or 
accretion is seen in this function for the four year period. 

MEAN   BEACH   FUNCTION 
NORTH   RANGE 

TOO 600  " " 500 400 300 

DISTANCE   OFFSHORE M 

Figure 5. Spatial dependence of mean beach function fcrr data sets at one, two, 
three, and four years length. 

NORTH   RANGE 
TEMPORAL EIGEN FUNCTIONS 

MEAN  BEACH  FUNCTION 

BAR-BERM   FUNCTION 

Figure 6. Temporal dependence of first three eigenfunctions for a two year 
data set. 
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Figure 7. Temporal dependence of first three eigenfunctions for a four year 
data set. 

Table 1. Results of Eigenfunction Analysis. The numbers describe the percen- 
tage of the total mean square value of the data associated with each 
of the five largest eigenvalues. 

One Year Two Year Three Year Four Year 

MEAN BEACH FUNCTION 99.33 99.32 99.39 99.43 

BAR-BERM FUNCTION 0.30 0.24 0.27 0.24 

TERRACE FUNCTION 0.21 0.17 0.18 0.16 

EIGENVALUE 4 0.07 0.06 0.07 0.07 

EIGENVALUE 5 0.04 0.03 0.03 0.03 
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The results for the spatial dependence of the bar-berm function are 
shown in Figure 8 where this function is plotted for each of the four data 
sets. The shape of the function is the same, except for the tendency of the 
extrema to broaden. This broadening occurs because the summer berm and winter 
bar do not form in the identical locations every year. The magnitude of this 
function also varies somewhat, reflecting the variability in heights of the 
berms and bars. Figures 6 and 7 show the time dependence of this function for 
the two data sets. In the two-year overlap in these graphs, the time dependence 
is nearly identical. The time dependence has a distinct seasonal trend. Table 
1 shows that, for the spatial dependence of this function, the same amount of 
variance is accounted for by the associated eigenvalue in all four data sets. 

BAR-BERM   FUNCTION 
NORTH   RANGE 

DISTANCE   OFFSHORE (m) 

Figure 8. Spatial dependence of bar-berm function for data sets of one, two, 
three, and four years length. 

Figure 9 shows the variation in the spatial dependence of the terrace 
function for the four data sets. The general shape of the curves is conserved, 
as are the relative magnitudes of the extrema. The location of the extrema 
vary slightly in response to the fact that sand erosion and deposition occur 
in slightly different locations along the profiles in response to different 
wave conditions. The dominant feature in the spatial dependence is the broad 
maximum across the low tide terrace. Figures 6 and 7 show the temporal 
dependence of this eigenvector. Table 1 shows that approximately the same 
percentage of the total variability is explained by the eigenvalue associated 
with this eigenvector. 
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Figure 9. Spatial dependence of terrace function for data sets of one, two, 
three, and four years length. 

IMPULSE RESPONSE OF THE EIGENFUNCTIONS 

The response of these empirical eigenfunctions to impulses in the form 
of storm waves has been examined. Several examples demonstrate that the first 
few eigenfunctions are sensitive to short-term events. Two qualitative results 
are shown in Figure 9. On 27 August 1973, the time dependence of the bar-berm 
function became more negative instead of increasing according to the normal 
seasonal trend. This reflects the occurrence of a major summer storm on 
23 August 1973 which eroded the developing summer profile. Similarly, the 
large positive values for February and March of 1976 reflect the anomalous 
occurrence of long, low waves which began to build the beach toward its summer 
configuration before it was eroded again by the more energetic waves more 
typical of winter conditions. 

In October of 1974 the first large winter storm to hit the Southern 
California coast was generated off the low pressure center in the Gulf of 
Alaska. Storm front positions on 27, 28 and 29 October 1974 are shown in 
Figure 10. Significant environmental parameters measured at or near Scripps 
Institution of Oceanography during this time period are shown in Figure 11. 
The barometric pressure dropped from 1017 to 1005 mb and wind speeds reached 
15 ms"1. Coincidently the rms wave amplitude increased to 0.5 m in 10 m of 
water. Wave energy spectra for the period just preceeding and during the 
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storm are shown in Figure 12. The storm spectra are characterized by an order 
of magnitude higher spectral peak as well as a broader frequency band. 

v/yy 

A      / 

~V~V!|50fa^*/  1.1 
f        [ 

/ 

'\>~--ffSo PST m feJ^ya, 

Kb, i\ 
Figure 10. Storm front positions for first winter storm in late 1974. 

The increased wave energy was coincident with spring tides of 2 m 
amplitude. These combined occurrences maximized the erosion on the beach. 
Figure 13 shows a comparison of a series of beach profiles at North Range 
taken before, during, and after the storm. The well-developed "summer" profile 
on 24 October was rapidly eroded as the storm passed through the area. At a 
distance of 70 m from the profile benchmark where the berm was located, 46 cm 
of sand was eroded. 

This rapid erosion is reflected in the behavior of the temporal depen- 
dence of the bar-berm function shown in Figure 14. The 31 October profile 
shows an erosion in the beach on the order of 15 cm. For this particular 
storm, the terrace function showed an erosion of 17 cm, while the fourth eigen- 
function showed an erosion of 13 cm. The bar-berm function correctly responds 
to the wave energy impulse, while the magnitude of the beach change can be 
fully accounted for in the first few eigenfunctions. 
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27 28 29 30 3t 
OCTOBER, 1974 NOVEMBER 

Figure 11. Environmental parameters measured at or near Scripps Institution 
of Oceanography during first winter storm in late 1974. 
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Figure 12. Frequency spectra of ocean surface waves measured before and during 
the first winter storm of late 1974. 
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Figure 13.    Beach profiles measured at North Range before, during, and after 
the first winter storm of late 1974. 
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TIME DEPENDENCE OF THE BAR-BERM FUNCTION 

NORTH RANGE 
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Figure 14. Time dependence of the bar-berm function for a two and one-half 
year data set at North Range. 

CONCLUSIONS 

The method of empirical eigenfunctions has been shown to be of great 
value in analyzing beach profile data. Using no a priori assumptions on the 
structure of the orthogonal functions, the most concise orthogonal set is 
generated by the data. The first three eigenfunctions describe over 99.75% 
of the variability in the data, and can be used instead of the data themselves 
to quantify the variability. The functions are stable with respect to the 
length of the data set examined, so an analysis of one year of data will 
indicate significant trends in the eigenfunctions. Erosion or accretion caused 
by short term events such as storms can be accurately predicted by the behavior 
of the temporal dependence of the bar-berm function, while the magnitude of 
this impulsive change is correctly given by the first four eigenfunctions. 
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CHAPTER 78 

RIP-CURRENT AND COASTAL TOPOGRAPHY 

Mikio Hino 

Professor, Department of Civil Engineering, 
Tokyo Institute of Technology, 
O-okayama, Meguro-ku, Tokyo, 152, 

JAPAN 

SUMMARY 

At the 1974 Conference on Coastal Engineering (Copenhagen), the 
-writer proposed a new theory on the mechanism of generation of rip- 
current and cuspidal coast that the alongshore homogeneous structure 
of wave field and movable sedimental bottom (that is two-dimensional 
wave setup and bottom topography) is unstable to a small perturbation, 
the motive force of instability being the radiation stresses caused by 
incident wave. 

In this paper, based on the response concept and the mathematics 
already presented at the previous conference some improvements in 
solving the fundamental equations are attempted, since the direct 
solution of the full system of basic equations did not necessarily re- 
sult in the sufficient conclusion. 

The response of water-wave system to an infinitesimal perturbation 
in bottom boundary is quick enough compared with that of sediment system 
to a change occurring in water-wave system.  Consequently, the water 
system is treated as quasi-stationary.  By solving the equation of mass 
conservation of sediment transport under the prescribed boundary condi- 
tions, the preferred wavelength of rip-current as well as the profiles 
of velocity distribution and the bottom perturbation have been deter- 
mined as an eigenvalue  problem. 

INTRODUCTION 

Recently, various theories have been proposed on the mechanism of 
rip-current generation. These theories may be grouped into three 
categories; The forced formation theory, the variational principle of 
the energy dissipation and the instability or eigenvalue theory. 

Bowen and Inman's theory published in 1969 is based on the forced 
mechanism caused by standing edge waves which induce the spatially 
periodic distribution of radiation stress. 

On the other hand, the writer (Hino 1972) has proposed a hydrody- 
namic instability mechanism. The writer does not necessarily deny the 
mechanism proposed by Bowen & Inman. However, there may be a possibility 
of another mechanism for generation of rip-current system. 

1326 
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In 1971, the writer was staying about a month at the Louisiana 
State University where the writer and Dr. Sonu who is now at Tetra 
Tech, frequently discussed on this problem.  Dr. Sonu considered 
that the bottom material would change to sinusoidal forms by the 
action of alongshore current, as if sandbars on river bed are formed 
by the unidirectional flow.  While, the writer asserted on the insta- 
bility of uniform wave setup. 

ESSENCE OF THE PRESENT THEORY 

The basic idea of the writer's theory is as follows; 

(a) If waves are incident on a straight coast, and if the water 
depth is uniform along the shore, the uniform wave setup along it 
should be formed, caused by the radiation stress of incident waves. 

Such a uniformly long wave setup may be unstable to an infinitesi- 
mal disturbance, as if a slender elastic cylinder compressed axially 
becomes buckled when a critical compressive stress is exceeded.  This 
is the buckling analogy. 

In other words, the wave system itself on a rigid plane bottom 
may be unstable to form the periodic rip-current. However, in real 
situations, the rip current is accompanied by the corresponding peri- 
odic perturbations in the bottom topography. 

As has been indicated in the previous paper, the direct solution 
of the full system of equations yields the two types of instability; 
one with the high increase rate and the rapid translation velocity 
along the shore is called the "fluid mode",  while the other with the 
slow rate of increase and the low convection velocity is terminated 
the "bottom mode".     Except for the normal wave incidence or the 
standing wave case caused by positive and negative progressive waves, 
the fluid mode could not manifest itself because of the too rapid 
alongshore translation for the perturbation to grow into appreciable 
intensity. 

(b) In solving for bottom mode the basic equations, a physical in- 
terpretation of the phenomenon concerned will be introduced.  One impor- 
tant way of analysis of the modern fluid dynamics is to attack com- 
plicated problems not necessarily purely mathematically but to solve 
them after the simplification of original equations through the phys- 
ical interpretation of the basic equations.  This attitude has been 
established by L. Prandtl when he proposed the concept of boundary 
layer in 1904. 

Turning to our problem, the response of water-wave system is 
quick enough to the deformation of bottom boundary, while the bottom 
materials respond very much slowly to the change in the water-wave 
system. Terefore, the state of fluid system may be considered to 
be quasi-stationary. This is the concept of response time  (Hino 
1974).  This idea has already been presented and applied in the writ- 
er's first paper (Hino and Hayashi 1972). 
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(c) Consequently, the flow field for an arbitrary bottom profile is 
solved from the continuity and momentum equations which include the 
radiation stress terms introduced by Longuet-Higgins and Stewart (1964). 
The resulting solutions of velocity components and the water surface 
elevation still contain the undetermined parameters which describe the 
bottom profile. 

(d) Finally, the above solutions are substituted into the balance 
equation of bottom material transport. The problem is thus reduced to 
the eigenvalue problem.    The rate of increase in the bottom perturbation 
is determined by the real part of eigenvalues dependent on the alongshore 
wavenumber of perturbation.  On the other hand, the imaginary part of the 
eigenvalue predicts the propagation velocity of bottom perturbation, that 
is sand bars. 

The components of an eigen-vector determine the unknown coefficients 
to describe the resulting perturbation in bed profile and thus velocity 
distribution. 

In this way, we can determine not only the predominant spacing of 
rip-current but also the resulting bottom shape, the velocity field and 
the water surface elevation. 

The idea of the response concept and a simplified mathematical 
treatment have already been presented at the previous Copenhagen confer- 
ence . 

THEORY 

(a) Basic Equations 
The basic equations are the same as the previous paper ; 

[Equations of motion] 

.NT./I. ,._•>..!   -,r„/U„\..2i   5r^(,x^„„l   3s    3S„„ 

U          '           3x                          3y 3x           3y 

= -Pg«Hfl)f£ - p2u 

3[pd+n)v]  . 3[p(/i+n)uv]     3[p(/i+n)v2] 
3*                               3x                             3y 

3S           3S 
+    xy -i    yy 

3x           3y 

= -Pg(k+n)g -  pCv 

(1) 

(2) 

[Continuity equation] 

3(fe+n)  . 3[u(fe+n)]     3[v(fe+n)] _ n ,,, 
U 3x 3y (3) 
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[Radiation stress  relationship] 

s       =f_  ^(SM)2 
xx        2. c 

Syy = |+Ec2(s±ne)2 (4) 

S  = Ec cos6(^i^) 
xy c 

E = (pgy2/8)(M)2 (5) 

c = {g(^i+n)}V2 (6) 

where y=l inside of breaker zone and zero outside of it. 
iBalance equation of bottom material transport] 

afe    3<csu)    d<csv) 

W       3x  +  3y (7> 

In the above equations, the coordinate system in chosen as shown 
in Fig. 1 ; u, v mean the velocity components in the x-and y-direction, 
respectively ; n and h  are the mean water-level elevation above still 
water surface and the depth of bottom, respectively ; Sxx Sxy and 
Sy„ represent the radiation stress tensor components ; c is the wave 
velocity, E the wave energy per unit area, C and Cs are the coefficients 
of bottom friction and bottom material transport, respectively. 

(b) Perturbation Equations 
Variables are expressed as sum of equilibrium states 

(0» V0, n0, and h0)   and small perturbations (u, v, n and h) 

u(x, y, t) •*• u(x, y, t) 

v(x, y, t)  + VQ(X) + v(x, y, t) 

n(x, y, t)  + n0(x) + n(x, y, t) 

<i(x, y, t) + fc0(x) + hu,  y, t) 

(8) 
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Furthermore,  variables  are nondimensionalized by Lb   (the distance  from 
shore to breaker)  and /gL^, 

u//gLb + u,  v/i/gLb" -»- v,  Vp/i/gLb" * VQ 

x/Lb      + x,  y/L,,      + y,  feD/Lb      * /tQ (9) 

^g/Lfc ->• t,   c/v^gLb" + c,  Cs/Lb      + Cg 

Substituting eq.(8)   into eqs.(l)   through   (7)  and linearizing,  a set 
of  the  linear partial equations  are derived, 

3w-- ,3u  .   .     , N3u 
3-t 
i+Ail(x)f+A12(x)^+ai(x)u 

+ Bii«l^+Bi2«l7 + bi(x)v 

+ ciiW|i+ci2«l7+ci(x)T1 

+ Dil«S+Di2«S+di(x)fe =° (10) 

(i-1,2 and 3) 

„,   3C u  3C u an s  ,  s 
M" 3x + ~ dD 

where wi=u, W2=v and W3-11, and Vo and drio/dx which are given as the 
zero-th order approximation of the perturbation mean the alongshore 
current velocity and the gradient of wave-setup, respectively ; 

Vo(x) = - l6^(cos6-slneb-^ob + TW 

# h0 + n0 d(/tc + ri0) 

' ^ob + lob   dx (12) 

£H° _ _ f3Y%    cos
28        d/lo 

dx     l 8 ;
[1+(3Y

2
/8)COS

2
8] ' dx (13) 

Coefficients Aij, Bjj etc. are generally functions of x (For details, 
reference should be made to a paper (Hino 1975).). 
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(c) Quasi-steady Solution of Water System to Bottom Perturbation 
The perturbation in depth profile fo(x,y) Is expressed by the 

orthogonal Hermite functions as eq.(14), 

fc(x,y) - &  2 u /(/(n-l)t) 
n   n 

-x2/4 ifey 
vr (14) 

where 6 expresses a parameter of amplitude, Kyi  is the Hermite function of 
n-th order and the expansion coefficients Vn  are unknown arbitrary constants 
to be determined later as a result of the eigenvalue problem. 

The solution of fluid system (the velocity components u and v, and the 
mean surface elevation n.) is assumed to be expanded also by the Hermite 
series as 

a. 
u(x,y;£) = I '2n' 

/(2w'-l)f 
H, 
2n'-l (x) e 

•x2/4 ifey 

v(x,y;£) = Z 

n(x,y;i) = Z 

/(n-l)! n l 

/(n-1)l n L 

(15) 

where the boundary condition that u equals zero at x=0 is considered by 
using only the odd-order Hermite functions ; and the boundary conditions 
that at infinite x variables approach zero by the property of Hermite 

-x2/4 
functions (%(x)e    -*- 0, when x -»• «>). 

Substitution of eqs.(14) and (15) into eqs.(10), and applying the Galerkin 
method,i.e. integrating them between (0,») after multiplification of both hand 

side by Hm'-l(x)e x  //(m'-l)! and putting the residue equal to zero, a 
set of simultaneous equations for coefficients vector X = [02, cm.,   •••, 
Si. 62, •••, Yi, Y2. •••]" is obtained as a function of fl(x,y) or coef- 
ficients ]lft, 

x = -6(A"xB)u 

= 6Du (16) 

x- [a2> a4> —f %,&u  S2; -.._ BN; ylf  Y2> Y r 

((N'+2N)+1 matrix) 
(17) 

l(D j(D K(D 

I<« J(2) K(2) 

!<3) j(3) K(3) 

((N'+2N) 

x(N'+2N) matrix) (18) 
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(1) 

(2) 

(3) 

(19) 

(20) 

^'-[\\"\\] 

1 2 

'""W        ,    T 
V (21) 

W"   [yl,  P2,   •",  V C22) 

The elements of submatlces I  , J  , K  and L   are given In 
terms of coefficients Ai j, B-j-j, •••, at, b^ and so on (Hino 1975). 

Matrix D ((N'+2N)xN matrix) which can be decomposed into raw vectors 
represents the contribution rate of bottom perturbation component 

-xz/4 
Hw_i(x)e     to velocity and mean surface elevation, u, v and ri. 
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(c) Stability of Bottom Perturbation ( Eigenvalue Problem of Bottom 
Mode Instability ) 

From the response concept, the amplitude factor &  of eq.(14) is assumed 
now a slowly varing function of time.  Substitution of equations of 
u, v, n and h where the unknowns are the coefficient vector y and the 
amplitude factor 6 into eq.(11) yields 

nl  /(n-1)! nl 

•wc.[Li«-iW-!viWJ 

+ (ife) ?=1 bnVHK_1(J0]e-
x2/4 eifey (23) 

Again applying the Galerkin technique, the following equation is obtained, 

Tu = py (24) 

where p is the exponential growth rate 

p = (dfi/dt)/(Cs6) (25) 

and matrix T is composed of coefficients in matrix D (eqs.(43) through 
(47) in Hino, 1975). 

Eq.(24) poses an eigenvalue problem for matrix T, the unknowns p 
and ]i  being eigenvalues and eigenvectors, respectively. These are 
solved numerically by a digital computer HITAC 8700/8400 of Computer 
Center, Tokyo Institute of Technology. 

Two non-dimensional parameters, x and lji, are defined from factors 
affecting the phenomenon, 

X = s(sin 6/c)2 

=   (feb/Lb)   •   (sin 9b//ftb/Lb)2 

= sin26b (26) 

4)  = s2(sin 6b/c) 

=   (feb/Lb)3/2  sin 6b   . (27) 
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RESULTS 

(a) Instability diagram: 
Fig. 2 shows some examples from the Instability diagrams.  The 

exponential growth rates (the maximum values of the real part of 
eigenvalues), (Pr)max , are plotted against the alongshore wavenumber 
k  of perturbation for a selected combination of bottom slope h\, =  sLD 
(Lj> : distance to breaker zone).  In these graphs, the parameter 8 
expresses the incident angle of waves. 

It is shown that the perturbation in bottom configuration and conse- 
quently in wave field is most unstable to a certain wave number fe* of 
alongshore periodicity.  Except for the normal incidence, 9=0 , the 
amplification rates become maximum at the nondimensional alongshore 
wave number of about fe=1.5 or at the wave length of about 4 times the 
distance from shore to breaker. 

Fig. 3 shows the relation between the most preferred alongshore 
wavenumber (nondimensional) feft , the angle of incidence 0 and the slope 
of the initial bottom &.    As the bottom slope becomes steep, the pre- 
ferred nondimensional spacing of rip current ( £r = 2ir/fe* ) increases. 
However, since the distance of breaker from shore also reduces, the 
real spacing of rip current ( Lr ) 

Lr = ( 2-rr/fe* ) Lb 

= 2irhb/sk* (28) 

(where k^  is the breaker depth) is estimated generally to become short- 
ened. 

(b) Propagation celerity of sandbars: 
Moreover, it should be added that the present theory gives the ce- 

lerity of alongshore translation of bottom perturbation as 

C* = pl Cs/k (29) 

where p.  represents an imaginary part of the eigenvalue.  Fig. 4 is a 
plot of the propagation velocity of sand bars. 

(c) Rip-current and rip-channel: 
By substituting the eigenvectors u which determine the coefficients 

of perturbed bottom profile in eq. (24), into the series expression 
(eqs.(14) and (10))of variables u, v, C and h,  we are able to obtain 
the profiles of sand bars and the velocity fields. 

Fig. 5 is the cross-sectional profile of a sand bar at various posi- 
tion along the shore.  From this graph, a conclusion Is derived that 
sand bars seem to progress onshore when observed at a cross-section 
perpendicular to the shore, although in reality they are propagated 
alongshore. 
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In Fig 6, the upper solid line gives the velocity of offshore current 
u, that is the rudimentary rip-current.  The strength of velocity is the 
highest at the breaker zone.  The lower thin solid curve is the change 
of bottom profile.  This is the so-called rip-channel.  The bottom is 
eroded inside and near the breaker zone, while sand materials are de- 
posited offshore. 

These results of theoretical analysis (Figs. 5 and 6) agree well 
with observed facts. 

(d) Effect of initial bottom shape: 
The initial bottom profiles are assumed to be represented by 

fe0(x,y) o= xn (30) 

The upward convex bottom and the upward concave bottom are represented 
by tt>l and 0<tt<l, respectively.  Fig. 7 shows the instability diagrams 
for both cases, indicating that the upward convex shallow bottom is 
apt to change into rip current system. 

(e) Relative importance of wave-setup, alongshore current and 
bottom friction: 

The writer is interested in the relative importance of various in- 
trinsic factors, such as those, 

(i) the wave setup which is caused by the radiation stress, 
(ii) the intensity of alongshore current which is also driven by 

the radiation stress, 
(iii) the friction factor which influences the intensity of along- 

shore current. 

Since these factors are closely inter-connected each other, it is 
difficult separated them experimentally. However, in the theoretical 
analysis, it is possible to change artificially, for instance, the 
intensity of alongshore current alone, keeping the radiation stress or 
wave setup unchanged. 

Fig. 8 (b) is the instability diagram when the radiation stress 
parameter y is varied, keeping the alongshore current (Ise)  unchanged. 
As the intensity of radiation stress is decreased the amplification 
rate of perturbation decreases.  In reality, as the intensity of 
radiation stress is decreased, the alongshore current is also reduced. 
The left hand side figure (Fig. 8 (a)) shows the theoretical result 
for this case (lsa=real). 

Fig. 8 (c) gives the instability diagram for a hypothetical case 
of no alongshore current (lso=0)   even if there is the wave setup, when 
waves are incident obliquely.  In this hypothetical case, the infi- 
nitesimal perturbation is also unstable ; however there exist no pre- 
dominant preferred wave number. The tendency is similar to the case 
of normal wave insidence (6=0). 
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Fig. 9 (a) and (b) summarizes the results on the relationship between the 
radiation stress intensity and the preferred wavenumber of rip-current 
spacing (y ~ fe*) and the exponential growth rate (y ~ ps), respectively. 

One the other hand, Fig.10 examines the effects of the bottom 
friction, keeping the wave setup unchanged ; i.e. • Y"l. 

Fig. 10 (a) is the result for real case, Fig. 10 (b) and (c) being the 
results for hypothetical cases of unchanged and no-alongshore current, 
respectively. 

Fig. 11 (a) and (b) summarizes these results. 

From these analytical computation, the following conclusion may be 
deduced ; 

(i) The main trigger of rip-current generation is the wave-setup 
caused by the radiation stress, rather than the alongshore 
current. 

(ii) The spacing of rip-current is dependent on the strength of 
alongshore current.  If there were no alongshore current, 
there occurrs no predominate wavenumber. As the intensity 
of alongshore current is increased, or the bottom friction 
is decreased, the preferred wavenumber of rip-current de- 
creases.  In other words, the spacing of rip-current becomes 
longer. 

(iii) When there is no wave-setup, the rip-current would not be 
formed, even if there were the alongshore current (c.f. es- 
pecially, Fig. 8 (b) where the intensity of the alongshore 
current is as strong as for the case of real case caused by 
the radiation stress). 
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Fig. 1 ; Coordinate system, x:offshore direction, y:alongshore 
direction, 9:incidence angle of wave. 
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Fig. 2 ; Longshore wave number and the maximum exponential 
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30- 6 (degree) 

Fig. 3 ; Relationship between the most prefered longshore 
wave number feft , the angle of wave incidence 8 
and the bottom slope i. 

Fig. 4 ; Longshore wave number and translation celerity 
of sand-bar. 
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Fig. 5 ; Cross-sectional profiles of sand-bar at various 
position of y, 
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h 

Fig. 6 ; Velocity distribution of offshore current at 
the rudimentary rip-current u(x,y  ) and the 
depth variation of bottom ( the so-called 
rip-channel) h(X,y  ). 
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CHAPTER 79 

A SAND BYPASSING SYSTEM USING A JET PUMP 

by 

E. C. McNair, Jr.1 

INTRODUCTION 

All harbors and tidal inlets that are located in coastal areas have one 

characteristic in common—the need to bypass littoral materials that collect 

nearby. If natural harbors and tidal inlets are left unattended, bypassing 

will often occur naturally, but in the process, the harbor or inlet is usually 

rendered unfit for commercial or navigation purposes. Quite often, the in- 

attention results in the total closure of the inlet. Therefore, at almost 

all harbor entrances and controlled tidal inlets, the natural bypassing must 

be augmented by secondary, usually mechanical, means. 

The customary technique for bypassing sand and maintaining harbors and 

inlets is the use of floating dredge equipment. This equipment is rugged, 

reliable, has been proved over and over, and appears to be irreplacable for 

many applications and locations. However, there are many locations and situa- 

tions for which this floating equipment is not suitable and may, in fact, be 

detrimental or prohibitively costly. Waves of even moderate height, moderate- 

to-high tidal excursion and currents, draft limitations, limited maneuvering 

area, and interference with normal navigation operations are examples of con- 

ditions which decrease the desirability and application of floating dredge 

equipment. Small volumes of material to be bypassed are an economic liability 

for the floating plant since mobilization and demobilization costs contribute 

extraordinarily to the unit cost for bypassing work. 

THE PROBLEM 

In general, it is at the larger harbors and tidal inlets where the float- 

ing dredge equipment can be used effectively, efficiently, and economically. 

Chief, Research Projects Group, Hydraulics Laboratory, U. S. Army Engineer 
Waterways Experiment Station, Vicksburg, MS. 

1342 



BYPASSING SYSTEM 1343 

Also, it is usually at the smaller harbors and tidal inlets that the use of 

floating dredge equipment to accomplish the desired bypassing activities 

becomes questionable. 

Until the present time, the coastal engineer with the responsibility for 

maintaining the smaller coastal harbors and inlets had little choice in the 

selection of the mechanical means for bypassing sand. Floating dredge equip- 

ment was usually scheduled regardless of economy except in isolated cases 

where land-based pumping plants could be effectively used. 

Obviously a need for improved operations and maintenance techniques and 

equipment for bypassing sand at tidal inlets and other littoral barriers 

exists. The problem is one to which the methods and procedures of research 

and development may be profitably applied. Therefore, a research program, 

sponsored by the Office, Chief of Engineers (OCE), was formulated and imple- 

mented for the purpose of improving operations and maintenance techniques 

specifically to develop effective and economical methods for sand bypassing at 

tidal inlets and other obstructions to littoral drift. 

A review of existing equipment and proposed concepts identified the jet 

pump as having great potential as a primary component in a sand bypassing 

system. The survey conclusion was that a jet pump bypassing system requiring 

limited watercraft and personnel and capable of great portability and reli- 

ability can be assembled at a reasonable cost using off-the-shelf equipment. 

The research program was therefore designed to provide performance criteria, 

systems design parameters, and deployment and operational techniques for sand 

bypassing systems using jet pumps. 

JET PUMP THEORY 

Currently, jet pumps are, in general, used as suction boosters on cen- 

trifugal dredge pumps. There are several instances where eductors have been 

used alone for sand and gravel mining, but all of the equipment in use to date 

has been designed to meet low head applications. However, there is adequate 

theory and empirical information to show that the jet pump is capable of pro- 

ducing the higher discharge heads required for a bypassing installation. 
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The basic principle behind the operation of the jet pumps is the exchange 

of momentum. High-pressure fluid, normally supplied by a centrifugal pump, is 

forced through a converging jet nozzle and is converted into a high-velocity, 

low-pressure jet stream. This jet stream contacts the suction fluid at the 

nozzle exit and drags it into the pump, thus initiating and sustaining second- 

ary flow of suction fluid from the surrounding water mass.  If the surrounding 

water mass contains solids, or if solid particles are entrained in the second- 

ary flow approaching the jet pump intake, then solids are introduced into the 

pump mixing chamber.  In the mixing chamber, the high-energy jet stream and 

the suction fluid mix further, exchange momentum, and experience a pressure 

recovery. The mixed fluids or slurry then pass through a diverging diffuser 

and into a discharge pipe for delivery to a booster or to a discharge point. 

Operational characteristics of the slurry jet pump can be described by 
1 3 

three dimensionless ratios ' : 

A. 
A D     nozzle area      i ,,.. 
Area ratio B = —:—: r—r = T^— (1) 

mixxng chamber area  A 6 mc 

Q  Y 
Flow ratio 0 = £umpmg capacity = ^suc^uc 

driving capacity  QsupYsup 

,  ,  h,. S,.  - h  S 
,,  .  . .  ..  net. let pump head   dis dis   sue sue    ,,, 
Head ratio H = - i.J„/h.    = t c     h 5     (3) net driving head   h  S    h,. S,. 

sup sup - dis dis 

where 

A. = nozzle area 
3 

A  = mixing chamber area 
mc 

Q   = suction flow rate, gpm xsuc 
Y = unit weight of suction slurry 
sue 

Q   = supply flow rate, gpm 

Y = unit weight of drive fluid 
'sup        6 

h,.  = total discharge head in feet of slurry 

S,. = specific gravity of discharge slurry 
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h   = total suction head in feet of slurry 
sue 

S   = specific gravity of suction slurry 

h   = total supply head in feet of drive fluid 
sup        rr 

S   = specific gravity of drive fluid 

Using conservation of momentum, mass, and energy, Govatos derived the 

following equation to give the relationship between H, 0, and B. 

,,  U - V - W 
W - U + X (4) 

where 

2(0B)V     B2(l + 0)
2
Y (2 + K ) 

U = 2B + ^ £ 5£- (5) 
fi - B)Y        Y,. 1    ' 'sue dis 

2 1 + K 
s 

1 - B  S 
sue 

(6) 

K   - 1 
W,= B2(l + «2 -^  (7) 

dis 

X = 1 + K. (8) 

and 

Y = unit weight of water, pcf 

K  = loss coefficient due to the mixing chamber 
mc 

Y.. = unit weight of discharge slurry, pcf 

K = loss coefficient due to the suction nozzle 
s 

K,.  = loss coefficient due to the diffuser 
dis 
K. = loss coefficient due to the drive jet nozzle 
1 

A set of curves similar to those in Figure 1 (from Reference 2)   can be plotted 

by using the above equations and assuming a suction concentration and average 

loss factors for water. 

The efficiency of the jet pump is dependent on several factors, but pri- 

marily on pump geometry. The four major geometrical parameters affecting 
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efficiency are area ratio, the nozzle distance or distance from the tip of the 

nozzle to the entrance of the mixing chamber, the mixing chamber length, and 

the diffuser angle. With the exception of the area ratio, which can be varied 

by changing the nozzle characteristics, the geometry of the jet pumps tested 

was not altered in the research program. 

LABORATORY TESTS 

A laboratory test program was begun in 1973 and is continuing at this 

time. The purpose of these tests is to verify the theoretical and empirical 

relationships describing jet pump performance, to develop pumping techniques 

and methods for deployment and application, and to develop auxiliary devices 

such as hydraulic cutting assists and flow measuring techniques. The labora- 

tory tests are designed to develop practical, reliable components and techniques 

for field evaluation as well as criteria for system design. 

The laboratory facility, shown on Figure 2, consists of an excavation 

with sloping sides approximately 150 ft square. The facility is lined with 

plastic membrane to prevent local soil contamination of 2400 cu yd of medium 

sand (400 u) used in the test. The size of the facility allows testing of 

prototype-size (6-in. discharge line) equipment to eliminate problems in 

scaling and also to provide valid information on deployment techniques. 

The pipe network consists of 6-in. schedule 40 steel pipe, 6-in. floating 

rubber hose, and 6-in. PVC hose. The rubber hose is commonly used in dredging 

and gives the laboratory system sufficient flexibility to be moved about the 

basin.  Instrumentation of the pumping system consists of magnetic flowmeters 

on the supply and discharge lines, a nuclear density meter to measure the sand 

concentration in the discharge line, and pressure transducers which monitor 

supply pressure, discharge pressure, suction pressure, and ambient pressure. 

The flotation system for the jet pump assembly consists of a hollow 

spherical buoy attached to the jet pump, 6-in. rubber hose, air lines, and an 

air compressor. Through the use of a simple valving system on the pier, the 

air compressor can be used to regulate the buoyancy of the sphere. Air can 

also be pumped into the 6-in. rubber hoses to increase their buoyancy. 
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The initial series of laboratory tests were performed to verify the 

observations and accounts of other investigators as reported in the literature. 

Tests were first performed by pumping only clear water.  In later tests, 

mixtures of sand and water were pumped and system parameters were observed for 

those conditions. Examples of the results of some of these tests are shown on 

Figures 3a and 3b. 

A sufficient number of observations were obtained from the initial labora- 

tory experiments to support the design of a prototype system for field testing. 

It was expected that the ideal conditions of the laboratory facility would be 

only an approximation of field conditions and that many of the conclusions 

reached and techniques developed in the laboratory tests would be modified or 

discarded after field testing of the system. 

FIELD TESTS 

Several potential field sites were evaluated for their suitability for 

initial field testing. Among the sites considered were:  Santa Cruz and 

Oceanside, California; Port Mansfield and Colorado River Mouth, Texas; Perdido 

Pass, Alabama; Michigan City, Indiana; Moriches, New York; Masonboro, North 

Carolina; and Mexico Beach, Florida. The evaluation procedure determined that 

Mexico Beach, Florida, was the most suitable site for our initial field testing. 

Mexico Beach is located in the Florida Panhandle approximately 30 mi east 

of Panama City. The test site is adjacent to a small navigation inlet main- 

tained by the township.  Local conditions at the inlet (see Figure 4) consist 

of a sizable sand accretion westward of the two jetties protecting the inlet 

and eroding beach conditions to the east of the inlet.  The littoral drift is 

estimated to be almost entirely eastward and is in the order of 40,000-50,000 

cu yd annually. 

A field test unit comprised of a truck-mounted centrifugal pump, instru- 

mentation, discharge and supply lines, and a single four-inch-diameter intake 

jet pump was put into operation at Mexico Beach in 1973 (see Figure 5).  These 

tests immediately revealed the need for improved deployment techniques, a more 

manageable buoy system, more efficient operational techniques, and cutting 
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1.0 1.5 

FLOW RATIO 

Figure 3t>.  Head ratio, H , flow ratio,  <(> , relationships for solids 
flow compared to clear water relationships 
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assists to overcome the cementing agents found in most natural beach sands. 

Other problems were also identified, including that of plugging of the jet 

pump intake port by shell fragments or other foreign materials and weaknesses 

in the various system components, 

The jet pump, rigidly attached buoys, and flexible hoses were deployed 

from the beach using a vehicle winch and two anchors on the offshore bar with 

a block attached. A system of two or more permanent anchors with blocks can 

readily be used to reposition the jet pump. A 1/2-in.-diameter pipe was tapped 

into the supply side of the jet pump and teed into a two-jet cutting assist. 

The cutting assist was required to initiate a crater when the suction pipe was 

oriented other than perpendicular to the bottom.  The jet pump will self- 

enplace in its own crater. The pump can also be shut down at any time by 

balancing the supply flow and discharge flow (zero suction flow) for a 

sufficient time to flush the sand from the discharge line. The jet pump was 

left in a crater bottom on several occasions until the crater was completely 

filled. When the sand was about 8 ft over the suction pipe, several hours of 

pumping were required before the flotation buoys could free the jet pump. When 

temporary clogging of the suction pipe was encountered, a valve in the discharge 

line was closed and the supply water forced out of the suction pipe. This 

technique is termed backflushing and was required frequently due to significant 

amounts of large shells blocking the suction pipe. Backflushing is also useful 

in jetting the suction pipe into the bottom in order to obtain an overburden 

on the suction pipe. 

Most problems were satisfactorily worked out for the Mexico Beach site, 

and the system was put into a more-or-less operational mode. Over a period 

of several months, approximately 20,000 cu yd of material were bypassed from 

the fillet west of the entrance. The production rate of the operational 

system varied considerably with local conditions, but averaged about 75 cu yd 

per hour of operation. 

The concept of overland portability where the relatively expensive drive- 

water and booster pumps are used to service several jet-pump locations in a 

local area was also evaluated during the Gulf of Mexico field tests. A site 

at Destin, Florida, which is within reasonable driving distance of Mexico 
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Beach and which has problems with maintenance of a small navigation channel 

into a harbor area was selected for this evaluation. A jet pump with associated 

supply and discharge lines was deployed at the Destin site (see Figure 6). 

The truck-mounted pump was uncoupled at Mexico Beach, driven to the Destin site, 

and recoupled to the jet-pump piping. The discharge point at the Destin site 

was such that a booster was added to the system. Otherwise, operational pro- 

cedures at the Destin site and at the Mexico Beach site were similar. 

The overland portability concept was successfully demonstrated at the 

Gulf of Mexico sites. This technique is to be recommended when several by- 

passing problems exist in a local area. 

The experience, knowledge, and techniques derived from the initial labora- 

tory work and the Gulf of Mexico field work were called upon for design of a 

system for an Atlantic coast site. Rudee Inlet, Virginia, which has a low-weir 

sand impoundment basin, was selected as the research site. 

The system, as finally configured (see Figure 7), consisted of two elec- 

trically driven centrifugal-pump jet-pump units coupled with a single diesel- 

-driven slurry booster pump. The jet pumps and associated piping are suspended 

from a row of piling near the center of the deposition basin. By maneuvering 

the jet pumps, the deposition basin can be cleared of most sand deposits. 

During the field test at Rudee Inlet, approximately 75,000 cu yd of sand were 

pumped from the impoundment basin to the beach area north of the inlet. 

The entrance to Santa Cruz Harbor, California, shown in Figure 8, has 

been selected as a Pacific coast research site with tests beginning in the 

summer of 1976.  The installation consists of dual-jet-pump, single-booster 

system with bypassing being accomplished from the shoals which form near the 

entrance channel. The pumping system will be based on the west jetty of the 

harbor, and the jet pumps will be maneuvered either by cables from shore or by 

a small work boat. 

DISCUSSION 

The jet pump sand bypassing system is simple in design and application 

and offers the coastal engineer an additional option in his search for solutions 
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to coastal problems. The system has been demonstrated to be rugged, reliable, 

and effective.  During the field tests on the Gulf of Mexico and at Rudee Inlet, 

Virginia, the system operated successfully in the surf zone, in areas where the 

currents exceeded 2 knots, and in one instance, through a squall where wind 

speeds exceeded 50 knots and breaker heights were estimated at 8 ft.  Principle 

advantages of the system are:  its relatively low first cost; its tremendous 

flexibility in location of the jet pump intakes; its relative immunity to wave 

and current action; its simplicity of operation; and its noninterruption of 

navigation activities at a bypassing site. Disadvantages are: its proneness 

to plugging by shell fragments or other debris; and its relatively low production 

capacity (requiring perhaps continuous operation). 

The research program is scheduled for completion in 1978 and publications 

to be released by that time will include systems design criteria. 
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APPENDIX - NOTATION 

2 
A. = nozzle area, ft 
3 2 

A  = mixing chamber area, ft 
mc 
B = area ratio = A./A j mc 

h,. = total discharge head in feet of slurry 

h   = total suction head in feet of slurry sue ' 
h   = total supply head in feet of drive fluid sup        rr J 

H = head ratio = (h,. S ,. -h  S  )/(h  S  -h,. S,. ) 
dxs dis sue sue   sup sup dis dis 

K,. = loss coefficient due to the diffuser dis 
K. = loss coefficient due to the drive jet nozzle 

K  = loss coefficient due to the mixing chamber 
mc & 

K = loss coefficient due to the suction nozzle 
s 

Q = suction flow rate in gallons per minute 

Q = supply flow rate in gallons per minute 

S,. = specific gravity of discharge slurry 

S = specific gravity of suction slurry 

S = specific gravity of drive fluid 

y,. = unit weight of discharge slurry in pounds per cubic foot 

y = unit weight of suction slurry in pounds per cubic foot 

Y = unit weight of drive fluid in pounds per cubic foot 

Y = unit weight of water in pounds per cubic foot 

0 = flow ratio, (Q y      )/(Q y      ) xsuc sue  xsup sup 
U, V, W, X = dimensionless computational parameters 



CHAPTER 80 

SAND-BYPASS AND SHORE EROSION, BRIDGMAN, MICHIGAN 
BY 

C. N. JOHNSON AND L. W. HIIPAKKA1 

The objectives of this paper are two-fold: 

a. Demonstrate by means of a well-documented full-scale case history 
in the Great Lakes that beach nourishment can mitigate shore 
damage due to a littoral barrier; 

b. Detail a methodology for analysis of the effectiveness of 
mitigation measures which lead to conclusions on the needed 
frequency of nearshore soundings as a tool for monitoring. 

In 1970 a temporary harbor was installed by private interests along the 
southeastern Lake Michigan shoreline near Bridgman, Michigan, (Figure 1). 
The harbor was necessary to protect floating plant involved in building 
a large privately-owned electric generating facility. The harbor was 
constructed of steel sheet pile and extended lakeward about 125 meters from 
the water's-edge to a depth about 3 meters below low water datum (LWD)2. 
Net littoral transport is about 75,000 cubic meters per year southward. 
The updrift and downdrift lakebed and bluff materials consist of sand. 

To ensure that this littoral barrier would not have an adverse effect 
on adjacent properties it was necessary for the Corps of Engineers to 
impose stringent requirements for issuance of a Federal permit for the 
installation. Bypass of at least 75,000 cubic meters per year of sand was 
required to mitigate potential erosion of downdrift beaches due to 
interruption of littoral transport. The permit also required intensive 
monitoring of the shoreline to ensure that any adverse effects of the harbor 
would be promptly detected and remedied. The monitoring consisted of: 

a. Monthly 1:3000 scale aerial photographs of the shoreline sixteen 
kilometers north (updrift) to sixteen kilometers south (downdrift) 
r\-F  tho  tl 'i Vt t-l f\ v> of the harbor. 

b. Monumenting and thrice-yearly measurement of backshore-nearshore 
profiles spaced 150 meters apart, for a distance of 2450 meters 
north and 2450 meters south of the harbor, extending about 
900 meters lakeward to about -8 meters LWD (Figure 2). The 
nearshore soundings were made by acoustic sounder every 30 meters 
along each profile. The survey boat was located along the profile 
by triangulation. Backshore profiles were provided by photo- 
grammetric mapping. 

1The authors are Hydraulic Engineers in the Coastal Engineering and 
Hydraulic Design Branch, U. S. Army Engineer Division, North Central, 
Chicago, Illinois, USA. 

2Low water datum for Lake Michigan is 175.81 meters (576.8 feet) above 
mean sea level at Father Point, Quebec. 
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Figure 1. Location Map 
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c. Sand samples were taken during May 1973 at the water's edge, on 
the first and second sandbars for each profile and from the 
borrow sites. Additional water's-edge samples were taken during 
October 1973 near the property lines updrift and downdrift from 
the harbor. 

d. Wind speed and direction were recorded hourly near the water's- 
edge at an anemometer height of about 10 meters above LWD. 

The permit went into effect and the temporary harbor was constructed 
in late 1970. The harbor was removed in late 1973. The monitoring 
program continued until December 1974. Tanner (1974) reported on an 
analysis of some of the resulting data. There is little overlap between 
his work and that of the authors. 

The power company emplaced the following approximate quantities of 
sand in the feeder beach south of the harbor: 129,000 cubic meters in 
1971, 143,000 cubic meters in 1972, and somewhat more than 230,000 cubic 
meters in 1973. About 40,000 cubic meters of those quantities were 
obtained by hydraulically bypassing sand from the accretion fillet. The 
remainder came from mining of the backshore dunes. The dune sand was used 
to comply with the permit requirements for a total of at least 75,000 cubic 
meters bypassed per year. The mined sand was much finer and better sorted 
than that of the beach north of the harbor. About 90% of the mined sand 
would be lost from the beach, based on overfill-ratio calculations (Shore 
Protection Manual, 1973) from the May 1973 sampling. 

A thorough interim analysis of the data obtained as of October 1972 was 
done in early 1973 to determine if the sand-bypassing operation was 
mitigating the effects of the structure. 

The results were as follows: 

a. There was no detectable net nearshore erosion or accretion. The 
nearshore profiles exhibited large volumetric fluctuations with 
time but little net change. Figures 3, 4, and 5 are examples. 
The straight lines on the plots are the regression lines of 
volume with time. Nearly all of the net changes were shown by 
t-test (Li, 1964) to be statistically insignificant at about 
the 80 percent level (Figure 6). There was no perceptible 
seasonal pattern. 

b. Volumetric bluff erosion varied considerable from profile to 
profile, but the average rate was essentially the same on both 
sides of the harbor (Figure 7). The symmetry of the average 
bluff erosion rates about the harbor indicate that the 
sand-bypassing and dune-mining operation compensated for sand 
entrapment by the littoral barrier. 

c. The analysis represented in Figure 8 shows that the nearshore 
profiles which eroded or accreted the most from July 1970 to 
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Figure 6. Nearshore Profile- 
Area Correlation with 
Time, as Function of 
Profile Location 
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October 1972 did not coincide with the bluff profiles which 
exhibited the greatest changes. The profiles chosen for this 
figure are those whose correlation coefficients fell outside 
of 95 percent lines and the 80 percent lines, respectively, in 
Figure 6. 

d. The lack of any perceptible trends in Figures 6 and 8 indicate 
that no net deposition of eroded bluff material could be detected 
in the nearshore zone. 

A second analysis was done in late summer 1973, using additional data 
from April and July 1973. Two unusually severe storms occurred during the 
1972-73 storm season. These two storms evidently eroded about 1.5 times 
as much bluff material as had occurred in the preceding 2.5 years. However, 
average erosion was the same on both sides of the harbor (Figure 7). This 
symmetry indicates the continuing success of the sand-bypassing operation 
since natural updrift bluff erosion equalled bluff erosion downdrift of 
the harbor. 

The third and final analysis, using data from October 1973 through 
July 1974, was done in late 1974. The harbor was removed early in this 
period. Storm-season water-levels were about 1.0 meters above LWD, the 
same as during the 1972-73 storm season. This level was about 0.3 meters 
higher than during the 1970-71 and 1971-72 storm seasons. There were no 
storms during the 1973-74 storm season as severe as in the preceding storm 
season. Bluff erosion took place at roughly the same rate as during the 
first two years, even though the water level was much higher (Figure 9). 
Average erosion rates were lower south of the harbor (1.7 m3/m) than north 
of it (5.3 m3/m). Much of this difference may be due to the large volume 
of sand emplaced when the harbor was removed. 

The sand samples were not taken over a sufficient number of years to 
justify making firm conclusions from them. However, a few working hypotheses 
for future research seem to be noteworthy. 

a. Figures 10 and 11 show typical particle-size gradations from the 
May 1973 samplings. These samples were taken at the end of the 
severe storm-season discussed above. For all profiles, the 
median particle sizes were larger at the water's-edge than on the 
bars. Figure 12 compares the May 1973 water's-edge computed composite 
and borrow samples with the October 1973 samples (Krumbein, 1957, 
describes how computed composites are derived). The May water's-edge 
samples are coarser than the October ones. The May borrow-material 
gradation was similar to the October water's-edge gradation. If 
the observed changes in water's-edge material from May to October 
are typical of seasonal effects, considerable caution should be 
used in specifying artificial beach-fill gradations based on 
summertime beach samples. 

b. Trend estimates of nearshore erosion in Lake Michigan and, 
probably, the other four Great Lakes can be very misleading if 
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Figure 12.     SAND PARTICLE SlZE DISTRIBUTION 
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based on soundings taken one or more years apart. As a 
consequence, soundings every three months apart for at least 
two years may be necessary to estimate the effects of random 
fluctuations on nearshore profiles. 

c. There was only weak correlation between Lake Michigan water 
levels and bluff erosion rates. Bluff erosion rates were highly 
variable from profile to profile. Severe storms seem to be the 
dominant factor in Lake Michigan shore erosion. Limited beach 
accretion, not erosion, took place when water levels were seasonally 
highest (summer). Erosion was severest during the late autumn 
and early spring when water levels were about 0.2 to 0.3 meters 
lower than their summer highs. 

d. Large quantities of finer-than-native sand, in excess of the 
longshore transport rate, were placed on the shore south (downdrift) 
of the harbor. Downdrift bluff erosion rates were the same as 
updrift in spite of the excessive quantities. These results 
imply that beach nourishment with finer-than-native sand may be 
an inefficient way to control erosion. In spite of the massive 
quantities of material, erosion still proceeded at the natural 
rate. 
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CHAPTER 81 

DESIGN    AND    BEHAVIOUR    OF      SANDTRAPS    IN    REGIONS    OP 
HIGH   LITTORAL    DRIFT 

By 

P.C.Saxena,   P.P.Vaidyaraman,    and   R.Srinivasan 

Central Water and Power Research Station, Puna, India, 

1» introduction i 

Siltation in harbours and their approach channels is 
one of the major problems connected with the development of 
harbours.    The economics of harbours are directly related 
to their annual maintenance dredging, and as such a proper 
assessment of the quantity of siltation and provision of 
adequate measures for the maintenance of depths would form 
an important part of planning the development programmes. 

Siltation could occur due to various reasons viz. 
deposition of littoral drift which is interrupted by the 
approach channel,  deposition of sediments brought into 
suspension by wave action (including during storm/cyclone) 
Whenever the alongshore drift is large, wave action 
obviously is quite substantial which renders the mainte- 
nance of depths during this period by dredging difficult. 
In such cases it would be necessary to make adequate 
provision to ensure that the depths are not deteriorated 
to any substantial extent by the movement of the drift. 
One of the common means for achieving this is the provision 
of sandtraps on the updrlft side of the approach channel 
which would 'store'  the drift material temporarily and 
from where the material could be dredged at convenience. 
The design of the sandtrap would be governed by a number 
of factors such as the extent over which a major part of 
the drift takes place, quantity of material transported, 
size distribution of sediments, velocity of currents, 
mode of dredging etc. 

Waves of moderate to high intensity occurs along the 
eastern coast of India from south and south west direction 
during south west monsoon period from May to September and 
from North Easterly direction during North East monsoon 
beginning from November.    In view of this climate the 
direction of drift along the shore changes with Mason. 
The quantities of drift during these periods are also 
different owing to the magnitudeand periods of wave action 
which differs between the two seasons. 

The net drift along this coast varies from 0»60 
million m3 at Madras on the south which increases progressively 
to 1,00 million m3 at Paradip further North (Fig, 1), 
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Sandtraps are successfully employed for a number of ports 
along this ctoast to prevent the drift from deteriorating the 
channels*    In this paper the case histories of some of these 
ports are discussed together with reference to the model studies 
carried out at the Central Water and Power Research Station, Pune 
for the design and layout of these sandtraps. 

2. Methods of tackling littoral drift t 

The method adopted for the tackling of littoral drift 
would be governed by the wave climate,  the quantum of drift,  the 
nature of operation of the port etc.    The configuration of the 
coastline would also be modified by the drift as shown by 
Silvester *(1) who has made a comprehensive study of the sediment 
movement along the various coastlines   of the world.    Though 
this information is qualitative, it helps in a broad    sense for 
the identification of the length of coastline which can affect 
the sediment supply to any specific location. 

An idea of the rate of drift is generally obtained by 
making observations of the rate of accretion   updrift of 
Jetties as well as from the records of maintenance dredging. 
Johnson (2) has used this method of analysis in order to 
tabulate the rates of drift along the coastlines of the world. 
It could be seen from his tabulation that the littoral drift 
along Madras coast obtained by the measurement of rate of 
accretion south of the breakwater of Madras port is of the 
order of 0.60 million m3 (0,74 million cubicyards). 

It is also well known that a major portion of the 
littoral transport occurs within the breaker zone.    Hence 
other things remaining the same, the rate of drift per unit 
width of the coastline would be higher along a steeper coast 
as compared to a flatter one. 

One of the methods adopted to maintain the Inlets for 
navigation in a littoral drift zone has been by «n of sand pumps. 
The material dredged from the entrance to the inlet by the 
sand pump* are generally pumped on to the down drift side for 
re-establishing the littoral drift cut off by the inlet. This 
method has been found to be successful along the Atlantic coast 
of USA for the maintenance of small inlets.    Similar method 
was also adopted for the maintenance of the approach channel 
to Durban Harbour South Africa.    In India, this type of dredging 
for a major harbour was considered for the first time in the case 
Paradip port (in Orissa State) on the east coast. 

Though a Sand pump mounted on a trestle forms a fairly 
simple method for tackling the drift problems, various difficulties 
connected with the maintenance of the pumps,cavitation    and their 
limited mobility render them unsuitable for universal adoption. 
Accordingly, provision of sand traps of maintenance by mobile dredger 
etc.  have been found to be more favourable during recent ttaa-So 

*.    References are given at the end of the text. 
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3. types and sizes of sandtracs t 

Depending upon the site conditions, the orientation, 
size and location of the sandtraps would vary from place to 
place.    A shallow irregular natural depression at Durban 
Harbour has been utilised to serve as a sandtrap whereas at 
Paradip and Visakhapatnam Ports trapezoidal shapes have been 
adopted.    As already mentioned earlier, the inability to 
dredge during the period of occurrence of littoral drift 
necessitates storage of the drift material in the trap.    The 
quantum to be stored (and the allowable extent of sand bypas- 
sing) would depend upon the individual site conditions. 
Where the coastline is steep the available space for provision 
of the trap would also be limited in the seaward direction. 

The provision of an island breakwater would considerably 
help in overcoming this difficulty in that the capacity re- 
quirement of the trap could be somewhat reduced since the 
tranquillity conditions made available by the breakwater 
would help in continuing the dredging operations over a 
longer period of time than otherwise possible.    Such an 
example is found in the case of Visakhapatnam outer Harbour, 
a major port on the east coast of India,  as well as in the 
case of the Port of Qopalpur also located along the same 
coast (Pig. 1).    The following illustrations are given in 
order to highlight the aspects mentioned above. 

4. Case histories^ 

4.1 Visakhapatnam Ports 

The Port of Visakhapatnam is located on the eastern 
coast in the State of Andhra Pradesh at a distance from 12.50 km 
north of the tip of the Indian Peninsula. This port is one 
of the oldest ports in India and was originally brought into 
operation in order to cater to vessels drawing upto 10 m 
for a traffic of 4 million tonnes of general cargo (Pig. 2). 
The littoral drift being large, a sandtrap existed updrift 
of the approach channel from where the material was periodically 
dredged. During 1967, with the advent of iron ore mining 
industry and the mechanisation of mining at Baladilla, 
Madhya Pradesh and the expansion of the harbour facilities 
the development of an Outer Harbour for deep draft ocean 
carriers was found essential. The total traffic anticipated 
was then estimated to be of the order of 12 million tonnes 
of iron ore. The layout of the outer harbour consisting of 
three breakwaters (southern, northern and eastern) providing 
thereby a sheltered basin for the development of berths was 
envisaged to cater for this traffic. The net littoral drift 
in this region is estimated to be of the order of 0.70 million 
cubic metres per annum with the predominantly northerly drift 
of 0.88 million cubic metres during the SW monsoon period 
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from April to September and weaker return drift of 0.18 million 
cubic metre during the NK monsoon period from November-January. 
The coastline In this region is very steep being of the order 
of 1:10 in the nearshore region,   and the 6 m contour is only at 
a distance of 150 m from the coastline.    This obviously would 
result in the establishment of the breaker zone near the shore- 
line.    As a major part of the drift is confined only to the re- 
gion between the shoreline and the breaker zone, the conditions 
for locating the sandtrap are critical and accordingly a sandtrap 
was located in the gap between the sunkership    breakwaters and 
the shoreline as shown in Pig. 2.    With the development of the 
outer harbour, this sandtrap originally provided no longer served 
the needs and its location had to be changed. 

Extensive model studies were carried out at the CWPRS in 
order to determine the best location and the alignment of the 
sandtrap.    The southern breakwater was located in this layout 
in such a way as to provide the necessary width for the entry 
of littoral drift into the sandtrap.    It was found necessary 
to ensure that consequent upon the filling of the sandtrap the 
entrance does not get choked which, if allowed to happen, would 
have the result of making the trap ineffective during subsequent 
seasons.    A mobile bed wave model built to scales 1:240 H,  and 
1$80 V was utilised for these studies and the sediment movement 
was reproduced by using crushed walnut shell having a specific 
gravity of 1.36 and a mediam diameter of 0.50mm,, Deposition 
in different areas with the drift reproduced was ascertained 
from these model studies from which it was ensured that the trap 
having dimensions of 260m x 180m should provide a capacity of 
0.62 million cubic metre which would be quite effective in trap- 
ping the material.    The final layout la shown in Fig.  3.    The 
sandtrap has been recently dredged at the Port and it is under- 
stood that Its performance is satisfactory. 

4.2   Paradfrp Portt 

Paradip,  another major harbour on the eastern coast of 
India is located 450 km north of VIsakhapatnam Port.    The main 
export through this port is iron ore to Japan to an extent of 
2 million tonnes.    The facilities at present consist of an Iron 
ore Jetty capable of accommodating 60,000 DWT ore carriers and 
a cargo berth for 18,000 tonne cargo vessels.    The physical con- 
ditions at Paradip are somewhat different from those existing at 
Visakhapatnam.    The slope of the beach at Paradip is much flatter, 
of the order of 1»80.    The frequency and intensity of cyclones 
at Paradip are also much higher as compared to Visskhapatnam. 
Platter beach slopes at this Port result in much longer approach 
channel for this port and as the littoral drift will be taking 
place over a much wider region, the size of the sandtrap would 
also have to be larger to trap a substantial part of the drift. 
This would necessitate providing a much wider gap between the 
shoreline and the island breakwater which would increase the 
transmission of wave energy into the harbour entrance and cons- 
equently create more wave disturbance.    Accordingly it was nec- 
essary to modify the location of the sandtrap and the layout of 
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the breakwaters to overcome this problem.    This layout is shown 
in Fig. 4.    In order to bypass the northerly drift material which 
would get accumulated south of the southern breakwater, it was 
proposed to use a sand pump having a capacity of 350      eubic 
metres per hour moving on a trestle 250 m long for pumping sand 
and discharging the same to the northern side for nourishment by 
means of a floating pipeline across the harbour entrance.    This 
would also help in minimising erosion of the coastline north of 
the harbour. 

The harbour construction was completed during 1965 and the 
port started functioning formally from March 1966.    However, due 
to various problems, the sand pump eould not come into operation 
within the stipulated time.    Consequently considerable accretion 
on the southern side of the breakwater took place besides erosion 
on the northern side.    By 1967 the fillet on the south side was 
completely saturated with drift material and gradually the mate- 
rial found its way into the approach channel around the tip of 
the roundhead resulting in the formation of a shoal in the app- 
roach channel restricting the entrance width and depth conside- 
rably. 

Detailed studies were carried out in a hydraulic model and 
it was considered that a sandtrap having a capacity of 0.8 m 
cubic metre as shown in Pig. 4 was necessary for this port.    This 
sandtrap could intercept the drift during the south-west monsoon 
period and could be dredged during the subsequent fair weather 
season by the port's dredger (cutter suction hopper dredger). 
Accordingly the sandtrap was dredged during 1969-70 by a contract 
dredging.    The data available subsequently has been analysed in 
order to examine the behaviour of the trap.    Pig. 5 shows the 
differential depth contours during the monsoons from 1970 to 1974 
at the sandtrap.    It could be seen from this figure that during the 
year,  1970 and 1971,  the loss of depth outside the sandtrap is 
practically negligible, whereas considerable loss of depth Is 
found to occur east-wards beyond the confines of sandtrap subse- 
quent to 1971 thereby indicating that the zone of pre-dominant 
sediment movement is extended east-wards due to the flattening 
of the beach slope.    Fig.  6 shows a comparison of the cross sec- 
tions of the beach updrift of the trap.    It may be mentioned that 
the design of the sandtrap is evolved assuming that the sand pump 
could come into the operation so that it could help in maintaining 
the beach slope updrift of the trap.    However,  even after the 
installation of the pump during 1971, the dredging was not very 
satisfactory resulting in the flattening of the slope mentioned 
earlier.    Pig.  7 shows the loss of mean depths during different 
monsoons at various sections of the channel.    It could be seen 
from this figure, that during the initial periods after the dred- 
ging of the trap, the loss of depth was confined only to a small 
distance from the approach channel from the tip of the breakwater, 
the length extending further east-wards during the subsequent 
periods for reasons already mentioned. 
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Since this region is situated in an intensely cyclonic zone, 
the effect of cyclones on the siltation pattern in the approach 
channel also needs consideration.    The currents due to cyelones 
some times tend to act in a direction opposite to the prevailing 
littoral currents and affect siltation in the approach channel. 
This could be seen from the effect of a typical cyclone which 
occurred during 1-10-1971,  during which the siltation was along 
the northern edge of the channel,    ta additional sandtrap in con- 
tinuation with the approach channel along the northern edge of 
the approach channel was dredged by the port authorities in 
order to provide for such eventualities. 

4.3   Kakinada Port: 

The Port of Kakinada is an intermediate port located at 
Kakinada to a distance of 120 km south of Visakhapatnam.    The 
total traffic through this port is of the order of 0.3 million 
tonnes consisting mainly of iron ore t  rice bran    etc.    The old 
port is located 4 km inside a canal into which barges requiring 
upto 2 m draft    navigate.    The canal meets the bay called the 
Kakinada Bay which is formed by a sandspit about 10 km long bor- 
dering along the eastern side (Fig. 8). 

The history of the sandspit is very interesting from the 
engineering point of view.    Before 1850 the sandspit was completely 
absent in this region and subsequently due to the changes in the 
outfall in the river Godavari the formation of the sandspit took 
place gradually.    Pig. 9 shows the formation of the sandspit at 
different times.    With the absence of river flows into the Kakinada 
bay,  the flushing characteristics changed considerably, and silt- 
ation of the bay started taking place from the south and SW side. 
The bay was gradually converted into a tidal bay.    The opening 
at the mouth of the bay would therefore be the function of the 
relative flushing ability of the bay vis a vis strength of the 
littoral drift.    The cross section area of the mouth of the in- 
let would therefore follow a law similar to O'Brien \3> who 
studied the effect of tidal prism in maintaining the inlets in 
the number of cases. 

Recently,  expansion of the port has    been envisaged by the 
port authorities for traffic   upto 1.5 million tonnes.    One of 
the proposals for this expansion is the provision of mooring 
facilities west of the sandspit taking advantage of the shelter 
offered by the spit from wave action.    The development and the 
stabilisation in the sandspit would therefore be of major import- 
ance in this programme. 

Extensive model studies were conducted in a tidal-cam- wave 
model built to scales 1:600 Horizontal and 1:40 Vertical and in- 
jecting crashed walnut shell for reproducing littoral drift.    It 
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was found that the provision of a sandtrap in the vicinity of 
the tip of the sandsplt would be helpful in preventing the de- 
terioration of the channel due to littoral drift. 

These experiments were carried out reproducing in the model 
a duration equivalent of 25 years in the prototype. The annual 
maintenance dredging was also reproduced during these tests. 
It was found that during initial years when the tip of the sand- 
spit is away from the edge of the sandtrap the quantity of silt- 
ation in the trap is low and a major part of the drift is utili- 
sed only in shallowing of the regions between the edge of the 
trap and the tip of the sandsplt. As this region becomes shall- 
ower, the quantum of siltation in the trap increased progressively 
so that after a period of 10 years, the total quantity of siltation 
is 60 % of the drift which increases to practically the entire 
drift after a period of 20 years. 

These studies illustrate the long term experiments that 
would be required as a progressive increase in the quantum of 
siltation necessitate a corresponding increase in the capacity 
of the trap. 

A proposal to construct a breakwater across the bay from 
the shore and provide berthing facilities near the entrance where 
depths are adequate is also under consideration. Studies in the 
model indicated that this would result in increasing the flushing 
velocities to a considerable extent because of the constriction 
of the bay and the area at the mouth. As a consequence it was 
also found necessary to alter the orientation and location of the 
sandtrap since a shifting of the direction of extension of the 
sandtpit was seen to take place towards the easterly direction. 

5.  Conclusions 

The above examples are intended to illustrate the means of 
effectively maintaining the channel and prevent the drift from 
affecting depths at the approach channel and the harbour entrance. 
The variation in the meteorological, geomorphological and physical 
conditions would require different considerations in their design 
and where one type would k« suited, it may prove to be unsuitable 
in a different location even along the same coast because of the 
different physical factors. Further the fact that the slope 
of the beach on the updrift side should be maintained without too 
much of a change for an efficient functioning of sandtrap is well 
brought out in the case of Paradip. The experience in Paradip 
also indicates that besides the pre-dominant direction of drift 
due to wave action the effects of currents generated by storms 
would also need to be carefully considered. The sandsplt deve- 
lopment in the case of Kakinada is a unique feature which calls 
for a different type of analysis and studies in the proper loca- 
tion anddesign a£ sandtrap. The need for studying the behaviour 
of the sandtrap over a long term period has also been brought out. 



SANDTRAP BEHAVIOR 1393 

The above studies also indicated the relatively minor role 
played by sand pumps in the regions where the littoral drift 
are substantially large.    It is necessary to go in for more re- 
liable dredging equipment    and methods in order to ensure the 
infallability of the proposals. 
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CHAPTER 82 

HEADLAND DEFENSE OF COASTS 

Richard Silvester^University of Western Australia 

Nedlands, 6009, W.A. 

ABSTRACT 

Crenulate shaped bays are ubiquitous and constitute the largest 
proportion of coastline length.  The characteristics of stable bays 
(i.e., no littoral drift) are known, so that realistic encroachment 
limits can be defined.  Allowances for long term changes in direction 
of persistent swell and annual attack from multidirectional storm 
waves may have to be made.  The exposure of a rock outcrop during an 
erosive sequence will create a new fixed point on the coast and hence 
a new bayed system. An existing non-stable bay can be prevented from 
indenting to its equilibrium shape by the construction of one or more 
fixed points around its periphery.  Research should be conducted to 
minimise the cost of headlands which might start off as offshore 
breakwaters, even mobile units. 

INTRODUCTION 

Observance at the shoreline itself, or better still hydrographic 
charts of same, will immediately highlight the predominance of bays 
as coastal features.  These sandy stretches are strung between headlands, 
with outlines that are produced by the incoming persistent waves 
(generally the swell).  The presence of such features, together with 
other obvious indicators, has been used by the author in 1962 to 
determine net-sediment movement around the coastlines of the world (1) 
(2). 

A worthwhile analogy appears to be clothes hanging loosely on a 
clothesline.  When the wind arrives normal to the wire,the edges of the 
fabric assume a symmetric cartenary between the pegged points.  No 
matter what the spacing some curvature will occur.  The degree of 
indentation of the cartenary is dictated by the length of fabric caught 
between the pegs, as illustrated in Figure 1A.  In coastal terms the 
variable is the volume of sand available to construct the beach.  Some- 
times when there is a surfeit of sand in a batch supply a spit may be 
formed which encloses a body of water in the form of a lake or lagoon. 
This is exemplified in Figure 2A, a feature which exists along many sea 
margins. 

There is no equivalent to the sand spit in the cloth hanging 
analogy but it can be pursued with advantage a little further.  When the 
wind blows obliquely to the peg line the cartenaries are skewed as 
depicted in Figure IB.  A large section of the cloth edge is pulled normal 
to the w"ind vector, causing the remainder to be stressed into a curve. 
The indentation as before is dependent upon the tautness of the original 
pegging.  Again the analogy can breakdown, by nature constructing spits 
to form the crenulate shape that has the characteristics of an equilibrium 
bay.  (See Figure 2B) 

1394 
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Where a clothesline changes direction, say at right angles 
as in Figure 1C, the fabrics will be skewed differing amounts and 
perhaps in differing directions by a given wind.  The author has 
noted this drastic change in two adjacent bays at Point Reyes, 
California (3) but a further example is illustrated in Figure 3. 

The forcing function in the clothesline case is the wind, which 
produces immediate results on the clothes.  The sculpturing strength for 
shorelines also originates from the wind but is effective per medium of 
the waves it generates, both locally and far away.  As noted by the author 
elsewhere (4) the generation of waves in the various oceans is reasonably 
repetitive and hence natural bays exhibit the integrated influence of 
swell over decades and centuries. 

BAY FEATURES 

The characteristic of crenulate shaped bays produced by waves 
arriving obliquely to the alignment of two consecutive headlands has been 
detailed already (4)  (5) but should be recapitulated here.  As seen in 
Figure 4, such a bay comprises a tangential downcoast section and a 
curved upcoast zone.  The resultant shoreline shape is caused by both 
wave diffraction and refraction (6) in the lee of the upcoast headland. 
The degree of indentation (termed a in Figure 4) is dictated by a number 
of variables, namely, the obliquity of the predominant waves (8) to the 
headland alignment the spacing (b) between the headlands and the supply 
conditions of sand from upcoast or from river mouths within the bay. 

As illustrated in Figure 4 the angle 6 between the incoming wave 
crests and the headland alignment is similar to the angle between the 
tangential coastline and this alignment.  This is easier to measure 
because wave approach from deep water to some representative depth along 
the seaward extremity of the bay is difficult to determine, even if the 
predominant 12 second swell is adopted (7) for this purpose.  It is the 
value of  g at the fully stable condition that should be used in relation- 
ships to be discussed later.  However, at the downcoast extremity of the 
tangent zone this angle is exhibited even in a bay still eroding to its 
final stable shape.  Progressive indentation is achieved by the lengthening 
of this beach line angled B to the headland alignment. 

The spacing (b), within which the bay can form, is related to (a) 
and (g) by a graph as in Figure 5.  This has been derived (6) from model 
tests and measurements made of natural bays known to be in equilibrium, 
from their location on a coast and obvious lack of sediment supply. 
Although the ratio a/b tends to zero as g decreases there will always be 
a little indentation even with normally approaching swell.  This is because 
a net longshore drift of zero may be made up of an annual drift in each 
direction of similar magnitude. The other limit of 50° for waves arriving 
parallel to the headland alignment is not likely ever to be realised 
because of prior refraction across the continental shelf.  It could only 
result in a lake situation where the predominant waves are locally 
generated and they are of short period.  In this case the curved shoreline 
will be almost circular in character due to diffraction dictating the crest 
curvature in this shadow zone. 

It has been shown (4) (8) that the curved portion of the coast 
generally follows a logarithmic spiral, the details of which are illustrated 
in Figure 6.  The ratio of successive radii (R./R.) results from the angle (9) 
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between them and the constant angle (a) between the radius and the tangent. 
The degree of curvature is given by a whence a logarithmic spiral can 
be drawn once 6 has been chosen.  A series of such sprials have been 
provided by the author (4)-It should be noted that the size of the bay 
or of the plan being examined is of little consequence as the same value 
of a      or R„/R. will result, only a different section of the curve 
will be utilised.  For equilibrium conditions the curve relating B to 
a is given in Figure 7.  Whilst a bay is receeding to this stable shape, 
values of a vary in a consistent manner with angle B as shown elsewhere 
(3) (4). 

When in equilibrium a bay suffers no littoral drift since the 
predominant waves are arriving normal to the beach at all points around 
the periphery.  This does not preclude the possibility of batches of 
sediment arriving sporadically from upcoast.  This will mainly be 
transmitted across the bay to the intersection of the tangent curved 
zones as proven by tracer tests in Australia (9).  Because of the almost 
normal approach of the waves the longshore component of their energy is 
slight, so requiring the offshore zone to accrete to the stage where the 
waves can handle the load to be transmitted. 

The offshore shoaling lessens the demand for material to construct 
the bar during storm sequences.     This reduces the berm width which is 
indicative of the active beach which goes to sea and back again in the 
course of each two or three years.     The good protection so afforded makes 
little or no demand on the sand dunes being constructed by wind blown 
sand which therefore grow to much greater height along the tangential 
section of the bay than along the curved, zone. 

USE OF CHARACTERISTICS 

Whilst the evaluation of a/b and a for a measured B may indicate 
a bay to be in a non-stable condition, this is not the case if the present 
sand supply to the bay equals the rate of removal by the waves.  If an 
embayment is not fully receded the plotted point will fall below the 
curve in Figure 5 and above the curve in Figure 7.  By using the a/b and 
a values on the curves an equilibrium shape can be drawn for this bay 
which indicates the limit of erosion if and when all sediment supply is 
stopped.  It is on this basis that more realistic encroachment lines may 
be determined than setting back fixed distances along the whole periphery 
of a bay. 

When so determining building lines, due allowance should be made 
for annual give-and-take by storm waves.  These waves can arrive from 
almost any seaward direction.  The erosive effects of arrival from three 
major obliquities are illustrated in Figure 8, where the width of lost 
beach varies according to this angle.  The presentation does not take into 
account the likely offshore slope variation around the bay.  The tangential 
stretch should have a milder bed slope than the curved zone, which infers 
that less material is demanded to construct the protective offshore bar 
during storm sequences. 

A point to note about Figure 8 is that a rip current will form in 
the vicinity of the greatest indentation.  This means that longshore drift 
brought from both directions towards this zone will quickly construct a 
shoal and the seaward current will also aid the dissipation of storm waves. 
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This most landward region is therefore better protected than other sections 
of coast closer to the headlands. 

In Figure 4 it is seen that for a non-stable bay the greatest 
future retreat of the shoreline will take place near the intersection of 
the curved and tangential zones.  But even the whole curved section must 
erode to accomodate enlargement of the bay.  The portion least affected by 
future progression to an equilibrium shape will be the tangential strip 
adjacent to the downcoast headland.  This reaches its final alignment long 
before the remainder of the bay.  Only a drastic change in the long-term 
approach angle of the swell or predominant wave system could cause erosion 
of any significance in this region.  With this observation must be 
considered the added volume of sand offshore due to the milder bed slope, 
as already discussed. 

It is worth working an example on the deep-water changes in 
direction necessary to effect a given change in approach angle g to the 
headland alignment.  Figure 9 shows a wave orthogonal traversing the 
continental shelf to arrive at the line joining the headlands at its deepest 
point.  If a wave period of 12 seconds is assumed (7) and the operative 
depth as 30 ft., the relevant d/L = 0.04 as illustrated.  Table I shows 
that for increments of 5 in deepwater obliquity ((j) ) the variation in 
(j) = S at d/L = 0.04 is around 2 .  If a g change of 5 were considered 
significant,  this implies a <j) variation of 12.5 

TABLE I - Variations in d) at d/L  = 0.04 for 5 increments in (b at d/L = 0.5 T      o To      o 

4>° To 20                25                30                35 40 45                50 

<l)0 
9.6           11.7            14.0           16. 18. 19.9           21.7 

Af 2.1              2.3                2.1 1.9 1.9            1.8 

If the storm source for this persistent swell were 1500 nautical 
miles distant this implies a lateral change in position of 300 NMs  or 
6° latitude.  Whilst seasonal changes of this order can occur in storm 
location, it would take a dramatic change in climatic pattern to effect 
such a shift in the long term.  It is difficult to verify such changes 
by swell observation and any 7 to 10 year cycle of bay erosion due to 
this source would possibly be overshadowed by more local changes 
perpetuated by man. 

COASTAL DEFENSE 

It has been illustrated above that there is a limit to which a 
bay will erode when all sources of sand are intercepted by whatever 
means, natural or man-made.  If during the course of this recession a 
rock outcrop is exposed it will become a new fixed point in the coastal 
system.  Such a case is exhibited in Figure 10 which is a bay on the 
border of South and Western Australia, where a predominant South West 
swell is known to exist.  It is seen that the reef in the curved section 
of the bay has prevented the removal of material in its vicinity.  It 
has, in fact, created two bays where one would have existed otherwise. 
Take the reef away and the shoreline would receed to the line indicated 
in Figure 11 as "major bay profile".  This figure is a tracing of Figure 
10, in which reefs have been identified by breaking waves. 
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Fig.10. Natural bay showing the influence of intermediate reef serving 
as a headland. 
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Fig.11. Tracing of features in Fig.10. showing characteristics A: of major 
and minor bays and B: of proposed bays from headland construction. 
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It can be gathered from Figures 5 and 7 that this major bay 
or its larger minor bay have not reached equilibrium due to . the 
deviation of their points from the curves.  The relevant values for 
stability produce the two logarithmic spiral curves shown in Figure 
11A. The possible retreat from the present water line indicates an 
erosion area which is hatched.  It is seen that this encompasses even 
the existing vegetation line which is where the primary dune is located. 
Whilst the natural reef     in the figure is at present retaining 
quite a modest piece of real estate, it will have saved substantially 
more as full equilibrium is reached. 

There is a lesson to be learnt from this example, namely that 
reefs or headlands occurring naturally or synthetically within a large 
eroding bay can prevent its recession to an equilibrium limit.  To 
illustrate this point two further fixed points have been suggested at 
C and D in Figure 11B. They have been located just seaward of the 
present waterline.  The appropriate headland alignment lines have been 
drawn and the approach angle 8 determined from the normal orthogonal 
to the equilibrium coastline in that region.  Hence for bay BC with 
3 = 30° a limiting indentation ratio of 0.33 was used (see Figure 5). 
In bay CD for g = 12° the a/b value is 0.15, whilst accepting E as the 
continued downcoast fixed point the angle B = 6° for bay DE results in 
a/b = 0.08. 

It can be observed that with these headlands set close to the 
present shoreline progressive erosion to an equilibrium state entails 
some loss of the present beach zone.  However it is much less than 
would occur under natural conditions, as illustrated by the zone of 
hatching in Figure 11A. If no beach loss between DE were to be permitted 
the better solution would be to construct a headland at E.   The 
resultant shoreline is shown dotted.  This probably implies a reclamation 
since the volume of material now available from bays BC and CD for 
natural accretion appears insufficient.  Of course a headland or groyne 
in this case, at E can be constructed to any point between E and E1 or 
may be progressively built to catch any sediment that is still passing 
through the bay system.  In so intercepting this drift the influence 
on the next downcoast bay must be taken into account. 

If the suggested erosion within bays BC and CD were deemed 
undesirable the new headlands at C and D could be located further 
seaward.  This could be carried out to provide equal erosion and accretion 
areas or even net gain in beach volume (10).  This might demand more 
sand than is available from external sources, in which case supply from 
the adjoining dunes may be necessary. 

This proposal of utilising sand dunes in a stabilization 
programme is submitted as a squeak from the proverbial mouse who is 
addressing the environmental lions.    When ever such a valuable pieee of 
real estate is wanted for some eommevoial or even recreational use there 
is a tumult of opposition from lay persons,  and even some engineers,   to 
retain the dunes for safety of the coast.    It has already been noted that 
where the bay is most stable, along the tangential section,  the dunes are 
highest.    This is one of nature's anomolies,  that she has not engineered 
the coast efficiently. 
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The retention of dimes for some future unknown erosion event 
is equivalent to using factors of safety.     The point to be made is that 
as progress is made in stabilizing coasts by natural and scientific 
means,   such as through adding headlands,   there is  less need for such 
factors of ignorance.    The necessary reserve of sand for present and 
future storm activity can be stored in the form of new beach area 
where in the meantime it is useful.    This is equivalent to commercial 
enterprisees keeping their reserve funds in use rather than stacking 
them in a vault for the rainy day.    As  long as they are  liquid enough 
to serve the day to day fluctuations in demand their employment in 
commercial activities is to the benefit of all. 

In the process of levelling sand dunes in order to construct 
wider beach zones the problem of wind blown sand must be overcome.  This 
calls for a big "think tank" involving coastal engineers, geomorphologists, 
soil scientists and botanists. The costs of vegetating these areas, 
plus the investment in the associated headlands,  must be balanced against 
the long term gain in  land area and the greater protection of facilities 
through a stable coastline.     To this must be added the value of previously 
duned area which is now put to use for residential,  commercial or 
recreational purposes.    Another saving is the continual cost in trying 
to maintain these massifs of sand in their natural state. 

The structures involved in this stabilization programme are 
necessarily large and may not be undertaken simultaneously.  This 
situation calls for an overall plan which is then implemented in stages. 
For this purpose it is wise to start construction at the downcoast end 
of an eroding coast in order quickly to retain sediment within the system 
to be treated.  This is assuming that further downcoast the lack of sand 
nourishment will have no political or financial repercussions. 

The lengths of coast involved in a headland-control system will 
generally be greater than where groynes or seawalls are attempted.     This 
may call for co-operation between a number of local councils and even 
between adjacent State Legislatures.     Such sharing of costs and profits 
has been forthcoming for rivers and other waterways and henee its extension 
to the seacoast should not prove too difficult.    In this regard it is to 
be remembered that littoral drift is a "river of sand" extending hundreds 
or even thousands of miles,  over widths varying from a few hundred yards 
to many miles.     This inter-dependence applies equaly to pollution as it 
does to sediment supply. 

If a long enough section of shoreline can be treated at once, or 
the downcoast zones can be discarded, the ultimate goal should be to stop 
all littoral drift, at least close to the coast  if not further out on 
the continental shelf.  The bulk of coastal engineering problems emanate 
from longshore sediment transport.  It causes erosion in one area, siltation 
in another, and during transmission from the former to the latter constructs 
bars across river and harbour mouths or blocks dredged channels.  Even with 
stabilized bays, with no net drift, there will be annual longshore and 
lateral movement to be controlled, but this will be predictable soon after 
the major equilibrium shape has evolved. 

HEADLANDS 

Offshore breakwaters have been advocated by the writer as a 
starting point for headlands.  These can cause accretion on their lee side 
without becoming attached to the mainland.  This occurs frequently in 
nature as illustrated in Figures 2B and 12, which is a sandy protuberance 
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known as Quinns Rock on the Western Australian coast near Perth. 
The offshore reef is a half mile in longshore dimension and a mile 
from the mainland.  The displacement of the apex northwards from the 
centre line of the reef is due to the persistent swell arriving from 
the Southwest.  The diffraction of such waves is exhibited in the 
figure.  Inspite of the lack of local controls at the beach itself 
such triangular features are exceedingly stable, since they have been 
produced and are maintained by a wave system that alters very little 
decade after decade. 

Man-made islands or offshore breakwaters are more likely to be 
closer to shore and smaller in dimension.  If a sand spit or tombolo 
is to be formed, which then acts like a groyne and subsequently as a 
headland, the further offshore the structure the larger should be its 
longshore length (11).  This seaward location implies deeper water and 
hence massive mounds of rock. This tendency can cause the whole 
proposition to become uneconomical, especially when considered in 
concert with a mammoth reclamation task to prevent downcoast erosion. 
The prizes of area won from the sea or saved from the sea are gained 
long after the investment has been made.  The larger the outlay the 
more convincing must be the argument that the rewards are actually 
obtainable. 

Because of the expensive nature of marine structures,  especially 
those for dissipating wave energy, much thought must be given to 
minimising their cost.     This hydrodynamic requirement only demands 
reef-type structures which trigger the waves, particularly the persistent 
swell.    The sporadic storm waves will readily break over such a shoal. 
Any contact with the mainland through a tombolo may quickly be broken 
in these circumstances, but will just as quickly be remade when subsequent 
swell arrives.    This low profile structure not only saves in volume of 
material but is also more aesthetic in that a synthetic mound is not 
imposed on the sea panorama. 

But even a mound rising to a foot or two below low water can 
become expensive if set initially in a deeper zone, where its length is 
around one wave length in order for a tombolo to form.  One solution to 
this problem is to create a horizontal platform which will break the 
predominant waves.  If such a submerged platform breakwater were 
buoyant it could be relatively mobile.  After accreting sand at a point 
on the coast, and perhaps upcoast from it, the structure could be towed 
seawards to continue the action (10). When a suitably indented bay 
were formed a rubble mound headland could be constructed on the beach. 
This need not be of a high profile, only sufficient to be at mean sea 
level after subsidence has occurred.  The mobile platform could then be 
hauled to a new site. 

Research has been carried out for some years at the University 
of Western Australia on submerged platform breakwaters (12).  This concept 
is more economical than the surface floating structure because to 
attenuate the same swell wave it need be only a fraction of the width. 
An example will illustrate this:  To reduce the energy of a 10 second 
wave in 15 ft., depth of water a floating breakwater must be at least 
one wave length or 105 ft., in width.  A similar platform, either 
impervious or perforated, moored at a level 5 ft., below the water surface 
will require a width of only 30ft., since it need be only half the length 
of this 10 second wave in 5 ft., of water.  The submerged platform can 
be slung from floats or if buoyant held down with weights.  Research is 
being aimed at minimizing the mooring forces and coping with stresses 
imposed by maximum waves at the site. 
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In respect to the final wave tripper to be built on the 
accreted beach apex,   it would appear that the cheapest material to 
use is sand at the site.    The cartage of rubble stone is costly at 
any time,  but especially when roads must be provided in remote  locations 
to the breakwater site.    To provide vehicular access the structure 
must be constructed to a meter or two above high water mark and be of such 
a width to carry such large trucks.    The seaward and landward forces as 
well as the top must be protected by armour units of such a weight as 
to withstand the fiercest storm waves.    A degree of interlocking,  plus 
dissipation of wave energy within large voids,  are desirable characteristics 
sought when designing concrete units for this purpose. 

A more economical approach has been reported in the literature 
for groyne and seawall construction of sand confined in a flexible 
sheath.  Plain sand or cemented material has been employed in this large 
scale "sand-bag" approach.  Perforated polyethylene tubes are available 
up to about 7 ft., in diameter.  Sand is flushed in whilst the water 
percolates through the skin.  Use of these sausages singly or in heaps 
as headlands or reefs provides a new outlook for coastal engineers. 

When cement additives are used the sausages become a solid 
rock mass immediately.  This obviates the problem of splitting or 
cutting of the polymer during construction, or later through human 
vandalism.  Research is needed into the most effective mixtures to achieve 
the minimum strength required in such massifs.  Lime may be found a better 
proposition than cement in this saline situation.  Means of pumping beach 
sand into tubes whilst adding chemicals at a fixed rate needs investigat- 
ion. 

There is little question that coastal defense structures need 
a new outlook since conservatism has proved very costly in the decades 
gone by. 
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CHAPTER 83 

PROTECTION BY MEANS OF OFFSHORE BREAKWATERS 

by I. Fried, C.E., Director 
Civil & Marine Engineering Co. Ltd., Haifa - Israel. 

INTRODUCTION 

The coast of Tel-Aviv is characterised by a narrow sandy beach, and the 
seabed is the nearshore shallow waters is strewn with rocky ledges and 
outcrops. These rocks are of a marine conglomerate type and are covered 
with layers of fine to medium grained sand of various thickness. At depths 
greater than 5 m the seabed is predominantly sandy. During the summer 
season, when waves and swells seldom exceed 2 m in amplitude, the sandy 
strip of the beach maintains its minimum width of about 20 m.  However, 
winter storms reduce the width of the beach in some places to zero, and 
there is a marked tendency to erosion and scour of the beach in front of 
the retaining walls of the alongshore promenade or in front of the coastal 
bluff. 

In order to prevent this erosion and at the same time to enlarge the sandy 
beach area, we have proposed to erect in front of the beach a series of 
offshore breakwaters, either detached or groyne-connected. (Fig. 1) 

The first of the series was erected off the Tel-Baruch beach just north of 
Tel-Aviv. There beach sand was practically non-existent, and in order to 
enable bathers to enter the water, a breach in the shallow rocky belt 
had to be blasted. 

The Tel-Baruch breadwater is of a rubble-mound type, 200 m long and 
connected with the shore by a 100 m long groyne.  It is founded on a 
rocky seabed at -3.0 m below M.S.L. and consists of a quarry-run core 
(0.5 to 250 kg units), protected on its seaward slope by a rock armour 
(2-6 tons units) laid on a 1:3 grade, and on its landward slope by a 
secondary armour (1-2 tons units) laid on a 1:1.5 grade.  Its crown is 
topped by R.C. 0.25 thick slabs to a level of +1.0 m above M.S.L. 

Shortly after its erection in 1965, a sandy tombolo has formed at both 
sides of the groyne, increasing in area until a permanent equilibrium has 
been achieved.  Erosion of the beach on both sides of the breakwater was 
avoided, owing to a belt of beach rock which protects the foreshore to 
the south and to the north of the breakwater. 

1407 



1408 COASTAL ENGINEERING-1976 

The second system was erected in front of the Tel-Aviv Sheraton and Hilton 
hotels. (Fig. 2) 

It consists of twin breakwaters hore connected by groins.  Each of the 
rubble-mound type breakwaters is about 250 m long and 200 m distant from 
the shore.  They are based on a practically rocky seabed at a -k.O  m level 
and constructed of quarry-run (0.5 - 500 kg units) core and blanket, a 
seaward armour slope 1:2.5, consisting of k-8  tons rock units and a landward 
slope 1:1.5 of 'i-k  tons rocks. The crown of the breakwaters is capped 
by R.C. slabs, 0.25 m thick, and reach a level of +1.25 m. The gap between 
the breakwaters1 heads is 135 m wide. 

Soon after the completion of these breakwaters in 1968 the barren rocky 
foreshore behind them was transformed into a wide sandy beach protected 
from summer swells and safe to bathers. The sandy tombolos expanded 
steadily, reaching an equilibrium in about 3 years time, thus permitting 
the erection of beach amenities (wardrobes, services, showers, refreshment 
stands) on the vast sandy areas.  Behind both these breakwaters the apices 
of the tombolos from a permanent contact with their inner edge, thus 
obstructing free passage of water, even during the winter season. 

For this and other reasons it was decided to create protected beaches at 
the central coast of Tel-Aviv south of the newly built "Gordon" boating 
marina in such a way that all the year round ample gaps should be left 
between the breakwaters and the sandy tombolos behind them.  Moreover, it 
was deemed desirable from the aesthetic and beach uti1isation points of 
view to form the new shoreline behind the row of detached breakwaters in 
a sinusoidal shape. The crests of such sinusoids should lie behind the 
breakwaters at a distance of about 60 m from the actual shoreline, whilst 
their troughs, situated opposite the gaps between the breakwaters, should 
be about 20 m distant from the original shoreline. (Fig. 5) 

This new concept put before the designers a dilemma how to proportionate 
the row of detached breakwaters (their length, distance from the shore and 
between each other) in order to fulfil the basic requirements of the new 
beach.  In order to help the designers to find the right answers to these 
questions it was decided to resort to movable bed tri-dimensioned hydraulic 
model tests. 

MAIN CHARACTERISTICS OF THE LOCAL CONDITIONS 

In order to build a suitable movable bed model in a hydraulic laboratory 
wave basin and to submit it to a series of tests, it is necessary to collect 
as many data as possible concerning the physical conditions ruling in the 
coastal zone under investigation. 
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For this purpose a series of preliminary surveys and studies of the central 
Tel-Aviv coastal zone has been undertaken, consisting of: 

a. Topographic and hydrographic mapping; 

b. Wave observations and recordings; 

c. Longshore currents measurements at various depths; littoral transport 
evaluation; 

d. Sampling of sand from the beach and from the seabed at various depths; 

e. Pricking into the seabed in order to ascertain the depth of hardpan 
underneath the sandy layers. 

f. Assembly of meteorological and geomorphological data. 

The results of the above-mentioned surveys and studies have made it possible 
to characterise and to analyse the coastal conditions as follows: 

The tidal range seldom exceeds 50 cm; however, strong easterly winds may 
lower the water level to -50 cm below M.S.L., whilst persisting westerly 
storms may cause a temporary piling up of coastal waters, bringing their 
level to 70 cm above M.S.L.; but these are extreme events. 

The shore of Tel-Aviv is basically sandy with an underlying rocky bottom, 
which is partly based in shallow water, and in some places near the coastline 
rocky ledges protrude above M.S.L. The sand cover above the rocky bottom 
increases in thickness from 1-2 m at the coastline to about 7 m at the -12 m 
contour!ine. The seaward slope ranges from an average of 1 to 40 nearshore, 
to 1 to 75 beyond the -7 m contour.  Between the two zones there is a sand 
bar with a levigation ditch at about -h  m to -5 m depth. The orientation 
of the shoreline is about 19 East of North. The grain-size distribution 
of sand samples taken at the foreshore and a certain depths indicates 
uniformity and sediment sorting, the foreshore samples being much coarser 
than the offshore samples. The mean diameter changes with the depth as 
follows: 

Depth (m) foreshore -_5 -J_ -13 
d   (mi] 575? 0TT7 0J6" oTTT" 

The maximum 90% diameter of foreshore samples reaches O.'tO mm. 

The winds blow mainly from the NW to SW sector, i.e. from the open sea. 
Winds above 5 Beaufort (16 knots) strength blow only 51 of the time. 

The distribution of significant waves amplitudes and periods shows that 
most of the storms and all waves higher than 5 m occur between November 
and April.  Their direction is from the WSW and WNW sector, and they account 
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only for \%  of all waves. The average number of moderate storms (3-4 m high 
waves) during the summer period is 2 or 3 (1.5% of all waves). 

The frequency of amplitudes and periods were found as follows: 

Amplitudes 
(m) 6-8 5-6 4-5 3-4 2-3 1.5-2 1-1.5 0.5-1 0-0.5 

% 0.37 0.45 1.1 1.5(5 4.1 9.9 28.0 11.9 42.6 

Periods 
(sec) 10-12 9-10 8-9 7-8 6-7 5-6 4-5 3-4 Calm 

'a 2.0 2.8 7.9 16.5 19.6 23.3 14.4 3.1 10.4 

The pattern of wave distribution around the year had to be simulated in the 
model in order to find the movements of the bottom observed in nature. The 
currents were measured, both at the surface and at various depths. The 
results of these measurements have shown that their pattern is irregular 
and their maximum velocities seldom exceed 25 cm/sec. These low velocities 
point to the fact that the currents themselves play only an auxiliary role 
in the movement of sediments put into suspension by shoaling waves. 

The estimates concerning the littoral drift at the coast of Tel-Aviv were 
as follows: 

The northward transport - about 400,000 cu.m. a year, the southward transport 
much less, about 80,000 cu.m. a year. This leaves a net northward littoral 
transport of at least 320,000 cu.m. a year. 

HYDRAULIC MODEL TESTS 

The movable bed hydraulic model was built in the wave basin of the hydraulic 
Engineering Laboratory of the Haifa Technion (Israel Institute of Technology). 
The basin's dimensions were 40 m x 25 m x 0.9 m, and it was equipped with 
a 30 m long movable wave generator, capable of turning in various directions; 
an overflow level regulator and a movable measuring bridge spanning the area 
occupied by the model.  Frequency and amplitude modulations were effected 
according to a prescribed program. 

The model study began at the end of May 1971 and was completed 16 months 
later, i.e. October 1972. 

The choice of the model scales was influenced by many factors, the most 
important being the relation between the length of the coastal strip to 
be tested and the actual dimensions of the wave basin.  It was decided 
to reproduce the model beach with a distortion 1:2, using ground ebonite 
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as model sand. Thus the adopted horizontal scale was 1:150 and the vertical 
scale 1:75, while the model sand,  the average specific gravity of which 
being about 1.8, was prepared with a grain size distribution found in the 
prototype, using a 1:1 scale. The scale of the sand is based in principle 
on the similitude of fall-velocities, assuming that the major part of the 
sand transport is usually carried in suspension, and the setting in the 
protected area is basically governed by the fall velocity - carrying capacity 
relation, too. 

Calibration of the model was effected relative to the sedimentological 
processes observed in the vicinity of the existing structures (Tel-Aviv 
lighter basin, Sheraton and Hilton breakwaters). (Fig. 3) There were 
some indications in the calibration tests that the velocities reproduced 
on the Froudian scale with the adopted distortion were insufficient for 
the establishment of a reasonably small sedimentological time scale. 
Therefore it was decided to increase the model scale for waves, using a 
scale of 1:50 for wave hights, which were calculated on an energy basis. 
However, breaking of waves and overtopping of low breakwaters by them are 
governed by Froudian similitude. Therefore, the breakwaters had to be 
heightened in the model in such a way that the height of their crest above 
mean water level corresponds to a 1:50 scale, too.  The most difficult 
problem was to establish a sedimentological time scale.  It could not be 
made before the reproduction of sedimentological changes around the existing 
structures. Therefore, at the beginning of the calibration a tentative wave 
program was adopted, which corresponded to the statistical distribution of 
wave energy and wave direction, but the corresponding wave cycle did not 
necessarily represent a model year. Then theoretical calculations were made 
as to the possible sedimentological time scale, and the overall time of the 
wave cycle was modified accordingly. 

Practically the time-scale was found by comparing the time-rate of the 
tombolo formation at the two existing breakwaters with their development 
rate in the model.  Comparing model to prototype has led to the unavoidable 
conclusion that two different time scales have to be applied relative to 
the tombolo formation - one for the initial stage, when the changes are due 
to shifting of the local sand stock and to longshore transport, and the 
other when the development of the tombolos is due to the trapping of sand 
which arrives mainly from the unprotected offshore area. This is because 
an offshore transport was observed in the model, which was believed to be 
in excess of the corresponding offshore transport in the prototype and which 
could not easily be eliminated. However, the final equilibrium state of 
the tombolos was correctly reproduced, and this indicates that the similitude 
of the sedimentological process to be studied in the model was basically 
correct. The basic sedimentological time scale adopted in the beginning 
was 1:2190 = 1:2200, i.e. h  model hours equivalent to one prototype year. 



1412 COASTAL ENGINEERING-1976 

Inasmuch as the development of the tombolos in the first year was correctly 
reproduced on the adopted time scale, however, the additional growth caused 
by accretion of sand supplied by onshore transport was slowed down by about 
1:3, as proved by the Hi 1 ton-Sheraton breakwaters test. At a later stage 
the sedimentological time scale was re-checked, and as average of 12 hrs. 
equivalent to one prototype year adopted. Altogether 1*t different 
alternatives were tested in the model study. 

TEST RESULTS 

The original concept of the outlay of a complete system was a row of 
offshore breakwaters parallel to the shore with evenly distributed gaps 
between them, except two wider gaps: one 225 m and the other 310 m long. 
Also the existence of the first northernmost breakwater, which was erected 
at the same time as the "Gordon" marina breakwaters, had to be accounted 
for. The breakwater is situated about 250 m from the original shoreline. 
Therefore, alternatives 1 to 9 have shown breakwaters situated all at this 
distance from the shore. 

Testing the first alternatives with two wide gaps between the breakwaters 
indicated serious erosion opposite these gaps. Therefore, other solutions 
were sought that would provide sufficient widening of the beach.  It was 
made clear by the results of the tests that the proportion between breakwater 
lengths, gaps and distances from the original shoreline must have definite 
values, to be found by testing procedure, in order to meet the prescribed 
requirements concerning controlled tombolo formation. The fact that the 
hydrographic conditions are quite uniform along the shore section in 
question, and architectural considerations as well, lead to a symmetrical 
outlay of similar breakwater units equally spaced. 

Alternative 9 was tested with six uniform breakwaters, 130 m and 120 m 
long gaps, all aligned with the existing northernmost breakwater (Fig. k). 

The result of the tests with this alternative seemed to be quite satisfactory, 
except that the tombolos showed an undesirable tendency to reach the northern 
units of the system, contrary to requirements. 

Another alternative, No. 10, was then composed, similar to alternative No. 9, 
of six 130 m long breakwaters; however, the five intermediary breakwaters 
were displaced offshore by kS  m. Thus a wider lagoon was created, which 
made the connection of the tombolos with the breakwaters unlikely, except 
with the existing one, the position of which could not be changed anymore. 
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In addition, two oblique gaps were formed, which made the penetration 
of longshore currents, and thus circulation and exchange of water, easier. 
It was then decided to choose alternative No. 10 as the most suitable 
outlay of the system. 

The choice of the best outlay was based on comparative tests using artificial 
fill; however, the final version had to be re-tested with a natural process, 
when the building schedule of the system is correctly reproduced in the model. 
Owing to the considerable differences in the sedimentological time-scales 
at the beginning and at the end of the construction period, a mixed average 
of 12 hours, equivalent to one prototype year for the building period of 
the whole breakwater system, was finally adopted. 

The testing of the natural sedimentological process in the chosen outlay 
was repeated with three different versions, called alternatives Nos. 12, 
13 and 14, differing between them in the time sequence of the construction 
and other details. Alternative 12 was tested for a construction period of 
one year for the whole system.  In alternative 13 two other time schedules 
were tested, bui1 ding of 3 breakwaters per year and building 3 breakwaters 
in 2 years. This would mean extension of the building period to two and a 
half and five years, respectively, considering additional five offshore 
breakwaters and the southern end unit. 

The purpose of alternative No. Ti was to improve the distribution of sand 
accumulating along the protected beach by partition of the protected water 
area, leaving the groin of the central unit in place, or dismantling, if 
only partially. The nearshore part of it would very soon be covered, while 
the gap left between the groin and the breakwater would facilitate the 
exchange of water between the northern and the southern parts of the lagoon. 

In the final version the central breakwater was moved back by kS  m to its 
position in alternative No. 9, i.e. in line with the end units. (Fig. 5) 
Thus two inter-connected symmetrical lagoons were formed with considerably 
improved sedimentological and hydraulic behaviour. The results of the test 
have shown that the accumulation of sand in the protected area is caused 
partly by the longshore transport. With an open ended system more sand is 
attracted from the longshore current, and consequently sedimentation is 
quicker than in a closed one.  If the system is closed, this sand will 
probably by-pass the breakwaters, apart from the small part trapped behind 
them. This means that the influence of the construction of the system on 
the coastline is spread over a longer period, which is certainly beneficial 
to the coast.  Consequently, the building schedule has a direct influence 
on the rate of sand accretion, though not on the final state of equilibrium. 
Construction of the whole scheme can be sped up by using artificial feeding. 
However, if the rate of construction is not exceeding one breakwater a year 
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(as it actually is), sufficient widening of the beach will be achieved by 
a natural process. After completion of the model study it was decided to 
extend the breakwater scheme to the south in order to connect it with the 
"Clore" park reclamation.  It was suggested on the basis of the model study 
that this can be done by adding one more breakwater to the system, 
maintaining however the dimensions of the breakwater units and of the gaps, 
which were found to be optimal. Thus the finally recommended outlay is 
composed of seven offshore breakwaters and an end unit shore connected to 
the seawall of the "Clore" park reclamation. The head of the southern end 
breakwater No. 8 and the central breakwater No. k  are aligned with the 
existing breakwater No. 1, nearest to the Gordon marina. The remaining 
five breakwaters are displaced by 50 m in the offshore direction. The 
length of each offshore breakwater is 130 m, and the gaps between their 
heads are 120 m long. 

The central groin No. k  will be dismantled only partially, leaving a distance 
between its head and the central offshore unit. The crests of the offshore 
breakwater are at +1.75 m above M.S.L. 

With an outlay of the system described above, the shore development of the 
protected beach was expected to satisfy the basic requirements when its new 
equilibrium is established.  (Fig. 6) 

The model indicated a 100 to 200 m wide lagoon for swimming purposes, 
protected from waves mostly in the leeside (the "shadow") of the breakwaters 
where the beach widens, and to a lesser extend opposite the gaps where the 
beach narrows. At any rate, the average wave energy along the beach should 
actually be less than 50% of the energy in the open sea. As long as the 
waves do not overtop the breakwaters - and this will not happen if the wave 
heights are less than 2.0 m, as they actually are during the summer season - 
the water in the lagoon will be calm in general.  If overtopping occurs 
during stormy periods, the reduction of wave heights by the breakwaters is 
less effective. 

FIELD CONSTRUCTION WORKS 

Breakwater No. 1 was completed in 1971, and a tombolo has formed that was 
very similar to the one predicted by the model for the same period of 
existence.  In 1972 No. 2 breakwater was completed and its groin dismantled, 
using the rock to build the groin of No. 3 system. However, due to war and 
the policy of the authority concerned, No. 3 breakwater was completed only 
in 1975.  It was decided to proceed with the construction, and this year 
No. k  breakwater is in the process of being completed. (Fig. 6) 
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The method of constructing the offshore breakwaters is as follows:(Fig. 7) 

First, rubble-mound type groins are constructed from the shore outwards by 
dumping on the seabed a core material to a +0.75 m level. This core material 
consists of a well graded quarry-run (0.5 to 500 kg units), protected on both 
sides by 3-5 ton rocks placed at a 1:1.5 stope. The width of the groin crest 
is about 5 m (a minimum necessary to enable the passage of crawler cranes, 
which place rock armour on the breakwaters). Then the construction of the 
breakwaters proceeds from their mid-section outwards by laying first on the 
seabed a 1.0 m thick quarry-run blanket, which is to protrude 3 m outside the 
outer toe and 2 m outside the inner toe of the breakwater mound. This blanket 
constitutes an anti-scour device, protecting the toes of the breakwaters and 
preventing excessive penetration of the armour rock into the sandy seabed. 

The quarry-run core of the breakwaters is then dumped on the blanket and 
protected on its outer (offshore) slope by rock armour (5-8 ton units), 
placed on a 1:3 grade on its inner (inshore) slope by a somewhat lighter 
armour (3-5 ton units) laid on a 1:1.5 grade. The breakwater crests are 
capped to a +1.75 m level by the heavier armour rocks. Also the heads of the 
breakwaters are protected all around by 5-8 ton rock units placed on a 1:3 
grade. The width of the breakwaters at their crest level is 5.25 m. 

After completion of each breakwater, the connecting groin is dismantled and 
the rocks transferred to the next groin. These rubble-mound type structures 
have proved to be very stable, and even after heavy storms no significant 
damage have been observed until now. 

Periodical hydrographic surveys executed in the area, as well as air photos, 
indicate that the sedimentation process is generally well in accordance with 
the prediction of the model study.  Now one can see a substantial widening 
of the protected beach and the appearance of a convenient new bathing area. 
There has, however, been less sand accumulation at the two northernmost 
tombolos just behind breakwaters No. 1 and No. 2 than anticipated in the 
model study. This indicates that sand distribution along the protected shore 
is more balanced than predicted.  No permanent erosion was observed on the 
adjacent shore due to the above development. This fact corroborates the 
preliminary assumption that the newly developed beach will not be widened on 
account of the neighbouring shore sectors, but on account of the differential 
alongshore sand transport, reducing only the quantity of sand that would 
otherwise be carried offshore due to the local hydrographical and 
sedimentological circumstances. (Fig. 8) 

The implementation of the offshore breakwaters scheme, together with a 
substantial widening of the sandy beach behind them, will enable the 
establishment of a new ample alongshore promenade seawards of the existing 
one without jeopardising the newly created beach. 
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CONCLUSIONS 

Many factors are involved in the reproduction of natural sedimentological 
processes in a wave basin with movable bed, and a misinterpretation of some 
of them may lead to erroneous conclusions.  In the long run, the exact 
definition of the sedimentological time-scale is less important than the 
reproduction of seabed configuration, representation of sand grain particles 
and of wave spectra. 

The exact full-scale sedimentation processes in the prototype are hardly 
known in detail. However, we can assume that the formation of sandy tombolos 
in the lee of offshore breakwaters results mainly from the interception of 
the littoral drift. Some of the sand enters directly downdrift the onshore 
zone behind a breakwater, whilst other sand particles by-pass the breakwater 
on the outside and are then directed by waves diffraction around its opposite 
head into the calm foreshore zone as a result of onshore movement caused by 
waves agitation. The accelerated sedimentological process in the model 
enables however to reproduce quite exactly the natural development of 
tombolos formation in the prototype, which, in order to reach a state of 
equilibrium requires a considerable period of time. Nowadays, even a well 
experienced designer of coastal structures requires a corroboration of his 
ideas by model studies, which by themselves are not substitutes for a careful 
and sound design, but serve as practical indicators of their behaviour in the 
prototype. 
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CHAPTER 84 

ENCLOSING SCHEME FOR BATHING-BEACH DEVELOPMENT 

by 

Joseph Tauman 
J. Tauman, Coastal and Harbour Eng. Ltd. 

Consulting Engineers, Ramat Hasharon, Israel 

ABSTRACT 

This paper refers to bathing beaches. It presents a method for 
beach design which provides both coastal protection and protec- 
tion for the bathing public. Reasons are pointed out as to 
why the open sea foreshores are, in many cases, not suitable 
for recreation. 

The method uses an enclosing submerged breakwater coupled with 
short groins to provide a bathing beach with a safe swimming 
area and a controlled sand plaza. Economical in execution and 
maintenance, the method can be used for sandy or rocky coasts. 

Fig. 1.  Enclosed Sela Beach at Bat-Yam.  General View.  400 m. 
long by 175 m. wide. 

1425 
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INTRODUCTION 

The use of beaches for recreation has assumed tremendous pro- 
portions (Ref. 1) and, with growing frequencies of heat waves, 
it may be expected that sea bathing will continue to rise in 
demand. 

Various coastal protection measures (Ref. 2) used in coastal 
engineering emphasize mainly the protection and creation of 
sandy plazas.  The problems of sea bathing were left open. 
This paper is devoted foremost to the human aspect of coastal 
protection rather than to sedimentation or to structural 
problems. 

Bathing in the open sea foreshore (where most bathing takes 
place) is in many cases a safety hazard, and swimming or other 
recreational activities are hardly possible. Besides the good 
swimmers, the surfers and those who enjoy jumping to the rhythm 
of breakers, there is a vast public of ordinary people, includ- 
ing families with children, the handicapped and the elderly, 
which require controlled sea conditions for bathing, swimming, 
rubber boating and just playing around in the water.  This last 
group of people is often deterred from bathing in the sea by 
conditions and warnings of waves, currents, changing depths and 
rocky sea bottoms, pollution, reappearing sludges dumped in 
deep sea, sharks, jellyfish, fear of drifting out into the sea, 
strict lifeguard discipline, etc. 

The Enclosing Scheme is aimed at developing a method by which 
bathing beaches will provide side by side enclosed and open sea 
coastal protected sections for the benefit of almost all groups 
of bathers.  The following paragraphs .describe the results of 
two built, enclosed beaches.  They also describe general open 
sea conditions, emphasizing the need for beaches, public and 
private, to be properly utilized. 

DESCRIPTIVE SUMMARY OF RESULTS 

In general, the Scheme was meant to provide beaches with safe 
bathing areas, sand plazas and hinterlands protected against 
winter storms.  In the Scheme, the submerged breakwater en- 
closes a,water area of reduced wave heights, cut off from open 
sea dangers.  The short groins maintain the plaza sands and 
the seawall protects the hinterland at the back of the plaza. 
For rocky beaches, sand has to be brought in. 
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The Scheme was introduced at two locations of differing coastal 
characteristics along the Mediterranean shores of Israel. In 
1969, an area about 400 m. long by 175 m. wide was enclosed at 
the sandy Sela Beach of Bat-Yam, at the central west coast of 
the country (Fig. 1). A rocky pocket beach about 75 m. long 
by 50 m. wide was enclosed, in 1974, at Achziv in the north 
of the country (Fig. 2).  This enclosure is the first part of 
a planned future development and, being limited in size and 
water depth, it mainly serves families and children visiting 
the adjacent park. 

Fig. 2.  Enclosed Achziv Beach. 
50 m. wide. 

General View.  75 m. long by 

Sela is a very popular beach and from the time of its enclosure, 
seven years ago, soundings, field observations and water 
quality tests have been performed.  The following summary of 
results and respective layout of the Scheme refer to Sela Beach, 
with occasional reference to Achziv Beach. 
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1. Layout. Fig. 3 presents the general layout of the 
Scheme and of the structural elements.  The overall enclosed 
area is some 65,000 sq. m. (Achziv 4,000 sq. m.).  The water 
area is about 40,000 sq. m., at present. The enclosure follows 
the lines of existing submerged beach rock.  The reason for 
this was mainly economical.  (In Achziv, too, advantage was 
taken of existing beach rock.) The submerged breakwater was 
-hased partially on sandy seabottom and partially on rocky 
bottom. The outer groins, on top of the beach rock, were 
designed to top the sides of the submerged breakwater.  The 
location of the inner groins was influenced by the existence 
of the refreshment kiosk. The inner groins are not yet at 
their proposed full length.  The sea wall follows the front 
line of the refreshment kiosk, leaving a limited hinterland 
up to the cliff.  The plaza is some 25 m. wide at its narrowest, 
between the mean sea water line and the sea wall. The plaza 
is expected to be widened an additional 15 m. by lengthening 
the inner groins and by adding a groin at the southern sector. 

^T E R R A  N E  A  N 

£ 
'vR0CK   OF  AOAM j 

,^*t^i-' / -.-**<£> 
••-•-">•      >^"*» 

0 5 10m 

Fig. 3. Sela Beach.  Layout of Enclosure, Structural Elements. 
Cross Sections and Soundings.  Dated October 1972 and 
October 1974. 
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Long beaches can be developed step by step as was proposed 
for the whole beach length of Bat-Yam (Fig. 4). 

Fig. 4. Proposed Development for Bat-Yam Coast. 

/j 

2. Waves and Currents. Wave heights in the enclosed 
area are considerably reduced, compared to outside wave heights. 
Those measured in the enclosed area were a maximum of 0.5 m., 
while estimated heights outside were around 1.5 m. 

During most of the bathing season, bathing, swimming and rubber 
boating were safe inside, whereas they were hardly possible 
outside. 

Waves sliding over the breakwater re-form in the area, some 
distance from the breakwater. The re-formed waves are of an 
oscillatory nature and swimming is pleasant.  There are almost 
no currents.  In certain wind conditions, relatively weak 
currents were occasionally reported between the breakwater and 
re-forming line. 

During winter storms, wave heights in the area may reach up to 
1 - 1.5 m. and currents of significant strength were reported 
by good swimmers. 
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The difference between wave and current conditions inside and 
outside are significant (Fig. 5).  Bathing in the enclosed 
area is possible throughout the year, except during winter 
storms. 

Fig. 5.  Sela Beach.  Difference in Agitation Between Inside 
and Outside the Enclosed Area.  Limited Bathing 
Outside. 

3. Water Depth and Sediment Movement.  In most of the 
enclosed area, water depth is no more than 1.0 m. from mean 
sea level, i.e., about 1.5 m. from inside, still, high water 
level.  In some areas, the water is deeper, up to 2.5 m.  The 
shallow areas are usually preferred by the majority of the 
visitors.  Figures 3 and 6 show soundings related to mean sea 
level, taken at beginnings and ends of bathing seasons.  The 
depth lines seem to be relatively stable and the slopes gentle. 

During and after construction of the breakwater and groins, sand 
movement took different forms.  During the construction period, 
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sand drifted into the area and a tombolo was formed in the lee 
of the Rock of Adam.  During the first two years after construc- 
tion, the sand of the tombolo moved to the northern corner 
creating there a wide plaza.  During the same period - prior to 
building the inner groins and prior to securing the southern 
outer groin against outflanking - the whole center and southern 
plaza areas were washed out, leaving beach rock exposed above 
and below sea level.  Since the construction of the inner groins 
and the placing of sand between them, the plaza width became 
relatively stable, the beach rock became covered with sand, and 
seasonal sand movement takes place in the enclosed area. Dur- 
ing the summer months, sand drifts from the plaza towards the 
breakwater creating shallow water areas near the breakwater, 
opposite the southern and central groins (Fig. 6). 

SOUNDINGS 

Z 3 4 IS 8 7 8 9 10        II        12        13        14        13       16        17       IS        19       20     21        22 

-\--\- -4—f -I     I-  4 t- -+—I—I -•!-•• I- -I- -I -I I I - I     I - i- 
100 200 300 400 440m 

Fig. 6.  Sela Beach.  Soundings May 1974 and May 1976,  (also 
see Fig. 3),  Related to MSWL. 
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These shallow water areas may reach a height of -0.5 m. below 
mean sea level. The winter storms push the sand back, but it 
appears that not all of the sand goes back and not to its 
original plaza sections. During the last two years, some 2,500 
cu. m. of sand remained in the water area. So far, no main- 
tenance has been done in the water area, but it is expected 
that in years to come sand will have to be shifted from the 
water area back to the plaza. Shifting of sand in the plaza 
area takes place at the beginning of each bathing season for 
shaping up the area after winter storms.  So far, since the 
building of the inner groins, there have been no noticeable 
changes in the overall balance of the sand in the enclosed area. 

Outside the area, at the sides of the outer groins, accretion 
took place. This accretion undergoes seasonal changes within 
the general on- and off-shore movement of the sediments. The 
littoral drift appears to bypass the area around the breakwater. 

4. Water Quality. Water quality inside is the same as 
outside and the enclosed area cleanses itself.  The still 
water level is higher inside than outside, resulting in a con- 
stant out-flow of water. 

A  water temperature difference of 2°C, higher inside than out- 
side, was measured during the bathing season. 

During construction, contamination from the open sea penetrated 
into the enclosed area resulting in an odour in the northern 
part of the enclosure. This odour faded during the first 
bathing season after construction. 

afterwards, the following facts were reported: a) A  pipeline, 
located some 150 m. to the south of the area, discharges fluid 
spoil of brown color. Even under southwesterly winds, a small 
part of this fluid was seen penetrating the area.  The bulk of 
it was seen bypassing outside the breakwater; b) Before the 
beginning of the 1975 bathing season, the Bat-Yam beaches were 
accidentally flooded by untreated sewage. In July, the waters 
were retested and all the beaches, including the Sela, were 
found clean - fit for bathing; c) This 1976 season, the Sela 
Beach was declared open for bathing whereas the other two 
beaches to the south were closed due to contamination. 

5. Recreation. The enclosed area provides sea bathing 
recreation also to a public which, in open sea conditions, 
could not bathe.  It has been noticed at many locations that 
wide, sandy, open sea plazas are used to capacity by visitors, 
while actual sea bathing is very limited. 
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In the enclosed area, a considerable part of the visiting time 
is spent in the water and a wide range of recreational activ- 
ities are available. Bathing, swimming and swimming lessons, 
rubber boating and shallow water diving are exercised inside; 
amateur fishing takes place from the breakwater to the outside. 

Enterprise could still broaden the recreational activities of 
the water and hinterland areas. It should be emphasized that 
the enclosed area gives the impression and feeling of open sea 
bathing and not of a swimming pool. The sand plaza, sea water, 
sandy bottom, space, low waves, open horizon, onshore breeze, 
security and lenient attitude of the lifeguards provide sea 
bathing and recreation in a relaxed atmosphere. For the good 
swimmers, entrance to the open sea can be either through the 
open sections of the beach at both sides of the outer groins 
or, in order to avoid bypassing the dangerous foreshore, from 
specified places along the breakwater. 

Most bathers prefer shallow water.  In the enclosed beach, 
bathing is spread over wide areas, whereas outside it is limited 
to narrow strips and only as directed by the lifeguards (Fig. 7). 

Fig. 7.  Sela Beach. Bathing Mostly in Shallow Areas.  Outside 
Bathing Limited to Narrow Strips.  Inside Bathing 
Spread Over Wider Areas. 
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6. Design and Construction. Design of the enclosed Sela 
Beach started in 1968, and continued through the construction 
period and until the inner groins were built. At that time, 
wave data and personnel experience" with submerged breakwaters 
and enclosed sea areas were available from the building of 
Ashdod Port, about 30 km. to the south of Bat-Yam. Partial 
soundings of the Sela area were taken at the' beginning of the 
design, and field observations in the area and along other 
bathing beaches were made through the whole design period. No 
laboratory tests were made because of lack of local data, time 
and the high cost in foreign currency in comparison to the over- 
all cost of the structure. 

The beach rocks at both ends of the area were thought to serve 
as parts of the enclosing structure, but a closer survey during 
construction indicated the necessity of full enclosure by means 
of dumped rock and the necessity of elevated outer groins at 
both ends. 

The necessity of the inner groins became evident during the 
first winter of construction. The inner groins were built only 
after serious damage occurred to the inner plaza. Close obser- 
vations were made as to sand movement prior to and after the 
building of the groins. 

The submerged breakwater was built at a water depth of approx. 
2.5 - 3 m.  The nominal crest elevation was designed to be at 
mean sea level. In reality, some rocks are lower and some are 
up to +0.6 m. and more (Fig. 3).  The armour rock, of 5 - 8 
ton class, was designed for wave heights of 3.5 m. The placing 
of the rocks was carried out from both ends, simultaneously. 
The equipment operated from an overbuilt elevation of 1.5 - 2.0 
m. above mean water. After enclosure was achieved, the over- 
built rock was removed and used as berms at both sides of the 
breakwater.  The quantities of rock were about 100 tons per 
lineal meter of breakwater. The work was done during one 
summer season. 

OPEN SEA CONDITIONS 

Open sea bathing is in many cases a safety hazard and of limited 
recreational value. Along our Mediterranean coast, the fore- 
shore is particularly dangerous and there most drownings occur. 

1. The Foreshore. The foreshore is the area between the 

*The author served as supervising engineer for design and con- 
struction of breakwaters at the Port of Ashdod 
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water line and the outer limit of the nearshore bar.  The assumed 
conditions in the foreshore, as described, are based-on observa- 
tions during a bathing season prior to the construction at the 
Sela Beach. 

During most days of the summer months, the eastern coast of the 
Mediterranean Sea is exposed to onshore winds resulting in waves 
0.6 - 1.2 m. high and sometimes up to 2.0 m. high (Fig. 8). 

Fig. Monthly Wind Conditions at Mediterranean Sea. 

At the same time, a nearshore bar with a crest elevation of 
about 1.0 m. below sea level exists parallel to the coast. 

The nearshore bar was sounded (Ref. 3)(Fig. 8a) and appears 
to be in fair agreement with the assumptions based on previous 
observations. 

The waves break to the seaside or on top of the bar and almost 
the entire width of the foreshore is covered by surf.  It appears 
that the area between the water line and the inner limit of the 
bar acts as a current velocity field in which flow takes place 
in all directions (Fig. 8b).  Studies made in the past provide 
a wider range of information (Ref. 5 & 6). 

Along the bar, there are breaks or rip-passes through which rip- 
currents are forced out into the sea.  On top of the bar the 
water seemed to be air entrained, absorbing currents from both 
sides (Fig. 8c).  The bar configuration, the rip-passes, current 
velocities and current directions seemed to be changing under 
changing wave conditions.  In the area, drownings occurred as 
near as 5 m. from the water line and difficulties in returning 
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to shore were experienced by ordinary bathers, while rip-currents 
endangered even fairly good swimmers.  Because of frequent drown- 
ings during bathing seasons, a law was enforced banning entrance 
into the sea except under supervision and as directed by life- 
guards. 

<1) Nearshore bar sounded 

, , ( , 

t       /    »NE»R$t«fct£ IvELOCITY.        Flt.^t),'    V       1 

J 4.—I-   H     I s 5 J 

-b)Plan C) Section 

SECTION   A-A 

ver.   I 
nor. 10 

Fig. 8.  Schematic Diagram of Nearshore Bar and of Nearshore 
Current Velocity Field. 

2. Open Sea Bathing. Open sea bathing is in many cases 
confined to jumping to the rhythm of the breakers. The ordinary 
bathers' time in the water is short and at a very limited dis- 
tance from the water line. The great responsibility resting 
with the lifeguards results in their enforcing stringent res- 
trictions on the movements of the bathers, and bathing takes 
place in narrow areas perpendicular to the shore. 
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Swimming, rubber boating or other recreational activities are 
hardly possible during most days of the bathing season (Fig. 9). 
Visitors often spend their time on the plazas without going into 
the water, or they wade for short periods.  In many cases, even 
wide beaches with lifeguards cannot be rated as bathing beaches. 

Fig. 9. Open Sea Beach Near Achziv. August 1976. 

SUMMARY 

With the increasing demand for recreational beaches, beach 
design should include the problems of sea bathing and related 
recreational activities. 

During its seven years of existence, the Enclosing Scheme proved 
that safe sea bathing and recreation for private and public 
beaches can be achieved and long sections of shore can be devel- 
oped step by step with relative economy. 
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CHAPTER 85 

EXPERIMENTAL VERIFICATION OF GROYNE THEORY 

by 
1 2 3 

C.H. Hulsbergen , W.T. Bakker and G. van Bochove 

1 Abstract.  In order to check the results of Bakker's theory [jj , £2] con- 
cerning the influence of groynes on a sandy beach, a comparison is made with 
experimental results obtained in model tests performed in the Delft Hydraulics 
Laboratory [3] , and in the Laboratorio Nacional de Engenharia Civil, Portugal 
[V] . The theory gives the bathymetric development in terms of a set of two 
schematized contour lines, representing the onshore and offshore parts of the 
model where longshore sand transport occurs. As input in the theory the charac- 
teristics of the undisturbed sand transport should be known, i.e. without groynes. 
This is achieved by computing the longshore sand transport acoording to Bijker's 
method [jf] and the transverse sand transport according to Swart's method [jQ > 
starting from the hydraulic conditions as measured in the model without groynes. 
In order to make a comparison with the theoretical lines, the bathymetric devel- 
opment as measured in the model with groynes is also schematized to a set of two 
contour lines. In some cases the result is quite good, whereas in other condi- 
tions the theory does not even show the right trend; see [7] for details. Pos- 
sible causes are discussed, and shortcomings of the model as well as of the 
theory are mentioned. 

2 Theory.  For details of the theory reference is made to [j^ and P2I . Only 
a few basic assumptions and limitations are mentioned here. The theoretical 
approach may be summarized as follows: 
a) The coastal profile is schematized according to Fig. 1 The active zone of the 

profile, i.e. from an upper dune erosion level down to a depth where relevant 
changes are no longer significant, is split into two layers with a thickness 
Dl and D2. Each layer extends seaward from a common base line over a certain 
distance, LI and L2, respectively. The area of the schematized step-type 
cross-section is equal to the area of the actual profile. The elevation of 
the horizontal interface is defined by the point where the seaward toe of the 
groyne intersects the actual beach profile. In top view, the two layers ap- 
pear as a set of two lines, referred to as beach-line and foreshore-line re- 
spectively (Fig. 2). 

b) The rates of littoral drift SI and S2 along beach and foreshore each have a 
linear relationship with the local angle of wave incidence: 

SI = Sol - si &1      and  S2 = So2 - s2 ^- (1) 
   — 3x              — 3x 

where Sol (So2) = undisturbed longshore transport along beach-line (foreshore- 
line); si (s2) = factor of proportionality; 3yl/3x (3y2/3x) = local angle 
between beach-line (foreshore-line) and base line. 

c) The transport Sy perpendicular to the coast, taking place between the beach 
and the foreshore, depends on the steepness of the (schematized) profile, 
whenever the distance L2 - LI is smaller than a certain equilibrium distance 
W, the profile is too steep, causing a seaward transport. In the opposite case 
there is a landward transport (Fig. 2): 

1 Delft Hydraulics Laboratory, Project Engineer. 
2 Rijkswaterstaat, Head Study Department Flushing. 
3 Rijkswaterstaat, Coastal Research Engineer. 
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Sy =  sy_      W -   (L2 - LI)1 (2) 

where sy is a factor of proportionality. 

In (1) and (2) the underlined terms are "coastal constants", which 
controll both the time scale and the geometric scale of the coastal devel- 
opment, and which have to be determined in order to achieve quantitative 
results. Here, the "coastal constants" are quantified from: 

experiments without groynes 
- Bijker's theory QT] for longshore transport 
- Swart's theory QisJ for perpendicular transport. 

d) Continuity of the sand volume is specified by 

-fi-Sy-D,^  and  _««_„. ^ (3) 

e) The main boundary condition is formed by the complete obstruction of that 
fraction of the littoral drift which moves along the beach-line. Moreover, 
there is continuity in the location and in the orientation of the foreshore- 
lines on both sides of every groyne. 

A visualization of a typical theoretical result is given in Fig. 3. It gives 
rise to a few comments. The theory, in its basic form as outlined above, gives 
only one type of coastal evolution, i.e. a certain amount of accretion upstream 
and an equal amount of erosion downstream, in a pattern which is basically fixed. 
That is so, because the hypotheses concerning the sand transport tacitly assume 
a quite neat and "nicely" behaving breaking wave and longshore current. In fact, 
the theory is not dealing with any detail of the coastal current system or the 
sand transport phenomenon. In order to make the theory more realistic, the pos- 
sibility has been added to include such influences as rip-currents, stream re- 
fraction, and diffraction. However, exept for a single case (Chapter 4), these 
options have not been used here, because their application presumes detailed a 
priori knowledge about the current pattern, which was not available. For this 
reason Chapter 3 gives the experimental results against the background of the 
theory in its basic form, as represented by Fig. 3. The procedure for this compar- 
ison is outlined in Fig. 4. 

3 Experiments in Delft Hydraulics Laboratory 

3.1 Model facility and test procedure 
The lay-out of the model basin is given in Fig. 5. A large amount of various 
conditions were installed, details of which are extensively discussed in f3J . 
As bed material dune sand was used with p « 2650 kg m"3and D =0.220 mm. Either 
0, 1 or 3 impermeable groynes were present, with their crests well above the 
water level, with rough 1:1 slopes and aligned perpendicularly to the coast. The 
spacing was 6 m and their length so that they obstructed the longshore current 
partly or completely. The regular waves had a period of 1.55 s or 1.15 s, and 
a height between 0.07 m and 0.14 m. Depending on the wave steepness and the local 
beach slope, either spilling or plunging breakers occurred, under an angle of 
appr. 5 with the shore line. Water and sand were fed upstream and caught down- 
stream in order to represent an inifinitely long, straight beach. 

In short, the procedure was to try and establish a dynamic equilibrium along a 
straight beach without groynes, and to assess meanwhile the development of the 
wave heights, the current velocity, the morphology and the trapped sand distri- 
bution. Then, after adding a groyne system, the new hydraulic and bathymetric 
development were recorded and subsequently compared with the theory. Here only 
a limited, though typical, selection of the numerous test results is presented, 
while in Chapter 5 a discussion is given, making use of some more selected measuring 
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data which are deemed useful for a good interpretation of the results. 

3.2 Tests with a single groyne. 
Representative as a "good" tests isT22, where the main conditions were: wave 
height 0.075 m, wave period 1.55 s, water depth 0.38 m in front of the wave 
generators. The average rate of sand nourishment was 71 dm3hr-1, while 55 dm3hr-1 

was caught in the traps. The rate of water supply was constant at 30 dm3 s_1in 
order to feed the longshore current. The groyne extended seaward to 4.2 m, whereas 
the waves broke at appr. 3.5 m. Fig. 6 and 7 depict the beach, looking upstream, 
after 0.5 hr and 50 hrs. They show a quite regular accretion upstream, and ero- 
sion downstream of the groyne. This is also represented by Fig. 8, a difference 
chart displaying the extent and the locations of erosion and accretion during 
the 50 hrs of the test. In an attempt to monitor the actual longshore sand trans- 
port by local measurements, the wave height and the longshore current distribution 
were frequently measured in sections perpendicular to the shore. These data, to- 
gether with the local depth and the bed material characteristics, are enough to 
compute the longshore sand transport according to Bijker. Examples are given in 
Figs. 9 and 10 for a section 8 m upstream of the groyne, and at the groyne itself, 
respectively. The obvious decrease of the longshore sand transport capacity is 
in good accordance with the observed accretion of the beach. Fig. 11 shows both 
rates of longshore sand transport in the course of time. Typical accreting and 
eroding coastal profiles are given in Figs. 12 and 13, respectively, the latter 
together with the distribution of the longshore sand transport as caught in the 
sand traps. 

From Bijker's and Swart's theories, together with the appropriate data from the 
experiment, the following quantities were derived for application of the theory: 

with respect to the level of the wave gen- 
erator floor. 

So2 = 29 dm3hr_1, s2 - 332 dm3hr"J W= 7.62 m 

The resulting schematized beach- and foreshore-lines for 0.10 and 50 hrs are 
given in Fig. 14, together with the comparable theoretical lines. The fit is 
quite good, especially for the beach-lines. It is thought that this favourable 
result was reached under the influence of an extraordinarily regular breaker 
type (plunging), which was accompanied by a very regular longshore current. More- 
over, the groyne interrupted the longshore current almost entirely, thus obstruc- 
ting the longshore transport of sand to a great extent. 

Another test with a single groyne, T18, contrasted sharply with the above result. 
Its main conditions were: wave height 0.10 m, wave period 1.55 s, water depth 
0.38 m in front of the wave generators, average rate of sand nourishment 88 dm hr"1, 
while 106 dm3hr_1 was caught in the traps. The water discharge was constant at 
55 dm3 s"1. In Fig. 15 the contours after 60 hrs are shown, where the attention 
is drawn to the clear accretion, but this time downstream of the groyne. Locally 
even a new beach line appeared seaward of the original one. The development can 
be followed on Figs. 16 and 17, where difference charts of 0-20 hrs and 20-60 hrs 
are showing how the bulk of the longshore sand transport moved around the groyne 
in two stages. In the intermediate stage the maximum accretion amounted to 20 cm 
at some distance downstream and seaward of the head of the groyne. After 20 hrs 
the bulk of this sand deposit was removed and shifted in shoreward direction, 
and somewhat more downstream. Fig. 18 shows that neither the upstream nor the 
downstream overall profile was subject to large changes. It also points to- 
wards a possible reason for the remarkable developments encountered here: the 
trapped sand distribution, averaged over 60 hrs, indicates that the groyne 
could hardly be expected to stop the longshore transport. However, the average 
trapped sand distribution in the preceeding test T17 (without groyne), was used 

upper level of beach 0 51 m 
elevation of interface 0 24 m 
lower level of foreshore: 0 18 m 
Sol = 87 dm3hr" '. ?1 " 994 dm

3hr~ 
sy = 0.0338 dm hr" . 
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to design this groyne length such that it would stop approximately 50% of the 
existing longshore sand transport. 
After the above explanation it is not surprising that the experimental results 
are not well covered by the theoretical beach- and foreshore-lines (Fig. 19), 
which are based on the following data: 
upper level of beach 
elevation of interface 
lower level of foreshore 

„'„, '" I    with respect to the level of the wave 0.235 m t       4   „ 0.06 m J generator floor. 

Sol = 73.5 dm3hr_1, si = 840 dm3hr_1, So2 = 65 dm3hr-1, s2 = 743 dm3hr_1, W = 
10.08 m, sy = 0.029 dm hr"1. 

The impression exists from various observations (see also Chapter 5) that sec- 
ondary wave formation, caused by the bar at a distance of II s (Fig. 18), may 
have played an important part in re-establishing the original coastal profile 
after 20 hrs. It is felt that this type of secondary waves has an important 
influence on coastal profile dynamics. 

3.3 Tests with a row of three groynes. 
In Fig. 20 the contours after 50 hrs of test T23 with three groynes are presented. 
The conditions were: wave height 0.075 m, wave period 1.55 s, water depth 0.38 m 
in front of the wave generators. The average rate of sand nourishment was 44 dm3hr"1. 
while 27 dm3hr-1 was caught in the traps. The average rate of water supply was 
25 dm3s_1. The groynes extended to 3.7 m. Until 20 hrsa plunging breaker occurred 
at appr. 3.7 m, whereas later on the spilling type dominated, with variations in 
breaker location. In Fig. 21 a clear rhythmic behaviour is revealed by the differ- 
ence chart, both in longshore direction (as caused by the groynes) and in perpen- 
dicular direction (as caused by an overall coastal profile development). The 
various quantities with respect to the theoretical computations are: 
upper level of beach 
elevation of interface 
lower level of foreshore 

n'otc " I  with respect to the level of the wave 0.255 m V       . r ,. 
0.160 m J  8enerator floor- 

Sol = 87 dm3hr_1, si = 995 dm3hr-1, So2 = 29 dm3hr x, s2 = 331 dm3hr_1, W = 8.10m 
sy - 0.032 dm hr-1. 

Fig. 22, displaying the experimental and theoretical lines representing the beach 
and the foreshore, reveals a reasonable equality as far as the beach is concerned. 
However, large deviations occur in the foreshore, where the typical rhythmic vari- 
ations are not found back in the theory. 

Test T34 had unusual conditions in so far that the water level fluctuated in a 
one-hour cycle 0.025 m plus and minus the average of 0.38 m above the wave gen- 
erator floor. This was done in order to shift also the type and the location of 
the breaking waves, in an attempt to avoid rip-current formation at fixed loca- 
tions. The other conditions were: wave height 0.115 m, wave period 1.15 s, average 
rate of caught sand 74 dm3hr-1. The rate of sand nourishment was constant at 
70 dm3hr-1, and the rate of flow was constant at 50 dm3s_1. The groynes extended 
to 3.27 m, whereas the breaker location varied widely during the test. 

The quantities for the theoretical analysis were: 
upper level of beach   : 0.49 m T   .        ......1.1   ,  . t. Y                 .   .         , . .,     with respect to the level of the wave elevation of interface  : 0.27 m >       ,_  c. 1    lift   1. n n,      generator floor, lower level of foreshore: -0.01 m J     " 
Sol = 32.4 dm3hr_1, si = 370 dm3hr-1, So2 = 35.6 dm3hr-1, s2 = 407 dm3hr_1,w = 
8.11 m, sy = 0.108 dm hr-1. 
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The result was not much better than that of test T23, as can be seen on Figs. 23, 
24 and 25. Fig. 24 is a special chart, displaying the difference between test 
T34 and test T33 (without groynes but further with exactly the same conditions 
as T34) after 30 hrs. The pattern of alternating erosion and accretion between 
the groynes is opposite to what should be expected from the theory. This is most 
probably caused by an intricate and unstable pattern of currents, stagnation 
areas, rip currents and regions of lower and higher waves. 

4 Experiments in Laboratorio Nacional de Engenharia Civil. 

4.1 Model facility and test conditions. 
Reference is made to pH for details. Fig. 26 shows the lay-out of the model. 
A convex beach profile of pumice-stone (p « 1670 kg m-3, D =1.25 mm) was 
molded between two rockfill groynes El and E3. These groynes had 2:1 absorbent 
slopes and acted as training walls for the beach. A smaller groyne E2 in between 
with steep 1:5 slopes completely obstructed the littoral drift. The waves were 
0.02 m high, had a period of 1 s and were generated under an angle of 20 in a 
water depth of 0.40 m. 

4.2 Test results and theoretical beach lines. 
Various beach line positions were recorded during the 35 hr test, as presented 
in Fig. 27. These are compared to theoretical lines, which were determined as 
follows Qi] . The active profile was schematized to a single beach line, because 
perpendicular transport across the 0.063 m depth contour was assumed negligible. 
This depth is twice the breaker depth as calculated for straight, parallel depth 
contours. Diffraction calculations were performed in the deeper, horizontal part 
of the basin, whereafter refraction was calculated up to the 0.063 m contour 
line, again assuming straight and parallel depth contour lines, remaining so 
during the whole test. The resulting values for the wave height HI and the angle 
of wave attack $1 at the 0.063 m depth contour are given in Fig. 28. 

The final position of the beach is now assumed to be defined by 4>l   and HI in a 
first approximation. By tj)l alone, the final beach line is determined by being 
parallel to the local wave crest as defined by $1, because only then the net 
transport along any part of the beach is equal to zero. By HI alone on the oth- 
er hand, differences in wave set-up will develop, causing a varying longshore 
current velocity VI along the beach, where VI is a function of various parameters 
among which the beach line orientation \_9] •   By putting VI equal to zero, the 
final beach alignment is found. After adding the partial solutions for HI and $1, 
the final coastline is found as Yo in Fig. 29. By comparing this line to the ex- 
perimental 35 hrs-line in Fig. 27, some differences can be found: 
- In the experiment a certain amount of material does disappear into deeper wa- 

ter. Because Barcelo reports a rip-current near groyne E2, the theoretical 
line is adapted by taking a sand transporting rip-current into account near 
E2 with an adequate transport capacity. This will at the same time increase 
the theoretical beach line angle near groyne E2, bringing it closer to the 
measured position. 

- Differences near groyne El are likely to be caused by a very low transport 
capacity in the model, whereas in the calculation no critical velocity for 
beginning of movement is used. 

For the calculation of the coastline after 1, 4, 7, 15 and 35 hrs the dynamic 
equation is used (with sy = 0), together with equation (1). Relevant quantita- 
tive parameters are: Sripcurrent; = 3.4 dm

3hr_1, Sol = 27.8 dm3hr_1 ace. to 
Barcelo, si = 150 dm3hr"i. The resulting theoretical lines are given in Fig. 29; 
they fit quite well with the experimental lines of Fig. 27. 
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5 Discussion of the results.  The above examples are typical in so far that 
they indicate the rather large variation in the ability of the theory to fit 
with the experimental results. One should not be too surprised, in view of the 
wide deviations which were often present in the actual experimental conditions, 
as compared to the ideal conditions which were (tacitly) assumed in the theory. 
The main causes of deviation are discussed below. 
- Variations in wave height as measured in cross-sections very close to each 

other, were frequently noted and were judged to have a strong negative effect 
on the homogeneous conditions sought. Fig. 30 shows a rather dramatic example, 
in which the wave height variations are at least partly due to the varying 
bed profiles. Of course there exists a strong mutual interaction between 
wave behaviour and coastal profile development. 
An example of the progressively deteriorating homogeneity in longshore di- 
rection of the coastal profiles is given in Fig. 31. It shows the envelopes 
of all cross-sections after 10, 30 and 50 hrs in test T19 (without groyne). 

- An effect, and simultaneously a cause, of the above mentioned non-homogeneity 
is present in the chaotic current pattern in the same test, as presented in 
Fig. 32. This test, too, began with a nice homogeneous and steady longshore 
current. 
Apart from being non-homogeneous, the current pattern was unsteady, as is 
shown in Fig. 33. It gives values of the longshore current in test T25, mea- 
sured in two points 1 m apart perpendicular to the coast. The measurements 
were performed by timing floats over a distance of 1 m. 
Secondary waves were present under certain conditions. Apart from those, gen- 
erated by the sinusoidally moving wave board Qo^j , also secondary waves were 
generated while the regular waves passed over a large bar without breaking. 
In this respect it is interesting to not that Byrne Q ][] reports the same wave 
behaviour (long regular swell conditions) in the prototype (Fig. 34). Fig. 35 
presents a coastal profile of test T19, with a bar and with the wave height 
over it; the wave breaks only at a distance of appr. 5 m. The respective wave 
forms as shown in Fig. 36 clearly show the presence of secondary waves (with 
period T/2) which are overtaken gradually by the faster main waves. Their 
presence has undoubtedly a large influence on the perpendicular sand trans- 
port |_10J, and further on the type of breaking and the kinematic re- 
sults thereof. It is felt that the presence of those secondary waves 
can have a dominating effect on the formation and the stability of coast- 
al profiles. 

- The pair of Fig. 37 and 38 illustrates the strong relationship between second- 
ary waves, bar formation, type of breaker, and subsequently the rate and dis- 
tribution of the longshore transport. The conversion of the breaker type from 
spilling to plunging was in very good agreement with Galvin's results as far 
as the influence of the seaward slope of the breaker bar is concerned [J2j . 
After this conversion the rate of longshore transport was appr. three times 
as large as before, and much more concentrated. 
The most obvious visible result of the increasingly non-homogeneous conditions 
in many tests was the formations of beach cusps. Both small (Fig. 39) and large 
(Fig. 40) examples have been recorded. It goes without saying that this is most 
unwelcome in tests which are ment to verify the effect of groynes on a sandy 
beach. Fortunately, the presence of a groyne appeared to induce a more stable 
condition, in which the cusp formation was partly suppressed. 
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6 Conclusions.  The conclusions which follow from these tests and their compa- 
rison with the theory can be summarized as follows. 

The theory is good in cases with a stable, neat, and well defined longshore 
current system, and if the groyne(s) intercept a substantial part of the long- 
shore sand transport. 
In other, more complex systems, the theory in its present form is not adequate 
on a forecast basis. However, if the current pattern is well enough defined 
and specified, the theoretical result may be improved by taking into consid- 
eration the effects of stream refraction, diffraction, and rip-currents. 

- The coastal current system should be studied in more detail in order to improve 
the theory of Bakker. 
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Fig. 6 Test T22 after 0.30 hrs. Fig. 7 Test T22 after 50 hrs. 
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Fig. 11  Test T22, longshore transport according to Bijker 
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Fig.   15    Test T18,   60 hrs,   contours   in cm above model  datum 
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Fig. 20 Test T23, 50 hrs, contours in cm above model datum 
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Fig. 22  Test T23, comparison of beach- and foreshore-lines 
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Fig. 23 Test T34, 45 hrs, contours in cm above model datum 

Fig. 24 Test T33/34, groyne effect 30 hrs. 
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Fig. 25 T34, comparison of beach- and foreshore-lines 
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Fig. 26 LNEC test, lay-out of model basin 

Fig. 27  LNEC test, experimental beach-lines 

Fig. 28 LNEC test, wave height and angle of wave incidence 

Fig. 29 LNEC test, theoretical beach-lines 
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Fig. 30 Test T2, variety in beach profiles and wave heights 
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Fig. 32 Test T19, current pattern 77 hrs. 
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Fig. 33 Test T25, unsteadiness in 

longshore current velocity 

Fig. 34 Prototype observation of 

induced multiple gravity waves 
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CHAPTER 86 

GROIN LENGTH AND THE GENERATION OF EDGE WAVES 

Michael K. Gaughan1 and Paul D. Komar2 

ABSTRACT 

A series of wave basin experiments were undertaken to better understand 

the selection of groin spacings and lengths. Rather than obtaining edge 

waves with the same period as the normal incident waves, subharmonic edge 

waves were produced with a period twice that of the incoming waves and a 

wave length equal to the groin spacing. Rip currents were therefore not 

formed by the interactions of the synchronous edge waves and normal waves as 

proposed by Bowen and Inman (1969). Rips were present in the wave basin but 

their origin is uncertain and they were never  strong enough to cause beach 
erosion. 

The generation of strong subharmonic edge waves conforms with the work 

of Guza and Davis (1974) and Guza and Inman (1975). The subharmonic edge 

waves interacted with the incoming waves to give an alternating sequence of 

surging and collapsing breakers along the beach. Their effects on the swash 

were sufficient to erode the beach in some places and cause deposition in 

other places. Thus major rearrangements of the sand were produced between the 

groins, but significant erosion did not occur as had been anticipated when the 

study began. 

By progressively decreasing the length of the submerged portions of the 

groins, it was found that the strength (amplitude) of the edge waves decreases. 

A critical submerged groin length was determined whereby the normally incident 

wave field could not generate resonant subharmonic edge waves of mode zero with 

a wavelength equal to the groin spacing. The ratio of this critical length to 

the spacing of the groins was found in the experiments to be approximately 

0.15 to 0.20, and did not vary with the steepness of the normal incident waves. 

'CICESE, Av. Gastelum No. 898, Ensenada, Baja California, Mexico. 
2School of Oceanography, Oregon State University, Corvallis, Oregon 
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INTRODUCTION 

Rational criteria for selecting groin lengths, spacings, heights, and 

angles to the shoreline for a given beach and wave conditions are not well 

developed. Some general criteria, founded on past experience, are mentioned 

in the literature. For example, Coastal Engineering Research Center (1973) 

recommends that groins be spaced two to three times the offshore groin length. 

A general review of beach protective structures, including groins, can be 

found in Bruun (1972). 

In this study a series of wave basin experiments were undertaken for 

the purpose of better understanding the selection of groin spacings and 

lengths. It was initially supposed that a certain groin spacing would cause 

resonant conditions with the incoming waves such that strong edge waves would 

be generated with the same period as the normal waves. As shown by Bowen (1969) 

and Bowen and Inman (1969), such edge waves can interact with the incident 

waves to generate steady rip currents. Our working hypothesis was that such 

resonant conditions should be avoided as the resulting rip currents would be 

a hazard to swimmers and the rips would wash the sand offshore, defeating the 

purpose of the groins. We felt that some groin failures might have been an 

inadvertent selection of a groin spacing that resonated with the existing 

beach and wave conditions. 

Our experiments quickly demonstrated that our initial hypqthesis was 

incorrect, at least for the wave-basin scale and groin geometry tested. 

Rather than obtaining edge waves with the same period as the normal waves 

in the basin, subharmonic edge waves were produced with periods twice those 

of the incoming waves so that rip currents were not formed by the interactions 

of the edge waves and normal waves as proposed by Bowen (1969) and Bowen and 

Inman (1969). Rip currents were present in the wave basin but their origin 

is uncertain and they were not strong enough to cause beach erosion. They 

commonly originated at the node position of the subharmonic edge waves, but 

then migrated alongshore to the antinode positions, obtaining their best 

development when adjacent to a groin. 

Guza and Davis (1974), Guza and Inman (1975) and Guza and Bowen (1975) 

had previously demonstrated theoretically and experimentally that the sub- 

harmonic edge wave with a period twice that of the incident waves is most 
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easily generated and the one most often occurring. The second most likely 

edge wave to be generated is that with a period equal to the incoming wave 

(termed the synchronous edge wave) of low modal number. Our wave basin 

experiments, therefore, agree with their conclusions. In all our experiments, 

subharmonic edge waves were eaily generated in the wave basin, while syn- 

chronous edge waves were not detected even when the appropriate boundary 

conditions were employed. Guza and Inman (1975, p. 3005) found that when 

the incident wave period was chosen so that the groin and beach geometry 

excluded subharmonic resonances, synchronous edge waves were sometimes clearly 

visible in the run-up. This was not the case in our study. The reason is 

unknown; perhaps it is due to the smaller scale of our wave tank. 

Our finding strong subharmonic edge waves in the wave tank tests also 

agrees with the field studies of Huntley and Bowen (1973, 1975a). Through 

measurements of the horizontal water particle velocities across the near- 

shore on a steeply sloping beach, they obtained clear evidence for the 

existence of subharmonic edge waves; synchronous edge waves were not detected. 

Because we obtained only subharmonic edge waves, our study shifted to 

an investigation of their effects on the beach between the groins, and to 

the strength of the edge waves as a function of the groin geometry and wave 

conditions. The strength of the edge waves was taken as indicated by its 

swash distance up the beach face and its amplitude computed from this swash 

distance. As will be seen, the strength was found to be a function of the 
groin length and spacing. 

A series of experiments were conducted with a thin layer of sand 

covering the otherwise evenly sloping solid beach for the purpose of deter- 

mining what effects the presence of the sand might have on the edge wave 

strength and how the sand is redistributed on the beach by the combination 

of edge waves and incoming waves. The interest was whether general erosion 

or accretion of the beach would result from the presence of the subharmonic 

edge waves, and therefore whether they are to be avoided in the design of 

groin fields. 

COMBINED FLOW OF EDGE WAVES AND NORMALLY INCIDENT WAVES 

Recent research by Bowen (1969), Bowen and Inman (1969, 1971), Guza 

and Davies (1974), Guza and Inman (1975), Guza and Bowen (1976), and Huntley 
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and Bowen (1973, 1975a) have shown that waves incident on a beach can gen- 

erate standing edge waves.    Standing edge waves have their crests normal to 

the shoreline and their wave lengths from crest to crest parallel to the 

shoreline.    Thus they are rotated ninety degrees in orientation to the 

incident swell waves.    As shown in Figure 1, there are alternate positions 

Figure 1: One possible type of standing edge wave (zero mode) with 
nodes and antinodes along the beach length, and decreasing in 
amplitude offshore.    Higher-mode edge waves have a more compli- 
cated offshore variation in amplitude. 

of nodes and antinodes along the beach.    At the nodes there is no up and 

down motion of the water surface due to the edge waves, and at the antinodes 

the full edge wave height can be observed.    The edge wave oscillations are 

best detected as run-up on the sloping beach.    The edge wave height is maximum 

at the shoreline and decays offshore in a manner depending on the offshore 

modal number (Ursell, 1952). 

Since in our experiments we obtained only subharmonic edge waves, 

our discussions will be limited to their interactions with the incoming waves 

and the resulting effects on the beach.    The combined motion of the incident 

waves and the generated subharmonic edge waves is shown in Figure 2.    The 

groins are located along the right and left hand boundaries, defining a 



EDGE WAVE GENERATION 1463 

A. t = 0 

A N A N A 

B, t = 0,25 Te (or t= 0.5T) 

groin- 

A 
•' surge run-up 

envelope 

C. t = 0.5 Te  (or t= LOT) 

collapse 

A N 

collapse 

Figure 2: The interactions of the subharmonic edge waves with the 
normal waves to give a varying pattern of run-up and breaker 
type. Note that the edge wave period T  is twice the period 
T of the paddle-produced waves. 
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limited length of beach.    Figure 2 is based on actual photographs of the 

wave basin tests.    The continuous line indicates the instantaneous position 

of the leading edge of the combined wave run-up, while the dashed line 

depicts the maximum wave run-up envelope.    The groin spacing is 3.0 meters, 

and antinodes (A) are located at each groin and midway between them.    The 

two nodes (N) are midway between the antinodes.    The wave run-up at the edge 

wave nodes is approximately equal to the run-up due to the paddle-driven 

waves alone. 

In Figure 2A the run-up is maximum at the central antinode where the 

breaker surged up the beach face.    Figure 2B shows the next wave collapsing 

at the central antinode due to its interaction with the backwash from the 

previous surging breaker.    In addition, in Figure 2B the breakers at the 

bounding antinodes can be seen beginning to surge up the beach slope.    In 

Figure 2C the run-up is maximum at the bounding antinodes and minimum at 

the central antinode; this run-up pattern occurs one half of an edge wave 

period (equal to one period of the incident waves) after the run-up pattern 

in Figure 2A.    Figure 2D displays the run-up approximately one-fourth edge 

wave period later.    The incident wave at the central antinode is beginning 

to surge up the beach face while the breakers at the bounding antinodes are 

of a collapsing type. 

As the wave height of the incident paddle-driven waves was increased, 

the breaker types become more plunging, and the edge wave amplitude decreases 

until it is no longer observable in the run-up pattern.    Guza and Inman 

(1975) obtained the same results.    The indication is then that under larger 

waves on beaches the edge waves will be relatively less important and may 

disappear altogether.    However, the measurements by Huntley and Bowen (1973, 

1975a) of standing subharmonic edge waves even under plunging wave conditions 

suggest that they do not disappear entirely, although they may not be observable 

in the swash run-up. 

Reflection of the incident waves from the beach face is important in 

the generation of edge waves according to the theoretical considerations of 

Guza and Davis (1974) and Guza and Bowen (1975).    This again appears to be 

borne out by the field measurements of Huntley and Bowen (1973, 1975b) who 

did not find incident-wave related edge waves on a low sloping beach (slope 
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tangent 0.014) but did on a steep beach (slope tangent 0.13).    Our laboratory 

tests are limited to a steep beach (slope 0.125) where wave reflection and 

edge wave development can be expected to be important. 

Longshore periodicities observed on laboratory beaches may be due to 

cross waves produced at the wave paddle and extending down the entire wave 

basin length (Garrett,  1970).    Cross waves can be ruled out as producing the 

run-up patterns observed in the present study.    In most tests, wave periods 

were selected so as to give resonant conditions for the generation of sub- 

harmonic edge waves.    In addition, the run-up patterns already described 

closely conform to those recounted by Guza and Inman  (1975)  for edge waves. 

GROIN LENGTH ON N0NER0DABLE BEACHES 

A series of experiments were conducted to determine the effect of the 

groin length and spacing on the run-up and amplitude of the generated edge 

waves.    As in the other tests, the wave basin in the hydraulics laboratory 

of the School of Engineering, Oregon State University, was employed.    This 

wave basin is 6.1 m wide and 9.1 m in length along the direction of wave 

propagation.    Wave guides were placed parallel to the side walls and adjacent 

to the paddle edges to eliminate wave reflection and diffraction as the 

waves travel  toward the sloping beach.    Because of the relatively short length 

of the basin, a steep beach slope    s = 0.125    had to be used.    Wooden impermeable 

groins were placed perpendicular to the shoreline a distance    b    apart. 

To satisfy the boundary conditions of no flow through the groins, 

b = m Le / 2 (1) 

for the groin spacing    b,   where   m   is an integer equal to the number of half 

edge wave lengths in the longshore direction,    L     denoting the full edge wave 

length in the longshore direction.    Using this equation and the dispersion 

relationship for standing edge waves  (Guaz and Inman, 1975), the relationship 

b    =    g T* m (1 - 2p) s / 4TT (2) 

is obtained where    g    is the gravitational acceleration,    T     is the edge wave 
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period,   m   the modal number of equation (1),   p    is the slope truncation 

effect, and   s    is the beach slope.    For the conditions of these experiments, 

m = 2   and   p = 0,   yielding the simplified equation 

9 I? s 
b   =   1-S- (3) 

2ir 

To generate the resonant edge waves associated with a groin spacing    b, 

the normally incident paddle-driven waves must have a period equal to one 

half the edge wave period   T     in equation (3).    For the groin spacings 

used,    b = 2 m, 2.5 m, 3 m, and 3.5 m, the corresponding edge wave periods 

are    Te = 3.20, 3.60, 3.92, and 4.24 sec respectively. 

In order to observe the maximum possible run-up at the antinodes due 

to the edge waves alone, very long groins were initially used.    The run-up 

due solely to the edge wave was determined at the central antinode by 

measuring the total maximum run-up at time intervals equal to the incident 

wave period.    Subtracting two successive run-up measurements eliminated the 

run-up due to the incident waves and yielded the edge wave run-up portion. 

These measurements were repeated for ten waves and averaged.    Once a run-up 

value for the long groins was obtained, both groins were shortened and 

the measurements repeated.    The groins were thus progressively decreased 

in length until edge waves were no longer observed in the run-up. 

Figure 3 and Table 1 summarize the results of these experiments for 

the series of groin spacings    b = 2.0, 2.5, 3.0 and 3.5 m.    The beach slope 

tangent was held at   s = 0.125, and the deep-water wave steepness remained 

nearly constant at   H^/L^ = 0.005 to 0.0064.    The ordinate in Figure 3 is 

the run-up    R     due to the edge waves, divided by the maximum edge wave 

run-up   R„ „,,    which occurred for the longest groin length.    The abscissa e-max 
is the ratio of the groin length L to the groin spacing b. The submerged 

groin length is used for L , and is defined as the offshore length measured 

from the intersection of the still-water line with the beach face. 

From Figure 3 it is seen that for all four groin spacings, as the 

submerged groin length    L     is decreased, the run-up due to the edge waves 

is decreased.    When the submerged groin length is decreased to about 0.15b, 
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TABLE 1:  Edge Have Run-up Versus Groin Length 

A. Experiments on nonerodable smooth slope 

1. b = 2,0 m; T1 » 1.58 sec; Hfl 

L /b 0.77    0.48   0.41    0.35    0.27    0.23   0.20    0.16 

Re/Remax      1-°     °-89    °'85    °'84    °'57    °'54    °-48    0'° 

2. b = 2.5 m; T.  >= 1.80 sec; H. - 2.5 cm; h, = 36.0 cm; R   „a„ = 75.1  cm;   H /L    = 0.005; 
1 1 i e~rtlaX oo    ao 

L /b 0.49   0.42    0.36    0.30    0.26    0.23    0.19    0.16 

Re/Remax      1.00   0.96    0.89    0.86    0.85    0.63   0.20    0.0 

3. b = 3.0 m; T. = 1.88 sec; H,  = 3.5 cm; h. = 35.6 cm; R„ m>„ = 103.5 cm; H /L    - 0.0064; 

L /b 0.48    0.41     0.34    0.30    0.25    0.20    0.18    0.16 

R=/R„ m„.    °-
96    1-00    0.89    0.93    0.93    0.80    0.33    0.0 e   e-max 

4. b = 3.5 m; T.  = 2.21  sec; H.  = 3.5 cm; h,  = 36.0 cm; R„ „„ « 78.5 cm;   H /L    = 0.005; 
1 11 6—IliaX °°     °° 

L /b 0.50   0.42    0.35    0.27    0.25    0.23 

R /R       „    1.00   0.83    0.81    0.53    0.06    0.0 e   e-max 

5. b = 3.0 m; Ti  = 1.8 

L /b 0.48   0.41    0.34    0.30    0.25    0.20   0.18    0.16 
g 

Re/Re-max    °'93    °-98    1'00    1-0°   0,8S    °'67    0'43    °"° 

6. b = 3.0 m; Ti = 1.88 sec; h\ 

L /b 0.48    0.41    0.34    0.30    0.25    0.20    0.18    0.16 

R /R 1.00   0.94    0.92    0.69    0.76    0.0     0.0     0.0 
e    e-max 

7. b = 3.0 m; Ti  = 1.88 sec; Hfl  = 6.0 cm; hi  = 35.6 cm; Re.max = 105.5 cm; \\JLa = 0.0110; 

L /b 0.48    0.41    0.34    0.30    0.25    0.20    0.18    0.16 

R /R 0.86    1.00   0.80   0.00   0.23   0.11    0.00   0.00 
e   e-max 

B. Experiments on sand-covered slope 

1. b = 3.0 m; 1\ = 1.88 sec; hh = 2.2 cm; hi = 37.0 cm; Re.max = 36.4 cm; HJlm  = 0.0022; 

L /b   0.52 0.43 0.37 0.32 0.27 0.21 

Re/Re-max °-79 1-00 0'39 °-53 decay decay 

Definitions: L = submerged groin length; R = edge wave run-up; b = groin spacing; T^ and H. 

are incident wave period and height; h. = water depth in constant-depth portion of basin. 
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the characteristic combined flow pattern of subharraonic edge waves and normal 

paddle waves is no longer observed.    There is some variation in this critical 

groin length, the value of    L /b    being 0.15 for three of the experimental 

groin spacings, and about 0.25 for   b = 3.5 m.    The decrease in the edge wave 

run-up is sharp, indicating an abrupt termination in the edge wave's presence. 

For groins shorter than the indicated critical  value of   L /b,    the side-wall 

boundary conditions imposed by the groins are no longer effective in the 

generation of edge waves with a wavelength equal to the groin spacing. 

Figure 4 and Table 1 contain a similar series of experiments, but 

where the groin spacing was held at b = 3m and the wave steepness    H^/L^ 

varied.    Although the scatter is large, the experiments yield the same range 

of critical    L /b   values for the termination of edge wave run-up as found 

in Figure 3.    The indication in Figure 4 is that if there is any dependence 

of the critical    L /b   ratio on the wave steepness, it must be small.    In the 

case of HyL^ = 0.011,  Figure 4, as    L /b   approached the critical value, 

the edge waves were observed to be episodic, appearing for a time and then 

disappearing.    These are labeled    Ep.    in the diagram. 

Our results then indicate that there is a critical groin length to 

spacing ratio,    L /b,    below which subharmonic edge waves apparently are not 

generated, or are at least not observed in the run-up.    This critical condition 

is not appreciably affected by the steepness of the normal incident waves. 

The basin utilized in our experiments is not sufficiently long to install  low 

beach slopes, so we were not able to test for a beach slope dependence of the 

critical    L /b    value. 

The reduction in the edge wave amplitude at the shoreline as the groin 

length is decreased can be related to the edge wave's amplitude dependence on 

the offshore distance.    When the long groins are installed the edge wave is 

fully developed with its amplitude maximum at the shoreline and, according to 

theory (Guza and Inman, 1975), decaying exponentially offshore as shown by the 

dash-dot curve in Figure 5.    The nondimensional offshore distance is zero at 

the intersection of the beach slope and the still-water level.    Also graphed 

in Figure 5 is the measured edge wave amplitude at the shoreline for two of the 

groin spacings as functions of the nondimensional submerged groin length.    The 
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Figure 5: The edge wave amplitude ae, obtained from the 
measured run-up, as functions of the submerged groin length 
and distance x offshore from the still-water line, both 
expressed in nondimensional form. 

edge wave amplitude, ag, is obtained from the measured run-up R by the 
equation (Guza and Inman, 1975) 

Res/2 (4) 

where s is the beach slope. 

The measured edge wave amplitude at the shoreline (x, = 0) decreases 

to zero for nondimensional groin lengths between 1.0 and 1.5 (Figure 5). 

These lengths correspond to an offshore distance where the edge wave amplitude 
-1    -1 5 

is equal to e  and e ' of its value at the shoreline for the fully developed 

state (which in these experiments occurred with the longest groin lengths). 

In other words, subharmonic edge waves were not generated when the groin 
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lengths did not extend seaward of the offshore distance where the maximum 

edge wave has an amplitude equal to approximately e"    of its value at the 

shoreline.    For groins shorter than the defined critical  length the boundary 

condition of no flow through the groin wall  is not a factor in enhancing the 

generation of the subharmonic edge wave corresponding to the groin spacing    b. 

EXPERIMENTS ON NONERODABLE BEACHES COVERED WITH SAND 

A series of experiments were undertaken with a thin veneer of sand 

initially uniformly covering the solid evenly sloping beach.    These were 

performed to determine if the presence of the sand appreciably changes the 

edge wave run-up values.    The results also allow insight into the possible 

effects of the edge wave's existence on erosion or accretion between the 

groins. 

For each groin length the sand was initially smoothed out 1  to 2 cm 

thick, covering the beach slope between the groins from the still-water level 

to depths beyond the influence of the waves.    After 1.5 to 2 minutes of 

normally incident, paddle-driven waves arriving at the beach, edge waves 

would appear, beginning the redistribution of the sand alongshore as well 

as in the on-offshore direction.    After about 15 minutes the sand would reach 

an approximately unchanging configuration, although the sand diameter was 

not in equilibrium with the beach slope. 

The general   tendency of the combined edge wave and incident waves is 

to reform the sand into the characteristic pattern shown in Figure 6.    The 

sand extends much further up the beach slope from the still-water level at 

the antinodes (located near both groins and midway between them) than at the 

nodes (located midway between the antinodes).    This sand has been removed 

from the now barren slope section (Figure 6) at and just shoreward of the 

breaker zone.    Most of the total volume of sand accumulated on the upper 

beach is at the edge wave antinode positions not only because it extends 

further up the beach there, but also because the sand is at least three times 

as thick.    For the groin length in Figure 6, the maximum sand depth at the 

antinodes is 2.0 cm whereas at the nodes it is only about 0.5 cm.    Note 
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b= 3m, Lg = 1.56 m 

ANA 

t groin 
ripple crests- 

wave   source 

Figure 6:    Redistribution of sand on beach face by subharmonic 
edge waves.    Sand initially covered the solid beach in a 
thin even layer below the still-water level.    A and N 
denote respectively the edge wave antinode and node positions. 

that the barren section of the beach slope (the sand source to the upper beach) 

is very nearly uniform in the longshore direction, indicating that some of the 

sand seaward of the nodes is transported to the sand accumulations at the 

adjacent antinodes.    The much larger flow velocities occurring at the antinodes 

are indicated by the sand ripple formations seaward of the barren slope; 

definite ripple patterns exist offshore of the antinodes while only very weak 

ripples or none at all exist seaward of the nodes. 

When the beach slope is initially entirely covered with a thin layer 

of sand, rather than covered just below the still-water line as before, the 

subharmonic edge waves together with the incident waves reform the sand into 

a series of beach cusps.    The intense swash at the antinode positions hollows 

out the beach sand, producing the embayments; the cusp horns were located at 

the nodes of the edge waves.    This has already been demonstrated by Guza and 
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Inman (1975), also in a wave basin (see their Figure 8, page 3007).    Beach 

accretion occurs at each cusp while erosion occurs in the embayments at the 

antinode positions of the subharmonic edge waves; this is just opposite to 

our previous test with sand initially only below the still-water line. 

Either way, the presence of the strong subharmonic edge waves caused local 

rearrangements of the sand on the beach face and local areas of erosion and 

beach accretion.    However, there was no significant offshore losses of sand 

from the beach face as might have been the case had strong rip currents been 

produced as originally envisioned. 

Experiments similar to those conducted on the nonerodable beach were 

executed to determine the effect of groin length on edge wave generation in 

the presence of the sand.    For each groin length the maximum combined wave 

run-up at the central antinode was measured for successive waves and used to 

compute the edge wave run-up portion    R     as before.    Because the sand is 

not in complete equilibrium with the beach slope, some difficulties were 

encountered in obtaining realistic edge wave run-up values for all groin 

lengths. 

The general result of these measurements (Table 1) is that the critical 

groin length determined for the nonerodable solid beach (Figures 3 and 4) is 

still adequate in the presence of the sand.    Although the    R„/R„ m,v values 

tend to decrease with decreasing groin length, a larger amount of variability 

about this trend is exhibited as compared to the experiments using no sand 

cover.    Part of this variability is due to the uneven distribution of the 

sand cover alongshore; run-up just to the sides of the antinode positions 

is not opposed by as thick a sand cover.    This run-up, in many cases, flows 

as high or higher up the beach face than the run-up at the antinode position. 

This pattern of run-up occurred for the steady sand cover condition described 

above. 

The greatest effect of the sand on the run-up can be seen by comparing 

the maximum edge wave run-ups with and without the sand present. The Re.max 

value with the sand was 36.4 cm, and without the sand it was 86.5 cm. 

The decrease in the edge wave run-up as a function of decreasing groin 

length is demonstrated in Figure 7, obtained from overhead photographs, where 



1474 COASTAL ENGINEERING-1976 

b = 3.0 m 

Figure 7:    The decrease in the edge wave run-up as a function 
of the groin length Lq.    Run-up lines determined from 
overhead photographs of sand cover, the sand initially 
being a uniform thin layer below the still-water level. 
Lines terminate on left due to inadequacy of photographic 
coverage. 

the beach was again initially covered with sand only below the still-water 

line.    Contours of the maximum distance up the slope of the sand covered beach 

are plotted for three groin lengths.    The general trend of lower maximum con- 

tour with decreasing groin length is apparent.    For    L   = 64 cm, the edge 

waves developed after two minutes and decayed afteV six minutes. 

SUMMARY AND DISCUSSION 

In all our wave basin experiments, we obtained subharmonic edge waves 

of period twice that of the incident paddle-produced waves.    This lends 

additional support to the theoretical and experimental work of Guza and Davis 

(1974), Guza and Inman (1975), and Guza and Bowen (1975, 1976), who found 

that the subharmonic edge wave is most easily generated and the one most often 

occurring. 

We were unable to generate synchronous edge waves with the same period 

as the paddle-driven waves.    This precluded the formation of rip currents as 

outlined by Bowen (1969) and Bowen and Inman (1969), where the synchronous 

edge waves interact with the incident waves to produce longshore variations 
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in breaker heights and therefore a cell circulation.    Rip currents were present 

in our tests, but at all times they were very weak, too weak to cause any erosion 

of beach sands between the groins.    Initially, we set out to study the resonant 

conditions leading to strong rip currents, producing beach erosion and thereby 

defeating the purpose of the groins.    Under prototype conditions rip currents 

do appear to be particularly strong between groins, causing offshore losses of 

sand.    For example, Per Bruun (pers.  communication, July 1976) indicated that 

rip currents were important in sand losses in the groin field at Miami Beach, 

Florida.    Thus our initial working hypothesis seems to have been correct, but 

our inability to generate strong rip currents in the laboratory wave basin 

precluded its study.    Why we were unable to generate synchronous edge waves 

and strong rip currents is uncertain; perhaps our wave basin (6.1 m by 9.1 m) 

is too small. 

Subharmonic edge waves were readily produced so our study shifted to 

an examination of how the groin spacings and lengths control  their strength, 

as manifested in the run-up on the beach face, and how they rearrange sand 

between the groins.    We found that as the submerged lengths of the groins are 

decreased relative to the spacing, the edge wave strength and run-up decreased. 

When the ratio of groin length to spacing reached about 0.15 to 0.20, the effects 

of the subharmonic edge waves on the run-up were no longer observable.    Thus 

subharmonic edge waves can be avoided in groin fields by making the groin 

lengths sufficiently short relative to their spacings. 

A series of tests were undertaken with a thin covering of sand on the 

otherwise solid beach face to determine how much redistribution of the beach 

sand would be produced by the subharmonic edge waves.    In all tests the edge 

waves produced a cuspate shoreline so there were local areas of erosion and 

deposition.    However, there were no offshore losses of sand from between the 

groins so the presence of the subharmonic edge waves posed no threat to the 

groins nor defeated their purpose.    When the beach was initially entirely 

covered with a thin layer of sand the beach cusps formed had their embayments 

at the antinode positions of the subharmonic edge waves and the cusp horns at 

the node positions.    This agrees with the results of Guza and Inman (1975) 

and supports their contentions concerning the origin of beach cusps by sub- 

harmonic edge waves. 
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CHAPTER 87 

COMPREHENSIVE MONITORING OF A 

BEACH RESTORATION PROJECT 

by 

0. H. Shemdin (1), H. K. Brooks (2), 

Z. Ceylanli (3), S. L. Harrell (4) 

ABSTRACT 

This paper outlines the results obtained from monitoring the Beach 
Nourishment Project at Jupiter Island, Florida.  Jupiter Island is a 
16 mile long barrier island on the east coast of Florida. Five miles of 
the beach were nourished in two stages in 1973 and 1974.  A total of 3.4 
million cubic yards of sand were dredged from an offshore borrow area and 
placed on the beach.  The monitoring program included:  seasonal hydro- 
graphic surveys of beach and offshore profile to 3000 feet offshore; 
climatological monitoring of wind, waves, tides and currents over a one- 
year period; tracer and dye studies; and sand sampling and coring at 
selected beach and offshore locations.  The results indicate that beach 
restoration has a groin effect in the sense of producing favorable changes 
in littoral drift due to shore alignment changes. A net accretion updrift 
of the restored area occurs.  The results demonstrate the importance of 
the offshore profile in accounting for the total sedimentary balance. 
Shoreline recession coupled by a build up in the offshore profile may 
reflect accretion rather than erosion.  Finally, the results show that the 
littoral drift formula using the wave climate as input provides inadequate 
prediction estimates for erosion or deposition following construction of 
a beach restoration project. 
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I.  INTRODUCTION 

Jupiter Island is a barrier island about 16 miles long on the east 
coast of Florida. The island lies between St. Lucie inlet, on the north, 
and Jupiter inlet, on the south, Figure 1. The island has had a long 
history of erosion problems and has been a subject of extensive studies 
(see references 1, 2, 3, 4, and 5). In the past several years the 
residents of Jupiter Island, Florida have financed the construction of 
seawalls, revetments and groins in an effort to prevent loss of beach- 
front property. In addition to structural protection, several beach 
fill techniques have been tested including scrapers and draglines recov- 
ering material from the surf zone.  These efforts were not successful - 
[6], It was proposed that a long term solution to the problem was 
artificial nourishment of the beach from offshore borrow. 

In 1973 the town of Jupiter Island agreed to restore a 5 mile portion 
of the beach with about 2.4 million cubic yards of sand to be obtained 
from an offshore borrow area about 3000 feet from the shore [5],  Due to 
constructional difficulties the restoration project was completed in two 
stages, 687= of restoration completed in the summer 1973 (Stage I), and 
327. completed in the summer of 1974 (Stage II) and a total of 3.4 million 
cubic yards of sand was placed on the beach. About 1000 feet of beach, 
public beach in Figure 1, was left unrestored because of an alleged 
biologically important reef in the surf-zone immediately offshore. 

Artificial beach nourishment from offshore borrow as a method to 
combat beach erosion and provide recreational areas is now utilized over 
most other engineering practices. The costs of placing large volumes of 
suitable beach fill are high.  It is therefore important that criteria 
be developed for evaluating and predicting the effectiveness of borrow 
material from offshore sources. At the present time no completely 
satisfactory test for evaluating the feasibility of utilizing available 
offshore borrow has been developed. Though much more work must be done, 
it has become evident that more emphasis must be given to total onshore 
and offshore volumetric transport and the range in size gradation of the 
borrow material. 

II. MONITORING OF THE RESTORED BEACH 

A monitoring program was undertaken to evaulate the fill performance. 
The specific objectives were to observe the changes in the sand balance, 
shoreline shape, sand characteristics, and to explain these changes in 
terms of caustive factors. The monitoring study was initiated in March, 
1974 and included the following: 
(1) Seasonal hydrographic surveys of the beach and the offshore profile 

to 3000 feet offshore along six miles of the restored beach and 
adjacent areas. 

(2) Continuous monitoring of wind, waves, tides and currents over a one 
year period. 

(3) 'Tracer and dye studies. 
(4) Sand sampling and corings at selected beach and offshore locations. 

(1) The Hydrographic Surveys 

Hydrographic surveys including the offshore profile were conducted 

along six miles of beach before construction, after first construction 



RESTORATION MONITORING 1479 

a. 



1480 COASTAL ENGINEERING-1976 

and at different intervals afterwards. Pre-construction and post- 
construction surveys of stages I and II were conducted by Arthur V. 
Strock & Associates, Inc. of Deerfield Beach, Florida.  Their surveys 
were limited to 1200 feet from shore. More frequent and detailed sur- 
veys were conducted by the Coastal and Oceanographic Engineering Labora- 
tory (COEL), covering the offshore profile to 3000 feet. Table I shows 
the summary of hydrographic surveys conducted. 

Table I.  Summary of Hydrographic Surveys. 

Date Description Surveyed By      Reference Date 

June-Sept.,  73      Pre-Construction stage I     Strock&Assoc. 
Inc. 

July-Nov., 73   Post-Construction stage  Strock&Assoc. 
I Inc. 

May-June, 74 Follow-up (This also 
serves as pre-constr. 
for stage II) 

COEL, Strock 
&Assoc, Inc. 

June-July, 74   Post-Construction stage Strock&Assoc. 
II (This is a partial Inc. 
survey covering only 
stage II fill area) 

Aug., 74       Summer survey COEL 

Nov., 74       Fall survey (after Oct. COEL 

June, 1973 

Nov., 1973 

May, 1974 

June, 1974 

Aug., 1974 

Nov., 1974 

(2) Monitoring of Wind. Waves, Tide, and Currents 

a) Continuous recordings of wind speed and direction were obtained from 
March 1974 to May 1975.  Use was made of a MRI Anemometer Model 1071. 
The anemometer was installed on a tower 30 feet above ground level 
inside the study area, shown as square number 1, in Figure 2. 

b) Continuous recordings of the tide were obtained from March 1974 to 
May 1975. A Leipold Stevens tide gauge, type F, was placed at the 
end of a pier 10 miles south of the south end of the study area. 

c) The monitoring of waves presented a more troublesome task than anti- 
cipated. No piers or other convenient structures could be found near 
the study area. It was decided to use a self recording pressure 
type wave gauge, Bass Engineering model WG/100M, which was installed 
in 20 feet depth within the study area (square number 2 in Figure 2). 
This gauge did not perform satisfactorily and no significant data 
was collected during the period of use. An Ocean Applied Research 
(OAR) Telemetry Wave Gauge was subsequently installed at a depth of 
30 feet in October 1974 (square number 3 in Figure 2). It operated 
satisfactorily until January 1975. In April 1975 a Hydroproducts 
Wave and Tide gauge, Model 621, was installed.  The shore based 
monitor was connected to an offshore pressure transducer by a 3000 
foot armored cable. The location of this installation is shown as 
square number 4 in Figure 2. The latter gauge operated satisfactorily 
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until the end of the study period (May 1975).  Wave directions were 
obtained by measuring the angle between the shoreline and the breaker 
line. These measurements were obtained at two locations two to five 
times a day during the periods of wave recording. One observation 
post was immediately shoreward of the wave gauge and the other was at 
the pier near the tide gauge installation. 

d) Current measurements were obtained using a Bendix Model Q-16 self- 
recording current meter.  This meter was installed in 11 feet water 
depth. The impeller duct was placed 3 feet above the bottom (square 
number 5 in Figure 2).  Current magnitudes and directions were 
continuously recorded from October 1974 to May 1975 with only inter- 
mittent failures. 

(3) Tracer and Dye Studies 

The littoral drift pattern and longshore velocities in the study 
area were periodically measured.  Fresh water filled ballons with 
attached fluorescent dye bags were placed at different distances from 
shore. Each balloon was followed along its travel path and its speed 
recorded.  At the same time wave characteristics, beach profiles and 
wind speeds were recorded. 

In August 1974 a tracer study was conducted in the study area. Four 
tons of original borrow material were treated in the Laboratory. The 
sand was sieved into three different diameter size categories and each 
size dyed with different fluorescent dye colors.  The quantities dyed and 
their respective diameters were:  4000 lbs. with a median diameter of 
0.13mm, 1350 lbs. with a median diameter of 0.21 mm and 1350 lbs. with a 
median diameter of 0.50 mm.  The various color sands were then mixed and 
point injected at the beach face during low tide.  The position of the 
tracer particles in the dynamic zone were monitored after 1/2, 2, 10 and 
40 tidal cycles by taking sand samples at established grid points. Pro- 
file locations were sampled at high water mark, low water mark, and at 
depths 3 feet, 5 feet, 10 feet, 15 feet, and 20 feet. 

(4) Sand Sampling and Coring 

A limited coring program was completed in May 1974 in which con- 
tinuous cores, four to ten feet in length were obtained from the beach 
face, the breaker bar and at distances of 500 and 1000 feet offshore. 
Relatively undisturbed subsurface samples were obtained by utilization 
of a double walled piston coring device which employed circulating 
drillers mud to overcome external friction on the core barrel.  It was 
anticipated that sampling lines at the north, center and southern end of 
the beach fill would best represent the adjusted areal and stratigraphic 
distribution of the artificially placed sediment. However, bedrock was 
encountered at a shallow depth in the first two cores attempted at the 
north end of the project and the line of sampling was not completed. 
Thus, multiple cores were obtained only from lines 31 and 37, Figure 2. 

Grain size frequency, bulk density, grain density and percent shell 
were determined in subsequent laboratory analysis.  The cores were 
zoned and analyzed based upon evident changes in the physical parameters 
of the sediment with depth in the core. 
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One set of surface sediment samples obtained in the August 1974 
tracer study was analyzed for size frequency only.  Certainly, more 
intervals of sampling would have been desirable.  The core samples do, 
however, represent depositional changes through time.  From the cores 
obtained in May 1974 from the "adjusted" 1973 beach fill and the August 
1974 surface samples, consistent results were obtained.  Thus, we 
believe the sampling program provided data upon which evaluation of the 
behavior of the artificial beach fill at Jupiter Island could be made. 

III.  DATA ANALYSIS AND RESULTS 

(1) The Hydrographic Surveys 

The hydrographic surveys were analyzed to yield information on the 
total sand volume in the nourished area and its gradual depletion with 
time.  Figure 3 shows a summary of the total sand volumes in the study 
area during the different stages of construction and post construction 
periods. It is surprising to see no net loss of sand after one year 
following completion of the first stage. This was not expected since it 
is believed that a net littoral transport towards the south prevailed 
in this area of the shoreline, see reference [7]. 

Although unexpected at the outset the above result is easily 
explained by the fact that both the shoreline and the offshore profile 
advanced following restoration.  The latter produced a groin effect at 
the northern extremity ofthe fill.  The shoreline alignment with respect 
to breaking waves is altered and induces a net decrease in the longshore 
current at the north end of the restored section.  The nourished area 
therefore received sand from the then prevailing littoral system at its 
north end.  The gain is evidently equal to the loss from the central and 
southern segments of the fill during the first year. The analysis of 
the hydrographic surveys indicated a small net gain during this first 
year. 

The distribution of volumetric changes along the study area is 
shown in Figure 4(a).  As indicated before, the shore area at the public 
beach was left unrestored to satisfy biological concerns for a reef 
offshore.  Both sides of the public beach were restored, however.  It 
is evident from Figure 4(a), that large quantities of sand were trans- 
ported by littoral drift from the nourished area north of the public 
beach to the void in front of the public beach.  This is shown in Figure 
4(a) as erosion north of the public beach and accretion at the public 
beach.  The groin effect discussed previously is also evident by the 
accretion pattern at the north end of the fill.  The central region of 
the fill (south of the public beach) shows minor erosion as expected 
because of prevailing southerly longshore drift.  Near the south end of 
the fill a net accretion occurred.  This is probably due to the wave 
refraction pattern generated in the vicinity of a recessed shoreline. 

Figure 4(a) shows that erosion patterns can not be determined by 
observing changes in the shoreline profile alone.  Two shoreline 
contours obtained from the November 1973 and May 1974 surveys are drawn 
with respect to the reference prefill shoreline of June 1973.  Near the 
north end of the fill the shoreline is receding while a net volumetric 
gain is computed due to the groin effect discussed before.  A similar 
pattern is observed near the southern end of the fill.  In the central 



1484 COASTAL ENGINEERING-1976 

3,400,000 
,2  

2,422,00C| 
SI 

0.00 
,„,7 

o ^ 
E: " <. 

UJ O CD zz< 
=> "=c I— 
>-D  00 t/1 

2,567,000 
2  

o 
_j 
_j 
o 

3,544,000 
S7  3,453,000 

 2  

Figure 3: Summary of volume calculations obtained from 
hydrographic surveys. 



RESTORATION MONITORING 1485 

sax no aNvsnoHi NI BSNVHO awrnoA 
I   8 

133d NI NOIllSOd 3NI"13yOHS 



1486 COASTAL ENGINEERING-1976 

region (south of the public beach) on the other hand, the shoreline 
contour is advancing towards offshore while the volumetric curve shows 
a net erosion. This can only be explained by the shoreward retreat 
of the offshore profile. 

Further insight on the advance of the offshore profile and the 
simultaneous retreat of the shoreline contour is presented in Figure 5. 
In the top portion 11 foot depth contours are depicted to show the 
advance of the offshore profile.  During the same period a general 
recession in the shoreline contour occurs and is shown in Figure 5(b). 
Figures 4 and 5 clearly demonstrate the role the offshore profile; the 
central conclusion being that shoreline advances and recessions are 
poor indicators of accretion or erosion in .a nourished area. 

The borrow area and the locations of borrow holes also produce 
substantial variations in the offshore profile.  These are shown in 
Figure 6. Five foot contours are drawn to show variation of the off- 
shore bar during the period of the study. This depth is typical of the 
near shore bar.  The May 1974 contour shows the beginning of a cyclic 
variation which has correspondence to the offshore borrow holes.  The 
variation is accentuated in the November 1974 contour following the 
October 6-7, 1974 storm. The borrow holes induce nearshore concentration 
of energy by uneven refraction of wave rays in the vicinity of borrow 
holes. The refraction calculations were not carried out due to lack 
of hydrographic data in the vicinity of borrow holes. 

(2)  The Wave Climate and Longshore Transport 

The analysis of the wave data was aimed at determining the monthly 
averages of the long shore current (and sand transport) at different 
stations along the restored beach. The in situ measurements were sup- 
plemented by available wave statistics corresponding to the period of 
study from NOAA, Surface Marine Observations, National Climatic Center. 
This data was found to be especially useful in filling in situ measurement 
gaps.  The measured wind speeds and directions were found helpful in 
producing correlations between different wave data sets. Hydrographic 
information was obtained from monitoring surveys and USGS boat charts. 

The analysis procedure consisted of generating equivalent deep 
water wave heights and directions from nearshore point measurements of 
wave height, period and breaking angle. A modified Dobson [8], refraction 
program was utilized with a nested grid system.  A nearshore fine grid 
network was used to relate the measured breaker angle to a mean wave 
direction at the wave measuring station. Then using a large grid the 
measured wave heights and the derived wave directions were used to yield 
deep water wave heights, and directions. 

The surface Marine Observations of NOAA were calibrated by correla- 
ting the derived deep water wave heights and directions during the 
periods when both data sets were available.  Calibration constants were 
derived to make the ship observations compatible with in situ measure- 
ments. 

The monthly averages of equivalent deep water wave parameters were 
computed and are shown in Table 2.  The period covered is bounded by 
two hydrographic surveys. The intent was to predict the net erosion or 
deposition during this period by using the wave climate and the littoral 
drift formula and to compare with corresponding erosion or deposition 
patterns calculated directly from the hydrographic surveys. 
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Table 2.   Deep Water Wave Climate. 

T (sec.) H  (ft.) (deg.) 

March 

April 

May 

June 

July 

August 

September 

October 

8.5 

7.4 

7.7 

8.2 

9.1 

7.9 

8.9 

1.0 

1.48 

1.04 

0.84 

0.96 

0.99 

0.99 

2.6 

109 

110 

119 

120 

98 

110 

106 

69 

The predicted volumetric changes using the littoral drift formula were 
found to be one order of magnitude larger than calculated values from hydro- 
graphic surveys.  The discrepancy raises a number of questions regarding 
present technical capability to predict erosion and deposition patterns fol- 
lowing a beach restoration construction.  Two primary areas of concern are 
suggested: 

a) The littoral drift formula in present form is empirically derived from 
gross volumetric sand accumulation near littoral drift barriers.  The 
formula is very useful for gross calculations but evidently less useful 
for more detailed changes along a shoreline with varying longshore wave 
activity. Research is needed to develop more detailed relationships for 
sand transport due to waves, current, wind, and grain size distribution. 

b) The wave climate as determined from deep water wave measurements is only 
part of the total climate affecting littoral drift.  The local wind, 
for example, plays an important role in a manner not completely understood 
yet.  Definition of the total climatological factors in impacting sand move- 
ment and the consequent collection of pertinent data remains prerequisite 
to adequate prediction of sand movement following a restoration project. 

(3)  Sedimentological Results 

At present, relatively little is known about the nature of onshore-offshore 
movement of sand in the surf zone.  An indication of the onshore-offshore move- 
ment is found in the analysis of the sediment cores. As indicated these cores 
were taken at the beach face, the breaker bar and at distances 500 and 1000 
feet offshore. 

The mean diameter and shell content of the beach face core is shown in 
Figure 7 (a). Underlying the beach face there are layers representing different 
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energy conditions.  There are even differences in the layers deposited during 
high and low tides.  The beach face consists of medium to coarse sand with 
layers of shell. 

The near-shore bar is composed of fine sand as shown in Figure 7(b); and 
very fine sand is found 100 feet offshore as shown in Figure 7(c).  The shell 
content was found useful in distinguishing between the native sand and the new 
sand that moved towards offshore. 

It is clear from these sedimentological results that the fine and very 
fine sand is moved offshore and is the main constituent for building the 
offshore profile.  This sand is not totally lost to the system as volumetric 
computations such as those of Krumbein and James [9] would suggest.  The 
beach face has been protected by coarser particles and the winnowed fine 
sand has contributed to energy dissipation through the buildup of the profile 
in the dynamic zone, especially the breaker bar. 

The project engineer [8] stated the mean grain diameter in the proposed 
borrow area was 0.23 mm. whereas the native receding beach material had a 
mean grain size of 1.20 mm. When the size gradation, i.e. standard devia- 
tion, of these sand bodies are taken into consideration by utilization of 
the "critical ratio" formula of Krumbein and James [9], it is determined 
that 7.8 cubic yards of fill material would be required to yield one cubic 
yard of sand comparable to the original sand on the unstable beach.  Fortu- 
nately, the project has developed better than preliminary statistics predicted. 
This is because a material with favorable parameters was placed on the beach. 

IV.  CONCLUSIONS 

The conclusions derived from this monitoring study are the following: 

(1) Beach Fills Have a Groin Effect - The placement of sand on a beach 
has the effect of extending the shoreline seaward and therefore 
inducing shoreline alignment changes at both extremities of the 
restored area.  The restored beach consequently interferes with the 
previously prevailing littoral drift balance and induces a net 
deposition near the updrift end.  The groin effect increases the half 
life of the' restored beach. 

(2) The Offshore Profile Serves an Important Role - Shoreline recessions 
do not reflect the true state of erosion or accretion following a 
beach restoration. The total sand volume contained in a restored 
area is critically dependent on the offshore profile.  Shoreline 
recessions are normally accompanied by a buildup of the offshore 
profile. 

(3) Borrow Holes Cause Energy Focusing on Shore - Local concentrations of 
wave energy at the shoreline are induced by wave refraction in the 
vicinity of borrow holes when they are located close to shore. 
Lateral variations in the shoreline contour and the offshore profile 
are induced by close to shore borrow holes. 
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(4) Prediction of Erosion or Accretion along a Restored Beach Is Not 
Possible by the Littoral Drift Formula - The presently used littoral 
transport formula does not give a reasonable prediction of erosion or 
deposition along a restored beach.  The formula is derived empirically 
from gross transport rates and cannot be expected to provide accurate 
predictions for relatively detailed shoreline erosion following a 
restoration construction. 

(5) The Need for Research in Nearshore Dynamics - This study points out the 
need for continued research on dynamical aspects of offshore-onshore 
and along-shore transport of sand.  Relevant contributions were 
reported at the Hawaii conference; it will be instructive to apply 
the techniques proposed. 
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CHAPTER 88 

LABORATORY INVESTIGATION OF 
SHORE EROSION PROCESSES 

by 

1 2 E. P. Brater and David Ponce-Campos 

The laboratory investigation was undertaken as part of a 
shore protection demonstration program sponsored by the Michi- 
gan Department of Natural Resources.  Subsequently funding was 
also provided by the Sea Grant Program.  The laboratory work is 
being done in the Lake Hydraulics Laboratory, a facility of the 
Department of Civil Engineering of the University of Michigan. 
The field demonstration program consists of 19 field installa- 
tions at locations on Lakes Michigan, Huron and Superior.  The 
laboratory program was planned to supplement information from 
the field installations by testing over a wider range of vari- 
ables and to test procedures not included in the field program. 
This program has also proven to be useful in the demonstration 
of shore erosion processes to groups concerned with shore pro- 
blems.  Although erosion rates determined in a model cannot be 
converted quantitatively to nature it was reasoned that if na- 
tural shore erosion processes could be simulated and if repeat- 
able erosion rates could be produced in the model the results 
could help to evaluate the relative effectiveness of many pro- 
tective methods.  The advantages of using a model are the much 
lower cost compared with field installations, the control over 
such variables as wave height and water level and the speed with 
which results can be obtained. 

The Testing Arrangement 

The tests were conducted in a wave tank located in the 
University of Michigan Lake Hydraulics Laboratory.  The tank is 
about 40 feet (12 m) square.  The testing arrangement is shown 
in Fig. 1.  The movable bed area indicated as "sand" in Fig. 1 
was about 11 feet (3.3 m) by 16 feet (5 m).  The test section 
consisted of six feet (1.8 m) of bluff.  The area of the model 
outside of the movable bed portion was surfaced with concrete. 
At the beginning of each test the sand bottom was formed to a 
slope of 1 to 20 which conformed with the surrounding concrete 

Professor of Hydraulic Engineering, Dept. of Civil Engineering, 
„University of Michigan, Ann Arbor, Michigan. 
Research Assistant, Dept. of Civil Engineering, University of 
Michigan, Ann Arbor, Michigan. 
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bottom.  The sand bluff test section was formed with a smooth 
surface having a slope of 60° with the horizontal.  The waves 
were created by a plunger type wave machine and projected at 
an angle of 35° with the shoreline in order to produce a na- 
tural littoral current.  In order to prevent lateral dispersion 
of the wave energy the portion of the waves which attacked the 
test section were confined in a channel until near the testing 
zone.  Waves outside of the test section were destroyed by damp- 
ening material placed along the walls of the tank. 

The Testing Procedure 

The wave selected as a standard for most of the tests had 
a deepwater height of 0.20 feet (6.1 cm) and a period of 1.0 
seconds.  At a scale ratio of 1:50, which was the basis for con- 
structing the model protective devices, this model wave would 
correspond to a prototype wave having a height of 10 feet (3 m) 
and a period of 7 seconds.  The standard water surface elevation 
which was used in most of the tests was the elevation of the 
junction between the bluff face and the bottom which is desig- 
nated as a^ in Fig. 2.  The standard test durations were 30 and 
60 minutes.  At a scale ratio of 1:50 these durations correspond 
to storms lasting 3.5 and 7 hours, respectively.  The prelimi- 
nary tests showed that 60 minute tests provided sufficient data 
to meet the objectives of the program.  At the end of 30 minutes 
of testing and again at 60 minutes the bluff and bottom profiles 
were determined and the littoral drift was measured.  The dis- 
tance along the test section starting at the updrift end was de- 
signated as x (See Fig. 1) and six profiles were taken at one 
foot (0.3 m) intervals with the first one at x = 0.5 feet (0.15 
m).  The rate of littoral drift was measured in 12 sand traps 
extending 6 feet (1.8 m) from the shore line at the down-drift 
end of the test section as shown in Fig. 1. 

The first tests were made with a well graded sand which was 
too coarse to produce a typical continuous erosion pattern.  The 
bluff erosion started in a typical manner but the coarser eroded 
material could not be readily moved by the littoral currents and 
therefore created a protective revetment which prevented further 
erosion.  This problem was overcome by using a finer sand.  This 
sand was quite uniform in size with about 80 percent less than 
0.4 mm and about 20 percent less than 0.3 mm.  No noticeable por- 
tion of this sand went into suspension during the tests.  There- 
after, the most difficult modelling problem was the development 
of a procedure for re-forming the bluff and bottom which was not 
too time consuming and would produce repeatable results of a given 
set of conditions.  The procedure which gave satisfactory results 
consisted of forming a rectangular volume of sand after which the 
front form was removed and the face of the bluff was cut at the 
desired angle.  Uniform compaction of the sand was achieved by 
simultaneous vibration and saturation. 
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Creating a Typical Repeatable Natural Shore Process 

As previously stated, the experimental arrangement produced 
typical bluff erosion.  Similarity between the model processes 
and natural processes is illustrated in Fig. 2 by six profiles 
which show the decreasing bluff recession as one procedes down- 
drift along the bluff.  This is due to the protection provided 
by the increasing amount of littoral drift in the downdrift di- 
rection.  As shown in Fig. 1 a section of the bottom just updrift 
from the test section was a plate rather than a sand bed.  There- 
fore the only source of littoral drift along the bluff test sec- 
tion was the erosion and slumping of the bluff itself.  Conse- 
quently at the first test section (x = 0.5) there was virtually 
no littoral drift and at each successive section the amount of 
littoral drift was greater thus providing increasing natural pro- 
tection by the presence of this increasing amount of beach ma- 
terial.  It may be seen in Fig. 2 that the recession was a maxi- 
mum at x = 0.5 and decreased at successive sections to nearly 
zero at x = 5.5 feet.  Checks on wave height along the breaker 
zone indicated no significant orderly change in wave height along 
the test section.  Other indications that the model was creating 
typical natural shore processes were the creation of typical sand 
bars in the breaking area, as shown in Figs. 2 and 3 and the in- 
crease in recession rates with an increase in water surface ele- 
vation as illustrated in Fig. 3.  The profiles in Fig. 3 show 
bluff recession at the same section (x = 1.5) for the normal water 
level, and for levels 0.02 feet(0.6 cm) above and below normal 
respectively.  This change in level in the model corresponds to 
an increase in level in nature of 1.0 feet (0.3 m).  In studying 
the profiles shown in Figs. 2 and 3 it should be noted that the 
vertical and horizontal scales differ in a ratio of 1 to 5. 

The investigation of the repeatability of the tests required 
that consideration be given to the fact that it was impossible to 
reproduce identical test conditions.  This was because there was 
no control over the water temperature in the wave tank and because 
the actual average wave height was not known until the end of the 
test when it was determined from the oscillograph charts.  In or- 
der to take into account these variables an application of dimen- 
sional analysis was made to develop a parameter which would in- 
clude the effect of small variations in wave height and viscosity 
as well as the duration of the tests.  The following parameter 
was found to serve the purpose of coordinating the test results. 

N = k (3^) (1) 

In this parameter g is the gravitational acceleration, T is the 
wave period, H is the wave height, v is the kinematic viscosity 
and k includes various constants and the duration of the tests. 
Since the only variable in k was the duration of the tests k was 
taken as unity for 30 minute tests and as two for 60 minute tests. 
The presence of H in the numerator is a measure of the original 
wave energy and v in the denominator is related to the energy 
dissipation.  The usefulness of this parameter will be demonstrated 
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but it should be noted that additional work is in progress which 
indicates that a more rational parameter can be developed which 
will also include the distance from the breaker zone to the bluff. 

In order to relate bluff recession to the parameter N, the 
recessions at any section was represented by rj-, the recession of 
the toe of the bluff.  As illustrated in Fig. 2, rb is the re- 
cession of a^ to the new position a2.  The parameter r^ was con- 
sidered to be the best single measure of the recession of the bluff. 
The use of this procedure is illustrated in Figs. 4 and 5 where 
values of r^ are plotted against N for three test conditions.  In 
Fig. 4 the results are for section x = 1.5 and Fig. 5 shows the 
results at section x = 2.5.  Consider first the center group of 
nine points in each figure.  These show the results of tests made 
with a standard wave height on the free shoreline.  The five 
points with the smaller values of N show the recessions produced 
in 30 minutes and the four with the greater values of N give re- 
cessions produced by 60 minute tests.  The lines drawn through 
the values plotted in Figs. 4 and 5 were determined by a least 
squares analysis.  The correlation coefficients shown are much 
higher than the values required for a one percent confidence 
level, thus indicating that these lines represent a logical rela- 
tion between recession and important variables.  Considering the 
random nature of the sand slumping process it was concluded that 
these correlations provided satisfactory evidence that repeatable 
recession rates were being obtained.  The upper and lower graphs 
in Figs. 4 and 5 give two additional examples of groups of test 
points, the upper sets being for a smaller wave height with a 
free shoreline and the lower sets show the effect of a groin 
system using the standard wave height.  Again, the high correla- 
tion coefficients indicate that the linear relationship is a 
reasonable interpretation of the trends and that a good repeata- 
bility was being obtained. 

It is of interest to note in Figs. 4 and 5 that the smaller 
wave height of 0.12 feet (3.7 cm) produced greater bluff recession 
than the normal wave height which was 0.20 feet (6.1 cm).  This is 
believed to be because the larger waves broke nearly twice as far 
from the bluff as the smaller waves and therefore had nearly twice 
as much energy dissipation.  This research did not include suffi- 
cient tests on variable locations of the breaker zone to permit 
drawing conclusions.  However, as previously mentioned, it is 
expected that future work may provide more information on this 
important variable. 

The relations between bluff recession, rj-,, and the parameter 
N provide a better way of presenting test results than the compari- 
son of beach profiles because the effect of small variations in 
wave height and viscosity do not obscure the trends and because 
the two different test durations can be included in one graph. 
For example, the difference in bluff recession between the up- 
drift and downdrift portion of the model which was demonstrated 
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with individual profiles from a single test in Fig. 2 is shown 
in Fig. 6 by lines relating r^ to N.  Each of these lines is 
the best fit line for all the values of rw determined at a given 
section from a series of test runs.  The individual test points 
are not shown in order to simplify the presentation.  The in- 
formation in Fig. 6a is for a free shoreline.  The lines are for 
successive test sections from x = 0.5 to x = 5.5.  Again, the 
protection provided by increasing littoral drift is demonstrated. 
Figure 6b shows a similar set of curves for the same wave con- 
ditions but with a groin system which was initially nourished. 
Again, the maximum erosion occurred at the updrift sections, x = 
0.5 and x = 1.5.  However, section 5.5 experienced slightly more 
erosion than sections x = 2.5, 3.5, and 4.5.  The reason for 
this is believed to be that the groin system delayed some of the 
littoral drift near the center of the groin system and there was 
slightly less sand present at x = 5.5. 

Another indication of the reproduceability of the tests is 
obtained by plotting total sand transport against the parameter 
N as shown in Fig. 7.  Here again, there is some random scatter 
as one would expect in a process so susceptable to variations in 
behavior but points fell well within the one percent confidence 
level based on the statistical test provided by the linear corre- 
lation coefficient.  It should be reiterated that except for the 
difference in the test duration (30 to 60 minutes) the variations 
in N within each group of points are due to variations in the 
viscosity of the water and to minor variations in wave height. 

The Effect of Shore Protection Procedures 

Various procedures were tested and compared with recession 
rates for free shoreline conditions.  Some of the procedures were 
selected to supplement data from the demonstration projects, 
others because of ideas advocated by public groups and some to 
check procedures observed in the field. 

Some results of tests on groin systems are shown in Fig. 8. 
The curves of recession versus N are shown for two locations x = 
1.5 (Fig. 8a) and x = 2.5 (Fig. 8b).  The results are shown for 
three groin systems having different lengths and spacing and for 
one of these systems combined with a permeable wall.  In all 
cases the freeboard of the groins was 0.02 feet (0.6 cm) in the 
model which corresponds to one foot (0.3 m) in nature.  For each 
set of tests the length of the groins (g) as well as the ratio 
of length to spacing (g/s) is shown.  Comparison with the free 
shoreline results which are also shown in Fig. 8 shows that the 
erosion rate was reduced by means of all the groin systems.  The 
two sets of tests for the same length to spacing ratio (g/s = 
0.8) give approximately the same results and when g/s was in- 
creased to 1.0 the protection was much greater.  While this is 
as would be expected the range of variables used in the tests 
may be too limited to warrant reaching any general conclusion 
regarding groin spacing.  It should be noted that the two groins 



SHORE EROSION 1503 

0> a> 
II 
i. 

ii 

.» in 
Hi 

$ 

in 
CM" 10 

in in 
*' iri 

0> 
II 

in 

II 
X 

in in in in 
m" * cvi K> 
II   n II II 
X  XX X 

\ k ^ 

\ 1 
\| 

\ 

1 1 
\ 

\ 

\ 

\ 
\ 

N 

\ \ \ 

n 
HJ \ v _i 

\    \ V 

D 

. 

h- 

LLI z A J3 
Q 
Z < 
woo - 
X 
H " 

z 
o or 

_l 

r o r 
W ^ 

ii. 

111 r 
ii. 

-A^- 

«-       £ 



1504 COASTAL ENGINEERING-1976 

eoixid/£Ni-iaodSNvai JO awmoA 



SHORE EROSION 1505 

(0 lO * tO CM O     '   * ro cvi 

^_ 



1506 COASTAL ENGINEERING-197 6 

lengths used in the tests correspond to lengths of 40, 80, and 
100 feet (12, 24 and 30 m) in nature.  The greatest reduction 
in erosion occurred when a permeable wall was combined with the 
groins.  The system was tested because it has been extensively 
used with considerable success on the Michigan coast.  The lo- 
cation of the pervious wall is shown in Fig. 8c.  The wall had 
a porosity of 30 percent which simulated a wall made with 2 inch 
x 8 inch (5 cm x 20 cm) lumber placed vertically with 3 inch 
(7.5 cm) gaps.  The addition of the pervious wall to the groin 
system brings the cost up to the upper range of "low cost" shore 
protection. 

Some of the graphs from Fig. 8 are repeated in Fig. 9 where 
results are also shown for groins with sand fill, pervious walls 
without groins and for a submerged breakwater.  The sand fill 
consisted of the same sand used in constructing the model bluff 
and bottom.  It was placed in the space between the groins, with 
the top of the sand at the elevation as the tops of the groins. 
At the outer ends of the groins the sand was allowed to assume 
its natural slope.  It will be seen in Fig. 9 that this provided 
very effective protection through the full 60 minutes of testing. 
Note that at x = 1.5 the pervious wall with groins is more effec- 
tive than the nourished groins, whereas at x = 2.5 the reverse is 
true.  The pervious wall for which results are shown in Fig. 9 
had a porosity of 40 percent and was located a distance from the 
shore line which corresponds to 20 feet (6.1 m) in nature.  It 
may be seen in Fig. 9 that this wall provided considerable pro- 
tection. 

The submerged breakwater was tested because of considerable 
public interest in this type of protection.  It was installed in 
the breaker zone.  When originally installed the ratio of its 
height above the bottom to the depth was 1:3.4.  After the model 
was in operation for a few minutes this ratio became about 1:2.5. 
The use of such a low barrier produced no noticeable reduction in 
bluff recession. 

The effect of groin systems on littoral drift is shown in 
Fig. 10.  The ordinates of the graphs are rate of transport and 
the abscissas are distance from the shore line, zero being point 
a, in Fig. 2.  The twelve plotted points give the rate at which 
sand was collected in the twelve individual pans and each point 
is plotted at the center of the pan.  The values of total trans- 
port plotted in Fig. 7 were obtained by integrating the area un- 
der one of the curves.  Each of the curves in Fig. 10 represents 
an average of the curves for that series of repeated tests.  The 
free shoreline curve shows that the littoral drift is large in 
the uprush zone near shore and in the breaker zone.  The curve 
for a groin system shows that the groins stopped most of the 
littoral drift in the near shore area and reduced the drift in 
the breaking zone.  However, the curve for groins with sand fill 
shows that when nourishment was supplied to the groin system the 
littoral drift is even greater than with the free shoreline.  It 
should be recognized that the transport during tests with the 
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groins, without and with nourishment, would probably change if 
the tests were continued longer.  The un-^nourished groins would 
be expected to fill with sand naturally and then littoral drift 
could be expected to resume in the near shore area.  On the other 
hand, the nourished groins would eventually lose enough of the 
fill material so that the littoral drift could be expected to 
drop back to a more normal rate.  Some tests were made with 
higher groins.  These created wave reflections which directed 
the wave energy toward shore on the updrift sides of the groins. 
This is illustrated by the shorelines plotted for high and low 
groins in Fig. 11. 

Tests were also made to gain more information on one of the 
field demonstration projects.  This project consisted of an off- 
shore breakwater constructed of zig-zag concrete walls.  The 
structure provided considerable protection for a number of years 
but during a large storm severe erosion occurred behing the 
structure.  The model studies also showed that some protection 
was being provided by this structure when compared with a free 
shoreline.  However, when the water level in the model was 
raised one foot (0.3 m) to the top of the structure the bluff 
erosion was more than doubled.  This information showed that 
the wind tide which occurred during the destructive storm was 
an important factor in reducing the effectiveness of the struc- 
ture. 

Summary 

A laboratory investigation of shore erosion processes was 
undertaken to supplement a shore protection demonstration pro- 
ject in Michigan.  The purpose of both the field project and 
the laboratory studies was to familiarize individuals and public 
agencies with shore protection methods and to provide informa- 
tion on the selection and construction of protective procedures. 
Although it was recognized that erosion rates could not be con- 
verted quantitatively from the model to nature it was hoped that 
the relative effectiveness of various protective procedures could 
be evaluated.  If this could be done, the advantage of the model 
over field projects would be lower cost, the control over variables 
such as wave height and water surface elevation and the shorter 
time required.  One of the chief difficulties with field demon- 
stration projects is the random nature of the occurrences of on- 
shore storms of a size sufficient to test but not destroy the 
structures. 

The preliminary tests showed that natural processes were 
simulated in the model and after considerable experimentation 
in constructing the model it was found that repeatable results 
could be obtained.  Because, even in the model, it was impossible 
to control wave height exactly and because there was no control 
over the water temperature it was necessary to test for repeata- 
bility by plotting bluff recession against a parameter which was 
related to the ratio of original energy and energy dissipation. 
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This parameter also included the duration of the model storms. 
It was found that comparison of results of tests on various 
methods of shore protection with the erosion of a free shore- 
line could also be made by means of plotting bluff recession 
against this parameter.  This parameter also served to coordi- 
nate rates of littoral drift.  The model was used to evaluate 
some well established procedures such as groin systems and 
beach nourishment.  Tests were also made to provide additional 
information on one of the demonstration projects and to deter- 
mine the effectiveness of some procedures which had considerable 
public interest but were not included among the field projects. 



CHAPTER 89 

Cape Hatteras Beach Nourishment 

John S. Fisher 

2 
Wilson N. Felder 

Abstract 

The 1973 beach nourishment at Cape Hatteras placed approximately 
465,000 m    on the subaerial beach.  Eighteen months later, about 
51 percent of this material remained on the beach. During this period 
there were relatively few major storms, and this mild wave climate is 
largely responsible for this high retention. At the end of this mon- 
itoring period the beach was stable and fully capable of providing 
shoreline protection and recreation. 

A correlation is presented relating storm erosion with the complete 
storm wave climate, including a post-storm period. A new parameter is 
defined which includes a measure of wave steepness and longshore current 
velocity. 

Assistant Professor, Department of Environmental Sciences, University 
of Virginia, Charlottesville, Virginia 

Research Assistant, Department of Environmental Sciences, University of 
Virginia, Charlottesville, Virginia 
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Introduction 

The placement of sand as beach nourishment Is one of coastal engineering's 

most successful techniques for the short-term arresting of coastal erosion. 

This practice is particularly popular when the endangered beach is primarily 

valued for recreation, including motel sites, piers, etc..  In these 

situations the use of groins, seawalls, and other alternatives is often 

undesirable and to be avoided when possible. Of course, the suitability 

of a beach nourishment plan depends upon the availability of nearby sand, 

as well as several legal and economic considerations. 

This paper describes a recently completed beach nourishment project 

at Cape Hatteras, North Carolina. During an eighteen month period ending 

in the fall of 1973, approximately 1.25 million cu yds (956,000 m3) were 

placed along a 1.5 mile (2400 m) stretch of shoreline at Buxton, North 

Carolina, Figure 1.  This particular beach at Cape Hatteras has experienced 

a relatively high erosion rate in recent years. As a consequence, several 

different coastal engineering schemes have been tried, including groins, 

sand bags, and two previous nourishment projects. Although some of these 

projects have had limited success, the beach has continued to erode, neces- 

sitating this latest project. This paper describes the scope of the pro- 

ject, and the condition of the beach eighteen months after its completion. 

We have included the beach volume changes, the observed wave climate and 

the frequency and dimensions of the severe storms during this period. 

Finally, we present some preliminary thoughts on how these data can be 

used in developing a rationale for the prediction of nourishment retention. 
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Figure 1  Location map and project dimensions 
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Project Description 

Cape Hatteras is well known for its dramatic series of barrier islands 

and their beaches, as well as the large waves and severe storms which fre- 

quent them. Most of this shoreline is included in the Cape Hatteras National 

Seashore, as is the beach nourishment site at Buxton, on Cape Point. The 

fill area is located on the northern side of Cape Point, where Hatteras 

Island makes an abrupt change in orientation, turning to the west, Figure 1. 

The predominant longshore drift on the northern side of the point is to 

the south, in part forming this classic spit feature. This spit provided 

an excellent source of fill material, being both nearby and similar in 

texture to the beach sand. The nourishment sand had a mean diameter of .37 mm, 

and the area to be filled a diameter of .38 mm. 

A borrow pit was excavated at the spit and the material was pumped 

4 miles (6400 m) to the north. At the completion of the dredging and 

pumping, the borrow pit was approximately 2500 ft (762 m) by 1000 ft 

(304 m) with an average depth of 15 ft (4.6 m).  There was no connection 

with the ocean initially, but an inlet cut into the southwest side at a 

later date and has remained open. 

The fill material was placed along a 1.5 mile (2400 m) segment of 

shoreline. The dredge pipe was located so that the discharge was imme- 

diately above the mean high water line, with no effort made to shape or 

bulldoze the sand into a designed profile.  In general, the nourishment 

resulted in an increase in subaerial beach width of roughly 250 feet (76 m) 

along the 1.5 mile (2400 m) beach, Figure 1. This material was intended 

to provide some immediate shoreline protection to the lighthouse, Naval 

Station, and public and private property. To a limited extent, this goal 

was accomplished, and the previously eroded and narrowed beach at Buxton 
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was restored to a width providing more shoreline protection and increased 

recreation. 

In order to assess the impact and performance of the nourishment 

project, a program of field studies was initiated by the National Park 

Service. This monitoring program included frequent surveys of the beach, 

portions of the nearshore bathymetry, the borrow pit, as well as daily wave 

climate observations. Dolan, et al. (1) summarize this data for the 

period from the project beginning to completion of pumping. Fisher, et al. 

(2) report on the survey results for the succeeding 18 month period.  In 

addition to the measurement of volume changes, an analysis of the ecolo- 

gical impact of the fill material on the native beach was undertaken, 

Hayden and Dolan (3).  Their study suggests that there is no significant 

damage to the beach ecology as a result of the fill activities. 

As with many coastal engineering projects, the measurement of the 

wave environment proved to be one of the most difficult problems in the 

monitoring program. The nearest wave gage is 60 miles (97 km) north of 

the fill area at Nags Head. The wave conditions at the site were estimated 

according to the LEO, Littoral Environment Observation Program, as developed 

by the Coastal Engineering Research Center, CERC, Bruno and Hipakka (4). 

The LEO program includes the daily observation of wave period, angle and 

height of breaking, as well as a simple estimate of the longshore current 

velocity. These wave observations suffer from the usual symptoms of non- 

instrumentated data collection, nonetheless, they did provide an important 

reference in documenting significant changes in the wave climate.  In 

particular, they enabled us to observe the change in wave conditions 

associated with storm systems. 
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The survey program included the borrow pit, the beach and the offshore. 

The latter two areas included the immediate fill area as well as adjacent 

areas to the north and south, for a total of 4.5 miles (7200 m). The 

entire borrow pit was surveyed once during the study period, and the 

southern end was surveyed five additional times, when possible change was 

suggested. The offshore was profiled with a Raytheon Fathometer a total 

of five times during the 12-month period discussed here. Unfortunately, 

the survey vessel was unable to cross the inner bar, and therefore the 

beach profile could not be extended out to the Fathometer profiles. The 

data for both the borrow pit and offshore are not presented here. 

The subaerial beach was surveyed bi-weekly as well as immediately 

after a storm.  Fifty-three survey stations were established on 500 ft 

(152 m) intervals from Mile Post 40.0 to Cape Point, Figure 1. Nine of 

these stations were north of the fill area, 16 in the fill area, and 28 

to the south. The profiles were made with level and rod, and extended 

from a project baseline on the backshore into the. swash to the mean low 

water level. 

Figure 2 illustrates the changes at three of these stations, one in 

the fill area, and one both north and south of the fill.  Station 2200 

is located approximately in the middle of the nourishment area, it also 

is the site of the LEO wave observations. The post pumping profile, September 

1973, clearly shows the increase in beach width with the additional material, 

at this site, over 300 ft (91 m). The depression landward of the beach 

crest is a result of the decision not to shape the fill material or other- 

wise attempt to develop a predetermined beach profile. At this particular 

site, this depression was within the National Seashore boundaries. Further 

to the south, the resulting depression was within private property, and 
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thus there was no intentional placement of fill outside of the National 

Seashore. The profile for February 1975 at this same station illustrates 

the extent of subaerial beach erosion during this period.  The 50 per cent 

decrease in beach width is typical of the fill area, with the bulk of the 

material transported offshore, as evidenced by the relatively small change 

in the dimensions of the landward depression. 

Station 2140 is one mile (1600 m) north of station 2200, and is about 

.5 mile (800 m) north of the limits of the nourishment area. There was 

a relatively small increase in beach width just after the completion of 

nourishment, and a more recent erosion, with only a modest net increase 

in width by February 1975. The beach to the south of the fill area, is 

illustrated by station 2310, about one mile (1600 m) south of the fill 

area. Again, there is only a small net change in beach dimensions outside 

of the fill area. 

Wave and Storm Climate 

According to the record from the CERC wave gage, the annual mean wave 

height along Cape Hatteras is the largest for the mid-Atlantic coast.  The 

gage at Nags Head, 60 miles (97 km) north of Buxton has a mean value of 

3.0 ft (.9 m), CERC (4). Our LEO observations covered the period from 

April 1974 to February 1975, and were made at station 2200, 3.4 miles 

(5.4 km) north of Cape Point, Figure 1.  The mean wave height from this 

data is 2.2 ft (.67 m), the mean period is 7.9 sec, and the mean longshore 

current is approximately zero. This latter parameter does not accurately 

reflect the net longshore drift, which is clearly from the north, towards 

the point. This low net current magnitude does suggest that large wave 

conditions, i.e., during storm periods transport the bulk of the littoral 
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material. This observation is consistent with the literature, including the 

discussion presented in the Shore Protection Manual, CERC (5). 

Figure 3 illustrates a portion of the LEO data, including the wave 

period, longshore current velocity squared, and the square of the wave 

height. Of particular interest in this data are the episodes of high waves 

and large currents, both from the north and the south.  These dates are 

associated with storms, although the correlations are not as high as one 

might expect for this coastline.  It is difficult to assemble a reasonable 

model for wave observations and storm intensity when the available data 

is this limited. However, by simply using a hindcast deep water wave 

height, one can gain a limited feeling for this system. 

The bottom graph on Figure 3 is the SMB hindcast deep water wave 

height H for all storms with H greater than 5 feet (1.5 m). This 

technique, Bretschneider (6), depends upon the available meteorological 

observations for the estimation of the storm fetch and duration, as determined 

from the synoptic weather charts. Figure 3 shows the storms to be generating 

the larger waves and currents, although there is some noise in the data. 

A notable exception occurs during the period from October 19th to the 21st. 

In fact, a small low pressure did move rapidly up the coast during this 

period, but its deep water waves were only hindcast to be 4 ft (1.2 m). 

This event helps to dramatize the weakness of this simple model. Although 

the storm's deep water waves were relatively small, its LEO waves were the 

same magnitude as some of the larger events. 

As stated above, the mean net longshore current is almost zero, 

although the shoreline geometry indicates significant longshore sediment 

transport to the south. Of the larger storms, all but one had a longshore 

current towards the south, the exception being the early December storm. 
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This storm developed off of the South Carolina coast and maintained its 

strongest winds while still south of Cape Hatteras, hence the south to 

north current direction.  This direction, although followed for approxi- 

mately one half of the LEO observations, is unusual during periods of high 

wave energy.  It is probable that this strong northerly flow was in part 

responsible for the overall impact this storm had on the subaerial beach 

volume change. 

For the observation period from April 1974 to February 1975, there 

were ten storms with deep water waves hindcast greater than 5 ft (1.5 m). 

As will be discussed in the following section, only a few of these storms 

had any significant impact on the nourished beach.  In terms of storm 

frequency, 1974 was a relatively mild year for Cape Hatteras. According 

to Dolan and Hayden (1) this section of the mid-Atlantic coast averages 

about 34 storms per year, whereas 1974 had a total of only twenty. 

Nourishment Retention 

From June to September 1973, approximately 1.25 million cu yd 

(956,000 m3) of fill were pumped. Using surveys made immediately preceding 

and following the completion of pumping, the volume of fill which contributed 

to the accretion of the subaerial beach has been calculated. This data 

fails to account for the material which was washed into the inshore zone, 

which must have been a large percentage of the original fill volume. The 

lack of data in this zone because of the difficulty of surveying in the 

breakers, is an obvious handicap to our computations of fill retention and 

overall project performance. The following discussion and analysis, 

limited to the beach above the mean low water level, must be recognized 

as only a portion of the complete sand budget. 
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Table 1 presents the net volume of sand accumulated at each of the 

16 stations within the fill area. The total for this area was 646,667 cu yd 

(494,442 m3), an average gain of 243 cu yd/yd (203 m3/m). During this 

same period, stations to the north and south of the fill area accreted 

an average of 14 cu yd/yd (12 m3/m). Using this mean value outside the fill 

area as an estimate of natural deposition throughout the study area, we 

have assumed the mean gain due to fill was 229 cu yd/yd (191 m3/m) between 

stations 2165 and 2240, and the total deposition above MSL of 608,480 cu 

yd (465,243 m3), or 49 percent of the material pumped. The remaining 

material was deposited below sea level at each station. 

In terms of beach restoration and protection, the volume accumulated 

below MSL is an important component of the overall nourishment project. 

This material, the bulk of which was presumably retained within the 

nearshore zone, provides a source of material to the beach, and helps main- 

tain the inner bar system and hence wave energy dissipation.  Because of 

the inability to accurately survey the nearshore, no data is available 

to analyse the volume changes in this zone. 

The remainder of this retention discussion deals with the volume of 

nourishment sand on the beach itself, above MSL.  Figure 4 shows the volume 

changes along the entire project, both for before and after pumping, and 

from completion of pumping to 18 months later. The significant area of 

change is within the fill area itself.  Eighteen months after the completion 

of the pumping, 51 percent of the nourishment sand remained in place in 

this area, or 307,343 cu yd (235,000 m3). 

Outside of the fill area the changes have been relatively small. 

To the north, there has been no significant erosion or accretion.  South 

of the nourishment area there has been a small amount of accretion. 
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TABLE 1 

VOLUME OF MATERIAL REMAINING ON THE 

SUBAERIAL BEACH UPON COMPLETION OF PUMPING 

Station Cu Yds/Yd 

2165 
2170 
2175 
2180 
2185 
2190 
2195 
2200 
2205 
2210 
2215 
2220 
2225 
2230 
2235 
2240 

63 
160 
270 
250 
250 
210 
330 
350 
230 
280 
270 
300 
240 
290 
260 
27 

Mean accretion in fill area: 

Mean accretion outside fill area: 

Net accretion of fill: 

Total accretion: 

Total pumped: 

Net percent of fill material 
retained on subaerial beach: 

243 cu yds/yd 

14 cu yds/yd 

229 cu yds/yd 

608,480 cubic yards 

1,250,000 cubic yards 

49 percent 
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Inasmuch as the longshore drift during high wave conditions is towards 

the south, we can reasonably assume that this accretion is derived in 

part from the nourishment area. There are three short groins just south 

of the fill area.  The volume change within the groin field both during 

and after nourishment has been rather small.  The impression one gets 

from Figure 4 is that this groin field is behaving like a filter in that 

it appears to have dampened the volume changes immediately downdrift from 

the fill area. 

Figure 5 shows the post-fill volume changes over the 18 month period 

of our surveying.  The shoreline is divided into four increments, north, 

fill, groins, and south, and the combined changes are also shown in this 

figure. Again, it is clear that the only section undergoing significant 

change during this period is the fill area itself.  And in fact, even the 

fill area appears relatively stable with the exception of the loss in 

early November. This large loss of sand occurred at all four of the 

project areas, although it was most severe within the nourished beach. 

From Figure 3 we can relate this large volume of erosion to a single 

November storm, with H of about 10 ft (3 m). This figure presents the 

volume change for the combined project area as well as the hindcast wave 

height and longshore current.  It is apparent that this relatively large 

November storm, with its strong north to south current is responsible for 

the erosion. However, there are two other events illustrated on this 

figure which tend to confuse the correlation.  During mid-October, a 

smaller storm generated longshore currents just as strong as the November 

event, but the beach accreted. And in early December, an even larger 

storm, H > 15 ft (4.6m) caused considerably less erosion than the November 

storm. Thus, from this series of events, we are presented with a rather 
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complex set of relationships regarding the impact of individual storms 

on the beach. 

There is one interesting difference between these three storms and 

their associated beach changes which we feel is notable.  The longshore 

drift immediately after the November storm was from the south whereas 

the post-October drift was from the north.  If we consider the principle 

source of sand for this beach to be from the north, as suggested by its 

morphology, then it follows that a post-storm wave climate generating a 

drift t£ the south will be an ideal condition for beach recovery.  Con- 

versely, a post-storm drift from the south will not provide the beach with 

an equivalent quantity of sand.  In addition the characteristics of the 

post-storm waves, i.e., their period, steepness, etc., should also play 

a role in this recovery process. 

As a preliminary analysis of this hypothesis, we have made a simple 

correlation of the post-storm waves and drift. A dimensionless parameter, 

S, has been defined which includes the fall-time parameter rr~=- with the 
f 

square of the longshore current normalized by the fall velocity, 

S - (^) (f)* 
f    f 

As stated above, our assumption is that the impact of an individual storm 

is a function of the post-storm drift direction, i.e., from a source 

or sink of sand. To evaluate this assumption we have correlated the sur- 

veyed beach volume changes with this parameter S, assigning the sign of 

the post-storm drift. 

S = S sgn (U ), 
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where S is the mean of S over the survey period. Figure 6 shows the 

correlation of S with the mean volume change AV for the study period. 

The solid dots are for surveys which bracketed storms.  There appears to 

be a high correlation, suggesting that we should take a serious look at 

this assumption and its implications for evaluating storm impact. We 

are presently analysing this data in this context, and will present our 

results in a forthcoming paper. 

Conclusions 

The success of a beach nourishment project cannot reasonably be 

measured in terms of the percent retention of material at a specified 

period after placement. There are too many political and social questions 

which must be included in the final appraisal. We have not looked at 

these problems, and will not comment on them. However, if we restrict our 

view to the impact of the fill on the subaerial beach, we can comment on 

the measured changes. 

Eighteen months after pumping, about 50 percent of the subaerial 

nourishment was still in place.  In as much as this period included a 

relatively mild storm climate, we consider this volume of sand to 

be greater than what might have been predicted.  The remaining sand 

is providing a wide beach for recreation as well as some additioi.al pro- 

tection to the various public and private structures. The immediate 

threat of storm damage present prior to the nourishment has been, and 

continues to be alleviated. 

The problem of designing future fill projects, and predicting their 

project life has been addressed in this paper in the context of identify- 

ing the impact of individual storms on the beach. We are presently able 



1530 COASTAL ENGINEERING-1976 

to 

00 

9 e 
m a 

9 
o *"" 

X2. e 
o 9 

(0 • 
g CM 
§"5 **   >» 

?N Hf >-o 
c * ^» —^ 
o ? h- « o X _». 
E 3 

ii II 
> <w 
< 

•- CO 



BEACH NOURISHMENT 1531 

to make crude predictions of storm and wave climates for a given stretch 

of shoreline.  The problem is in estimating the erosion or accretion 

resulting from this simulated climate.  Our analysis at Cape Hatteras 

suggests that in attempting to develop a relationship between storms and 

volume changes, that the post-storm wave conditions may be important. 

The preliminary results presented here indicate a strong correlation 

between volume change and direction of post-storm littoral drift. 

Finally, we note that the analysis of aerial photography presented 

at the conference is being prepared for separate publication, as space 

limitations precluded its inclusion in this paper. 
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CHAPTER 90 

THREE DIMENSIONAL TESTS ON 

DYNAMIC EQUILIBRIUM AND ARTIFICIAL NOURISHMENT 

by 

J.W. Kamphuis R.M. Myers 
Professor of Civil Engineering     and  Engineer, MacLaren Atlantic Ltd. 

Queen's University, Kingston, Canada Halifax, Canada 

ABSTRACT 

A three dimensional facility for testing dynamic equilibrium and artificial 
nourishment of beaches was developed. Specific conclusions are drawn with 
respect to trap location and re-reflection of waves.  It was found that 
dynamic equilibrium is achieved faster in three dimensional tests than in 
previous two dimensional work and that the profiles are eroding profiles 
rather than potential (limit) profiles.  It was seen that profiles develop 
around the offshore bar which is shaped early in the experiments. Also the 
depth of the summer step was found predictable from critical shear stress 
considerations. Finally, onshore nourishment of eroding beaches was found 
to be successful. 

SYMBOLS 

D    = particle diameter; D  - 90% of the particles are smaller; 

d    = depth of water at the wave generator; 

g    = gravitational acceleration; 

H    = wave height; 

sediment transport scale for wave action only (Ref. 8); 

sediment transport scale for bed morphology and littoral transport; 

t 
s 

R    = runup distance; distance from SWL to maximum limit of uprush; 

SWL  = still water line; distance from an arbitrary measuring base line to 
the intersection of the still water level and the beach; 

S    = beach slope at SWL ; 

T    = wave period; 

v,   = shear velocity; 

a    = angle of approach of the waves; a„ - at the wave generator; 
a - in deep water; 

B    = distance from the still water level to the crest of the offshore bar; 

Y    = sediment unit weight under water ( = (p -p)g ); 

8    = distance from the still water level to the trough behind the offshore 
bar; 

1532 
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A  = bar distance; distance from SWL for a winter profile to the point 
where the bar rises suddenly out of the offshore beach slope; 

A  = step length measured between the intersections of the summer step 
with the offshore beach slope and the onshore beach slope; 

v = kinematic viscosity of water; 

p = density of water; 

p = density of sediment; 

E = distance from the still water level to the summer step; 

T = bottom shear stress;  (T )  - critical value;  T - maximum value; 
O 0 C 0 

INTRODUCTION 

In an earlier paper (7) the first of a series of two dimensional tests on 

artificial beach nourishment were presented. The tests were performed on a 

model beach made up of the relatively coarse sand shown in Fig. 1 

(D  = 0.61 mm). This material was subjected to a simulated Great Lakes wave 

climate (neglecting tidal fluctuations and seasonal water level changes). 

Since an equilibrium profile in the usual sense of the word is never achieved 

in the prototype, the term "dynamic equilibrium profile" was coined. Dynamic 

equilibrium is said to occur when a beach is acted upon long enough by a 

simulated, annually recurring cycle of waves so that each year, the profile 

returns to the same shape at the same time of year.  For the simulated 

Great Lakes wave climate it was assumed that the total annual wave climate 

could be subdivided and grouped into three wave categories: 

a. approximately 250 days of "background wave action", where 

the wave height is equal to or less than 0.3 m and the 

wave period of the order of 4 seconds, 

b. approximately 15 days of "small storm waves" with a wave 

height of about 1.2 m and a wave period of 6 seconds, 

c. about one and one half days of "large storm waves" with a 

wave height of about 3 m and a wave period 7.5 seconds. 
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GRAIN SIZE,  D (mm) 
Figure 1:    Grain size distribution of beach material  used. 

POSSIBLE  BREAKER  ZONES     LIMIT OF UPRUSH 

2.5 m 

.1 M 
1, 2.5 m , 
1* 

BEACH ' 
ADJUSTABLE PLATES (DETAIL A) 

DETAIL  A 

Figure 2:    Sediment trap 
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Although the background and small storm wave action may occur any time, the 

large storm waves are strictly confined to late autumn and winter. For modelling 

purposes, however, it was necessary to group the classes of waves together and 

run them in a cyclical pattern. Thus dynamic equilibrium in these studies 

occurs when the above wave action simulated in neat cyclical form has taken 

place long enough so that the profiles at the same time during each cycle are 

the identical. From preliminary tests it was found that the background waves 

moved very little or no material and thus the model wave cycle was reduced to 

alternate small storm waves and large storm waves. The model scale chosen was 

25, i.e., the wave time scale was equal to 5. The ideal wave sediment transport 

time scale for two dimensional sand models (8) was found to be 210, for an 

assumed field particle size of 1 mm: not an unreasonable size for Great Lakes 

beaches under relatively heavy wave attack. Therefore the annual wave 

climate was simulated by a cycle of 110 minutes of 4.6 cm waves at 1.2 seconds 

followed by 11 minutes of 12.2 cm waves of 1.5 second period. The beaches were 

essentially shaped in the first five minutes of the large storm wave cycle and 

in the first fifteen minutes of the smaller storm wave cycle. Therefore the 

beach movement was correctly modelled with each of the above portions of the 

cycles coming to a pseudo equilibrium and errors in the estimate of sediment 

transport time scale resulting from the above assumptions did not result in 

errors in the beach profile development. 

Because of the simplification of the wave climate as a two phase cycle it is 

difficult to define real time accurately.  It may be postulated that spring or 

early summer occurs when the large storm wave portion of the cycle is completed. 

The profile resulting after the 11 minutes of large storm waves was therefore 

called the "winter profile". This would mean that late summer and autumn occur 

just before the start of the large wave portion of the cycle and thus the 

profile after the 110 minutes of small storm waves was called the "summer 

profile". 

It was concluded from these earlier tests (7) that the dynamic equilibrium 

(even with only two phases) was much to be preferred over the normal long term 

equilibrium as an aid to understanding the prototype. With respect to beach 

nourishment, it was found that offshore nourishment (material placed seaward 

of the offshore bar) could be instrumental in accreting the beach as long as 

the material was placed in early summer and above the normal summer step level. 
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Nourishment placed offshore in late summer (before the large storm waves) 

remained trapped in the breaking zone and would not move onshore; it would only 

lengthen the profile.  Onshore nourishment was only successful on long 

profiles which are normally associated with erosion. When the profile became 

shorter than a limiting value, called the "potential profile", onshore 

nourishment was totally unsuccessful. The combination of offshore nourishment 

to lengthen the profile and onshore nourishment yielded excellent results. 

The initial impressions gained from these early tests are obviously highly 

incomplete without considering the presence of transport in the longshore 

direction as well as grain size sorting which takes place as the profile forms. 

Therefore, the next series of tests were performed in a three-dimensional basin. 

This paper is a description of the gradual development of a workable three- 

dimensional test basin to perform these tests and of the dynamic equilibrium 

achieved. Also the results of some preliminary applications of beach 

nourishment are described. 

TEST BASIN DEVELOPMENT 

Three-dimensional testing basins have been used in many studies (including 

Refs. 4,13,14,15,17) and each of these layouts had its own peculiarities and 

shortcomings as described by the various authors. At Queen's the major 

limitation was space, thus requiring a highly efficient sediment trapping- 

feeding system to give a workable beach length. 

Sediment Trap 

The sediment trap, as shown in Fig. 2, consisted of three boxes covered with a 

hinged lid, leaving a 15 cm wide slot. This slot was covered with perforated 

plates to allow the sediment to pass into the trap while causing as little 

interference as possible with the wave pattern. The leading edge of the trap 

(end of the beach) consisted of 30 cm long, vertically adjustable plates which 

were moved up and down to match the existing beach profile. 

Originally the trap was placed outside of the downdrift wave guide to yield as 

much usable beach as possible but it was soon noted that the littoral drift 

was forced seaward as it approached the trap. This left a buildup of material 
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offshore at the downdrift end of the model causing the beach to rotate in the 

direction of wave approach. This phenomenon could be explained using the 

concept of wave set-up and set-down (2), which takes place in the basin but not. 

over the trap (Fig. 3). The set-up, landward of the breaking zone, causes a 

current toward the trap while within and seaward of the breaker zone, the 

set-down causes a current away from the trap. By continuity, the water level 

at point A will be high, forcing the longshore transport to seaward. This 

problem was rectified by placing the trap inside the downdrift wave guide, as 

shown in Fig. 4, so that the trapping zpne was subjected to the same set-up 

and set-down conditions as the remainder of the beach. 

Sediment Feeder 

For a short laboratory beach to behave like an infinitely long beach, the 

trapped material must be re-introduced with complete similarity at the upper end 

of the beach. This similarity must pay particular attention to variations in 

sediment volumes and grain size distributions with respect to distance 

offshore. The feeder system used in this study is shown in Fig. 5 and 

consisted of a conveyor belt which sheared sand from the bottom of a hopper onto 

a vibrating plate which in turn distributed the sand on the beach so that the 

waves could sort the material before it actually reached the test section. 

Wave Re-reflection 

Some earlier studies (4,11,14) noted that wave heights were not constant across 

the basin but had a tendency to increase in the downdrift direction. This was 

found also to be the case in this study. Most of this wave variability may be 

explained by re-reflection of waves within the model basin. 

The incident wave in the model, as well as in the prototype, is partially 

reflected by the beach, resulting in a reflected wave which is approximately 

one order smaller than the incident wave.  In the model, however, this reflected 

wave is re-reflected off the wave generator and the wave guides. The magnitude 

of this re-reflected wave depends on the quality of the wave filters used, but 

will be of the same order as the reflected wave. Considering only the first 

re-reflected wave (since subsequent reflections at the beach again reduce the 

wave by approximately one order) it may be seen that the simple model beach in 
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FIGURE   5:      SEDIMENT   FEEDER. 

FIGURE   6:       LIMITS   OF   RE-REFLECTED   ORTHOGONALS. 
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Fig. 6 consists of a section AB where only the incident wave at angle a 

occurs (like in the prototype), a section BC where the reflected wave, 

re-reflected by the generator only is superimposed at an angle 3a and a 

further section CD where the reflected wave after suffering a double re- 

reflection from the wave guide and wave generator is superimposed at an angle 

-a . Thus it may be expected that wave heights (and wave steepnesses) increase 

in the downdrift direction. This has important implications with respect to 

erosional patterns and the formation of the offshore bar, as shown in Fig. 7. 

An increase in wave height in the downdrift direction tends to rotate the model 

beach parallel to the wave generator. This phenomenon is completely 

independent from set-up problems near the trap as outlined above.  Further, 

since littoral drift is a function of twice the angle of incidence, the 

littoral transport will increase considerably in the downdrift direction as a 

result of the large angle of incidence 6f the wave which is re-reflected off 

the generator only.  In order to eliminate most of this model effect the basin 

was reconstructed for the last few tests to triple the shortest distance 

between the toe of the beach and the wave generator from 5.5 m as shown in 

Fig. 4 to 16.5 m. This resulted in elimination of the wave from direction 3a 

while the wave at -a    came completely across the whole beach, yielding more 

uniform conditions. The wave splitter walls shown in Fig. 4 are also conducive 

to spreading the re-reflected waves more successfully across the whole basin. 

THE DYNAMIC EQUILIBRIUM PROFILE 

Most of the tests were carried out in the basin shown in Fig. 4. A beach 

consisting of 12 cm of sand (Fig. 1) laid over a concrete beach sloping at 1:10 

was subjected to a simulated wave climate shown in Table 1. 

TABLE 1  Simulated Great Lakes Wave Climate Used 

Duration H T dG aG a 
0 

mm cm sec cm degs degs 

Large Storm Waves 11 14.0 1.5 48.5 9.4 11.8 

Small Storm Waves 110 4.6 1.2 48.5 9.4 10.4 

where  d„  is the depth of water at the wave generator 

a   is the angle between the generator and the beach 

c*0  is the extrapolated deep water angle of incidence 
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Soundings were made every 5 cm and to the nearest millimeter along the profile 

lines in Fig. 4 after each portion of the wave cycle was completed and these 

profiles were plotted to determine when dynamic equilibrium was reached. An 

"average profile" was also plotted. This can only be done meaningfully if 

model is so well controlled that the beach is relatively straight and does not 

rotate. The profiles may be summarized by a number of key parameters shown in 

Fig. 8. 

The first waves (large storm waves) shaped the beach so that the longshore bar 

was formed exactly where the breaking process takes place and Fig. 9 shows the 

relationship between the bar location and d, , the depth of breaking, and X , 

the breaker travel distance, as derived using the methods of the Shore 

Protection Manual (16, Ch 7). 

After one completed wave cycle very little change took place in the profiles 

and the equilibrium profiles were set up much more rapidly than in the two 

dimensional tests. This is a direct result of modelling the littoral processes 

in these tests.  In the two-dimensional tests supply and removal of material 

could only take place in the onshore-offshore directions and a great deal of 

moving back and forth and balancing from cycle to cycle accomplished a final 

equilibrium.  In the three-dimensional tests excess material was removed promptly 

by littoral drift and conversely, material was brought in rapidly to the areas 

needing supplies. The only parameter with a definite trend after one complete 

cycle was A  which slowly decreased until the seventh wave cycle. The final 

equilibrium parameters are listed in Table 2. 

TABLE 2  Dynamic Equilibrium Parameters 

Parameters 

Units cm 

A 
s 

cm 

e 
cm 

B 
cm cm 

SWL 

cm 

R 

cm 

SSWL 

Winter Profile 

Summer Profile 

147 

76 

15.7 9.5 

12.3 

96 

106 

56 

36 

.21 

.20 

Comparison with the two-dimensional dynamic equilibrium profiles (7) yields 

some interesting results. The two-dimensional A  was found consistently t 

be in the range 112 ± 10 cm. This was achieved by redistributing the 1:10 
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initial slope in the onshore-offshore direction using as an anchor the 

offshore bar which was no doubt established by the initial breakers, as in 

this study. The two-dimensional profile represented a "potential profile" - 

a limiting condition.  In the three-dimensional case, however, this lengthy 

redistribution process was not allowed to take place since littoral transport 

removed all excess material quickly leaving an eroded profile with a dynamic 

equilibrium considerably short of the potential profile developed in the two- 

dimensional work.  It will be seen later that upon nourishment, the potential 

profile is achieved. The longer A,  also resulted in a longer A  in three- 

dimensional work. The slope at still water is somewhat greater than in the two 

dimensional case, again because material is removed by littoral drift. The 

uprush R is somewhat smaller in three dimensions because of the steeper SWL 

slope as well as the angle of approach of the waves. The other parameters are 

quite comparable. 

The littoral transport during the period of larger storm waves at the time of 
3 

equilibrium was .05 m while for the longer period of smaller storm waves it was 
3 

.13 m . Scaling up to prototype these figures represent a littoral drift rate 
3 

of 2800 m /yr which is quite low for coarse beaches subjected to Great Lakes 

wave climates. This needs further investigation. Two factors will contribute 

to this low and distorted value of littoral transport. The simulation of a wave 

climate by grouping similar waves together as portions of cycles causes 

considerable scale effect in the littoral drift rate.  Littoral drift is 

greatest at the beginning of each individual storm and decreases with time. As 

a result of the grouping of storms, these individual time histories are 

modelled by one time history, causing considerable distortion. Further, Ref. 8 

gives two time scales, n   the time scale for sediment transport by wave 

action only and n   the  scale for coastal morphology, and for sediment 

transport in the     littoral direction. For this study using the assumptions 

mentioned earlier, the ideal time scales are 

n   = 210  and  n   = 38.4 
s m 

The first time scale was used in the three-dimensional study for two reasons. 

First, it would allow comparison with the two-dimensional study. Second, 

although it is more likely that the second scale is the correct scale to use in 

the three-dimensional work, the wave durations would be increased by a factor 

of about 5.5. 
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During the experiments it was noticed that all the beach shaping took place in 

the first three minutes of the larger storm waves and the first 10 minutes of 

the smaller storm waves. Again this can be ascribed to the littoral transport 

effectively removing excess material and supplying depleted material rapidly. 

Thus it was felt that using the scale of 210 gave sufficiently long durations 

to model the process properly even though the term "year" might not be 

directly applicable. Using the second time scale, the annual littoral drift 
3 

would be 15000 m /yr which is very close to the value observed in the field for 

the assumed conditions. 

CRITICAL SHEAR STRESS AND THE SUMMER STEP 

Since the summer step is flat in the two-dimensional as well as three-dimensional 

tests it was decided to use the work of Refs. 6 and 8 to determine the shear 

stress on the summer step to find out if a critical shear stress existed. The 

shear stress used is T , the maximum value of the shear stress on the bottom 

during the wave cycle. A number of tests varying H and T were specifically 

run for this purpose and for 19 two-dimensional tests with wave periods in the 

range 0.95 < T < 2.96 sec and wave heights 3.6 < H1 < 6.6 cm the mean value of 

the critical maximum shear stress  (T )  was 1.26 N/m with a standard 

deviation of 0.12 N/m . A further six tests in the three-dimensional basin, 

keeping T constant at 1.2 seconds but varying H1 from 3.3 to 5.5 cm 
A 2   ° 

indicated a mean value of (t )  of 1.39 N/m with a standard deviation of 
2 0 c 

0.13 N/m . The critical shear stress appeared to be constant. Dimensional 

analysis indicates for unidirectional flow that 

CVc        v* D 
#=fl(-' & 
s 

which is represented by the Shields diagram. It is not unreasonable to assume 

that for wave motion 

CVc        ^* D 
• „  = f_ ( —-— , wave-inertia interaction) (2) 
s 

Since only one particle size was used in these tests, other profile tests from 

the literature (5,10,12) and at Queen's (9,11) were used in conjunction with 

the methods of Refs. 6 and 8 to determine the effect of particle size.  Because 

of armouring of the beach surface D   was used in the analysis and Fig. 10 

shows that 
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CVc = 1000D9Q (3) 

in S.I. units, or 
v oJc 
v D 
's 90 

0.061 (4) 

Since (T )  is a maximum value and considering that a number of assumptions 

were made about the tests performed by the other authors, this is quite close 

to the normal Shields condition for incipient motion at higher Reynolds 

numbers: 

(T ) 
0 c = .05 (5) 

Y D 

In order to assess the validity of the Shields criterion in this work, the 

points were replotted as in Fig. 11 which shows all points above the Shields 

line reflecting the use of the maximum value of T  as well as some wave- 

inertia effect. The points were also plotted in Fig. 12 to compare them with 

"critical tractive force" work (3, p 173). The USBR line implies some 

sediment motion and all points are below this line. 

Further attempts were made to relate the summer step depth, I directly to 

wave parameters as was done by Bagnold (1) and Hijum (5). Figure 13 shows the 

results considering wave heights only. The scatter in this figure is mostly 

due to ignoring the wave period effect. 

ARTIFICIAL BEACH NOURISHMENT 

After dynamic equilibrium was reached and much time was expended in developing 

a basin, there was only time for a few nourishment tests. Although only few 

tests were performed, the test results will be given and these should be 

considered tentative until further work has been completed.  In order to 

maximize the usefulness of the results, the winter profile was nourished in 

the onshore region. This had been found to be the most efficient method of 

nourishment under two-dimensional conditions (7). The nourishment material had 

the same grain size characteristics as the parent beach material (Fig. 1) but 

because the waves had sorted the original beach material, many of the fines had 

been removed from the onshore zone of the parent beach and transported offshore. 

Thus the nourishment material contained more fines than the native beach in the 

nourishment area. 
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The original average dynamic equilibrium, the average profile of the 

nourishment and the average equilibrium profiles subsequent to another 10 test 

cycles, are shown in Fig. 14. The test cycles were kept the same as before 

(including the sediment feed rate). During the first cycle after nourishment, 

the small storm waves eroded the new foreshore and planed off the offshore 

bar. This resulted in an excess of material in the summer step region, which 

in turn resulted in a more violent summer breaker, which yielded a summer bar 

corresponding to X  and d  of the summer wave. The new SWL slope 

returned to 20% immediately although the nourishment material had been placed 

at 29%. Figure 14 shows that no nourishment material ended up seaward of the 

bar and that 72% of the original nourishment remained, while the rest was 

removed from the test section by increased littoral drift. 

The parameters for the new dynamic equilibrium are given in Table 3 

TABLE 3  Dynamic Equilibrium Parameters after Nourishment 

Parameters \ X 6 3 £ SWL R SSWL 
Units cm cm cm cm cm cm cm 

Winter Profile 116 11.4 8.8 119 50 .19 

Summer Profile 32 12.9 128 36 .21 

and comparison with Table 2 shows that A  has now decreased to 116 cm, close 

to the potential value for the two-dimensional tests. This has resulted in 

an attendant decrease in A  . Further,  6 and 3 have both decreased 
s 

indicating much more material present behind the offshore bar, SWL has 

moved out an average of 22.5 cm showing a net benefit at the shoreline. The 

other parameters remained the same. 

3 
The littoral drift during the period of larger storm waves was 0.067 m while 

3 
during the smaller waves it was 0.128 m which makes for a total prototype 

3 
drift of 3050 m /cycle, up slightly from the value for the initial dynamic 

equilibrium. 

A further nourishment was subsequently applied to the dynamic equilibrium 

winter profile described in Fig. 14 and Table 3. During the first summer, the 
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original nourished slope at SWL of 37% was reduced to about 20% again. The 

much shorter profile could not support the material eroded from the vicinity 

of SWL as had been the case in the previous nourishment and material was 

moved offshore of the existing bar. Here it was shaped by the first winter 

waves into a new bar 18 cm seaward of the previous bar. Equilibrium profiles 

occurring after a further nine cycles are given in Fig. 15 and the parameters 

are given in Table 4. 

TABLE Dynamic Equilibrium Parameters after a Second Nourishment 

Parameters \ A e B £ SWL R SSWL 
Units cm cm cm cm cm cm cm 

Winter Profile 113 10.9 8.5 131 51 .21 

Summer Profile 31 12.6 137 34 .20 

It may be seen that SWL has moved out an average distance of 10.5 cm and 

all other parameters are very much the same. This would indicate that the 

previous equilibrium profile was close to a potential profile which was shifted 

bodily to seaward by the nourishment.  In this case only 8% of the material was 

removed by increased littoral drift and thus the profile behaved very much like 

the two-dimensional tests of Ref. 7. The littoral drift during the period of 
3 

larger waves was .091 m  (up from the previous time) while for the period of 
3 

smaller waves it was .104 m (down from the previous time). The total drift 
3 

still represents 3050 m /cycle as before. 

CONCLUSIONS 

With respect to development of a three-dimensional testing facility it was 

learned that 

1. The sediment trap must be within the area subjected to wave action. 

2. Wave re-reflection from the generator alone causes superimposed 

waves at an angle of incidence of (3a), while re-reflection from 

both the generator and the wave guides results in waves at angle 

(-a) . The waves at -a cannot be avoided but the waves at 3a 

should be avoided in order to 

a. bring about uniform wave heights across the basin 

b. cause uniform littoral drift across the basin 
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c. prevent rotation of the beach in the direction of the 

wave generator. 

With respect to dynamic equilibrium profiles it was found that 

3. Dynamic equilibrium is achieved faster in three-dimensional tests. 

4. The profiles resemble eroding profiles rather than potential 

profiles in three-dimensional tests. Potential profiles are 

defined as those profiles which are as short as possible. 

5. The profiles develop around the offshore bar which is shaped 

early in the experiments at the breaking position of the large 

storm waves. 

6. The depth to the summer step is a function of critical shear 

stress resulting from wave action on the beach material. 

With respect to artificial beach nourishment, 

7. Onshore nourishment on eroding beaches is successful. 

8. Onshore nourishment on potential profiles results in a seaward 

shift of the whole profile. 

Further study of many of these aspects is continuing at Queen's. 
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CHAPTER 91 

PROPOSED "IMPROVEMENT" OF KAIMU BEACH, HAWAII 

By Doak C. Cox, Frans Gerritsen, and Theodore T. Lee* 

Abstract 

Proposals to "improve" a pocket beach at Kaimu, Hawaii have been under 
active consideration for a decade. The beach, which is famous for its jet 
black color has been receding for at least a century. The plans proposed 
have called for its enlargement, and most of them for its protection by an 
offshore breakwater. Advantages of a larger beach area, and of the improve- 
ment of swimming conditions if the breakwater were constructed, are 
undeniable. Loss of surfing sites would, however, have resulted from the 
adoption of any of the plans involving breakwater. Other disadvantages 
associated with some of the plans proposed would have included alteration of 
beach color, other visual impacts, and threats to archaeological sites from 
the quarrying of breakwater stone. Sand-loss estimates and breakwater 
construction criteria dependent on them were based on probably erroneous 
interpretations of historical evidence. Possible alternative sites for the 
provision of the swimming opportunity were not investigated. 

Serious question was raised whether the project would result in 
overall improvement. However, recent coastal subsidence has rendered all of 
the plans obsolete and the question is probably moot. 

Fig. 1 Photograph of Kaimu Beach in 1968 (Corps of Engineers) 

•Respectively Environmental Center, Department of Ocean Engineering, 
and Look Laboratory of Ocean Engineering; University of Hawaii, Honolulu, 
Hawaii, USA 
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Introduction 

Kaimu beach (fig. 1) is a pocket beach in the Puna District on the 
southeast coast of the island of Hawaii (fig. 2). Although no more than 
about a quarter mile in length (fig. 3), the beach would be considered im- 
portant simply because of the scarcity of beaches on that island and espe- 
cially in that district. It is in fact famous, but primarily because of the 
jet black color of its sand. It has been a visitor attraction longer than 
there has been a recognized tourist industry in Hawaii. However, the beach 
has long been retreating—indeed measures to control the erosion of its sand 
were considered as early as the 1910's or 1920's. This paper relates 
primarily to proposals for its "improvement" dating from 1966 when the Mayor 
of the County of Hawaii requested the Corps of Engineers to investigate 
possibilities for its restoration and preservation. 

PACIFIC 
OCEAN 

PACIFIC 

OCEAN 
I55W 

'Base Map' US Geological Survey 1/250,000.  Lava flows from Stearns| 
and MacDonald.l946iMacOonald and Abbott, 1970; MacDonald and Hubbard.1974. 

AHU 
• MOLOKAI 

LANA?^"' 
KAHOOLAWE    f 

Fig. 2 Topographic and geologic map of Puna District, 
showing location of Kaimu Beach 



1554 COASTAL ENGINEERING-1976 

NOTE '• Beach and subaerial Topography from COE 1974 Plan 
Geology and Submarine Topography from COE  1971 report. 

nof Craters- Kalapana Road 

LEGEND 
 Contours above 

MLLW water 
 Contours below 

MLLW water 
***** Basalt cliff 

Tree line 
rr-^   Boulders, cobbles 
•^-^    and pebbles 
E2EI  Basalt bedrock 
[rr?|  Black sand 

GRAVEL ___ 

~FLAT mm BftSALTS 

Fig. 3 Topography and geology of Kaimu Beach 

In the subsequent decade, plans for enlarging and protecting the beach 
have been made and revised several times by the Corps. At one time or 
another, in spite of considerable controversy, all approvals for a construc- 
tion project were secured,and federal, state, and county funds were released, 
but the necessary simultaneous correspondence of plans, approvals, and 
funding was never secured. All of the plans were rendered obsolete by 
coastal subsidence associated with an earthquake in late 1975 and the future 
of what is left of the beach may now be left primarily to nature to determine. 

The likelihood of an event such as has thus intervened was foreseen, 
but this likelihood was but one of several environmental aspects that led us, 
before the event, to propose a Kaimu discussion as a case history of a 
project whose characterization as an "improvement" was highly questionable. 
It seems best, even though it appears that the project will not be undertaken, 
to use a historic outline for this discussion. 

Origin and natural fate of the beach 

The Island of Hawaii consists essentially of the peaks of five predomi- 
nantly basaltic volcanoes rising from the ocean floor. Kilauea volcano, 
whose east rift is the source of lava flows forming most of the Puna district 
(fig. 2), is one of three that have been active in historic times. 
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Significant geologic events that have affected this district in historic 
times are listed in table 1 (Stearns and Macdonald, 1946; Macdonald and 
Abbott, 1970; Macdonald and Hubbard, 1974). As will be noted, several of 
the historic lava flows reached the coast. 

Table 1. Significant historical geologic events in Puna district 

Year Event 

1750 Eruption 
1790 ii 

1840 " 
1868 Earthquake 
1884 Eruption 
1923 II 

1955 II 

1960 II 

1961 ti 

1962 ti 

1963 2 eruptions 
1965 2 eruptions 
1968 Eruption 
1969 2 eruptions 

,, 3 reaching 

and 

1972   Eruption 

1973 
1974 
1975 

3 eruptions 
Eruption 
Earthquake 

Effects 

Lava flow from rift to S. coast 
Lava flow on rift 
Lava flow N. from rift 
Subsidence of S. coast 
Brief shallow submarine eruption 
Small lava flows on rift 
Cones and lava flows covering 6 sq. mi 

S. coast 
Cones and lava flow covering 4 sq. mi. 

extending to N. and S. coasts near Cape Kumakahi 
Small lava flows on rift 
Small lava flows on rift 
Mostly lava fills in pit craters on rift 
Lava flows covering 3 sq. mi. on rift 
Small lava flows on rift 
Lava flow from first eruption covering 2 sq. mi. 

near rift. Lava flows from second eruption, 
which continued into 1971, covering 22 sq. mi., 
3 of them reaching the S. coast 

Lava flows covering 14 sq. mi., one extending to 
S. coast 

Lava flows covering 4 sq. mi. near rift 
Lava flows covering 1 sq. mi. on rift 
Subsidence of S. coast 

Kaimu beach resulted from the entrance of a lava flow into the sea. 
Upon such entrance, lava often explodes forming deposits of volcanic ash. 
To the extent these deposits are within wave reach, the ash fragments are 
subject to reworking and transport. The resulting sand may be deposited, at 
least temporarily, in a beach at some relatively protected part of the coast. 
Such a beach is, however, an evanescent feature. The sand is subject to 
further comminution and transport by waves and wind, and the beach is certain 
to recede if not covered by a later lava flow. 

It is uncertain what lava flow was responsible for the ash from which 
the black glass sand of Kaimu was derived. The flow may have been a pre- 
historic one (Stearns and Macdonald, 1946). If so, the ash deposits that 
were the source of its sand may have been covered by the lava flow of 
approximately 1750, which entered the sea just northeast of Kaimu beach 
(fig. 4). In this case the beach has probably been somewhat protected by the 
coastal extension resulting from the lava flow. Alternatively, the 1750 flow 
itself may have both been responsible for both the bay in which it was 
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Fig. 4 Aerial photograph of Kaimu 
in 19S9 (U.S. Navy) 

deposited and the source of the sand (COE, 1971). 
deposits have subsequently been eroded away. 

In this case the ash 

In either case, the beach has been subject to erosion since the sand 
source was exhausted or covered. Some of the sand has been blown inland at 
Kaimu, some of it has undoubtedly moved into deep water offshore, and much of 
it has been transported northwestward to Kalapana (fig. 2) where it has been 
blown inland to form dunes. 

Evidence of the subsidence of Kaimu beach, possibly combined with 
retreat, was reported as early as the 1870's by Nordhoff (1874) in the form 
of coconut tree stumps sticking up out of the surf. Photographic evidence of 
coconut trees being toppled into the water in the 1880's was published by 
Agassiz (1889) (Fig. 5). Similar photographs have been taken at numerous 
times since (figs. 6-8); and rough or precise estimates of the rates of 
retreat may be made by comparisons of shoreline maps dating from 1892 to 1968 
and from beach profile surveys made in 1968 and subsequently (fig. 10). By 
the mid-1960's a rock ledge was exposed near the middle of the beach, and by 
the mid-1970's this ledge formed a conspicuous promentory (fig. 7). 

Table 1 does not include the several tsunamis that may have accelerated 
the beach retreat temporarily. Tsunamis accompanying the earthquakes of 1868 

Fig. 5 Photograph of Kaimu Beach 
in 1880's (Alexander Agassis) 

Fig. 6 Coconut tree roots exposed 
by beach erosion, 1972 
(Corps of Engineers) 
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Sift**! 

Fig. 7 Underlying lava exposed 
by beach erosion (1972) 
(Corps of Engineers) 

Fig. 8 Kaimu beach in 1973 
(Rick Scudder) 

and 1975 had runup heights of several tens of feet on the coast farther 
northwest, but the latter tsunami, at least, was of slight importance at 
Kaimu. Recent beach erosion was evident after the 1946 tsunami, but it is 
not clear that any significant addition to rate of retreat resulted. 

Project as proposed in 1971 

Proposal 

In response to the 1966 request of the Mayor of Hawaii for investigation 
of means to restore and protect Kaimu Beach, the Corps of Engineers issued a 
favorable reconnaissance report in 1967. Detailed project plans were then 
prepared which were described in a report issued in September 1971 (COE, 
1971). 

From shorelines supposedly mapped in 1910 and 1938 and a 1968 shoreline 
survey, average beach retreat was estimated at about 4 ft. per year, and 
average sand loss at 2000 cu. yds. per year. The Corps proposed enlargement 
of the beach, its protection by an offshore breakwater, and periodic replen- 
ishment of sand to replace subsequent losses that would occur in spite of 
the protection. 

The enlargement proposed would have required 40,000 cu. yds. of sand, 
which was to be produced by crushing and screening cinders from a nearby 
cinder cone, Kaakepa. With this volume, a dry-beach area of 100,000 sq. ft. 
would have been created. The breakwater proposed would have been about 
1350 feet long, extending across the entire bay and would have had a crest 
height of 2.5 ft. above mean lower low water. Use.of stone of at least 6 tons 
was proposed. The beach enlargement would have been similar and the break- 
water alignment identical to those shown in figure 11. Sand losses after 
breakwater construction, necessitating periodic sand replenishment, were 
estimated at 600 cu. yds. per year. 
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The Corps pointed out that this plan would produce, not only an 
enlarged and protected beach, but a protected swimming area where swimming 
has been hazardous because of the waves and a rip current. They recognized 
that the breakwater would have a visual impact, and that its construction 
would interfere with two surfing sites. 

Alternatives to the proposed plan included enlargement of the beach 
without a breakwater, with a submerged breakwater on the same alignment and 
with the same length as the proposed exposed breakwater, and a submerged 
breakwater on the same alignment but extending only 450 feet from the south- 
west shoreline. 

Objections 

Although the swimming opportunity that would have been created by the 
proposed project would clearly have been advantageous, there were expectable 
objections to the visual impact of the breakwater, the loss of surfing sites, 
and other alleged detriments. The University of Hawaii Environmental Center, 
in reviewing the proposal, pointed out the scarcity of surfing sites on the 
island of Hawaii, and also the traditional importance of surfing at Kaimu as 
a spectator as well as participant sport (Fig. 9) (Bretschneider et al, 1972). 

Fig. 9 Surfing at Kaimu 
(Rick Scudder) 

In addition, the Center called attention to the effects of using the 
crushed cinders for the beach enlargement. Spread on the beach, this material 
would have been harsh underfoot, and because it was brown, the jet black 
appearance on which the fame of the beach depended, would have been lost. The 
Center also questioned the Corps estimates of historic rates of beach retreat 
and sand loss. 

The source of the stone for the breakwater was described in the Corps 
report merely as within 10 miles of Kaimu. It later appeared that the prin- 
cipal source in mind was a lava ledge at Kalapana. The Center pointed out 
the existence of archaeological sites in the vicinity and questioned whether 
the quarrying operation could be carried out there without disturbance to 
these sites or esthetic detriments. 

The Center also commented that, although beach enlargement without a 
breakwater and use of lower or shorter breakwaters on the proposed alignment 
had been considered as alternatives, there was no evidence of consideration of 
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alternative modes of beach protection or of alternative sites at which the 
swimming opportunity could be created. The Center called attention to the 
opinion of the Look Laboratory of Oceanographic Engineering that the choice 
among alternative breakwater designs should be based on hydraulic modeling 
(Bretschneider et al, 1971). 

Project as proposed in 1972 

Proposal 

In response to some of the objections and questions mentioned above, 
and others, the Corps of Engineers revised its estimates and its proposed 
plan (COE 1972a) and prepared and issued an environmental impact statement 
on the project (COE 1972b, 1973). Estimates of beach retreat and sand loss, 
were revised on the basis of shoreline positions mapped in 1892, 1915, and 
1940, and beach surveys in 1968 and 1972. From the description of the 1892 
shoreline, it is assumed to have been that dated 1900 in the earlier Corps 
report (COE 1971). This shoreline and those plotted in the 1972 Project 
Report (COE 1972a) are shown in figure 10. The histories of the position of 
the beach front and of the sand volume in the beach as estimated by the 
Corps are shown in figure 12. 

Scale O       100     200    300 Feet 

NOTES •• 
1974 MHW shoreline interpolated from COE  1974 plan 
1968 and 1972 MHW shorelines from COE  1972 report 
1915 and 1940 shorelines from COE 1972 report (see text) 
1892 shoreline identified as 190b in  COE 1971 report (see text) 

Fig. 10 Shoreline history of Kaimu Beach 

The revised plan called, in sequence, for: 

1) Removal and stockpiling of 5,800 cu. yds. of sand from the beach. 

2) Adding 38,000 cu. yds. of new sand to the beach. 
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3) Monitoring for about two years, during which sand loss at a rate 
of 3000 cu. yds. per year was expected. 

4) Construction of the breakwater to the same length and on the same 
alignment as in the original  plan,  but with its crest at mean lower low 
water (fig. 11). 

5) Adding an additional 5J0OO cu. yds. of new sand to the beach and 
topping off with the 5,800 cu. yds. of original  stockpiled sand. 

6) Periodic replenishment of sand, averaging 1,200 cu. yds. per year, 
to compensate for continuing sand losses. 

The dry beach area on completion was estimated at 133,000 sq. ft., an 
increase of 101,000 sq. ft. over the existing area.    It was recognized that 
the breakwater would still  interfere with surfing,    It was also recognized 
that the water inshore of the submerged breakwater (crest at mllw) would not 
be as quiet as in the case of the exposed breakwater originally proposed 
(crest at 2.5 ft. mllw), but considered that this would not seriously 
detract from the swimming opportunity. 

Recognizing the importance of the color of the sand, the Corps 
proposed, as a possible- alternative to the use of crushed cinders, the use 
of greenish-black sand-sized ash derived from shoreline explosions of the 
1960 lava flow at Kumukahi (fig. 2). 

Objections 

In reviewing the 1972 proposal, the Environmental Center called 
attention to the fact that the original sand removed from the beach, stock- 
piled, and later replaced on top of new sand, would be most immediately 
affected by subsequent erosion (Johnson, 1973). The estimation of sand loss 
rates was again questioned. The Center pointed out that the Corps had 
assumed that the 1915 and 1940 shorelines were mean high water lines, where- 
as in Hawaiian usage they were more likely to be wave wash lines, and that 
the rates of retreat and sand loss had probably slowed as the beach retreated. 

The matter of alternatives was again brought to attention. An 
alternative of gradual sand replenishment without a breakwater, either at a 
rate just sufficient to balance the erosion or at a larger rate to induce 
increase in beach width, was pointed out as having seeming economic advan- 
tage (Cox, 1973). In addition, the importance of geologic hazards to the 
beach and the proposed project was discussed, with special reference to the 
hazards of lava flows and coastal submergence or emergence. 

Project as proposed in 1974 

Initiation 

Weighing the benefits, detriments, and uncertainties, the Environmental 
Council, advisory to the Governor of the State of Hawaii, recommended ini- 
tially against the undertaking of the proposed project. However, on the 
request of the Hawaii County Council, the Environmental Council reconsidered 
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the matter, and in June 1973 recommended the planning of a project similar 
to that proposed in 1972, but with the breakwater construction to be contin- 
gent on the results of monitoring: 

1) Construction phase I:    Beach enlargement 
2) Monitoring phase of two or, preferably, three years 
3) Contingent construction phase II:    Breakwater construction 

4) Periodic replenishment of sand to compensate for continuing losses. 

The Corps of Engineers was requested to "apply, whenever possible, the 
recommendations of geologists, ocean scientists, and other experts from the 
University of Hawaii" to the design of the first phase, and to consult with 
University experts on the monitoring program and the design of the 
breakwater. 

First proposal • 

An initial proposal was presented to the Environmental Council by the 
Corps in November 1974.    Enlargement of the beach (fig. 11) was to be 
accomplished using 30,000 cu. yds. of sand from the Kalapana ash deposits, 
which approached the Kaimu sand in color and size distribution.    Stability 
of the enlarged beach was an important consideration in the design configura- 
tion (fig. 11).    A monitoring period was called for with monthly surveys for 
three months after completion of sand emplacement, bimonthly for the rest of 
a two-year period, and annually thereafter for 10 years, unless it were 
decided earlier to construct the breakwater. 

It was proposed that the breakwater would not be constructed if all of 
the following sand-loss criteria were met: 

a) Initial rate:    less than 10,000 cu. yds. per yr. 
b) Rate during each subsequent monitoring interval:    less than 3,000 cu. 

yds. per yr. 

c) Average rate from completion of enlargement to any survey date in 
the first two years:    less than 1,300 cu. yds. per yr. 

d) Rate during any subsequent year:    less than 3,000 cu. yds. per yr. 
e) Average rate to any subsequent survey:    less than 1,300 cu. yds. 

per year. 

A decision to construct was to be made at the end of two years if any of 
the first three criteria were not met, and at any time thereafter if either 
of the last two criteria were not met.    The breakwater, if constructed, was 
to be a submerged one as in the 1972 plan (fig. 11). 

Beaoh-retreat and sand-loss estimation 

The Environmental Center considered that, in the light of the Council's 
recommendation to defer the breakwater construction pending actual observa- 
tion of the rate of sand loss after beach erosion, the criteria for 
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TYPICAL  SUBMERGED BREAKWATER 

Fig.  11    Kaimu breakwater as proposed in 1972 
and beach enlargement as proposed in 1974 

determining whether or not the breakwater should be built were critical, and 
that for this reason the estimates of beach retreat and sand loss should be 
reexamined.    In the Center's opinion, the criteria should exceed, but not 
exceed greatly, the loss rates expectable considering average natural loss 
rates at beach front positions equivalent to post-enlargement positions, 
expectable short-term departures from average loss rates, and some increase 
over natural loss rates due to non-equilibrium configuration of the beach, 
especially immediately after construction. 

The Center developed estimates of long-term beach retreat and sand loss 
rates, that were based on Corps of Engineers data, including the approximate 
position of the shoreline in 1892 and the results of a 1974 survey that had 
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iust been completed (Cox,  1974b).    Like the Corps, the Center was forced to 
assume that, in profile, the shape of the beach at the times when only shore- 
llnes had been mapped was similar to the shape when the entire beachfront 
was surveyed in 1968, 1972, and 1974.    Beach retreat and sand loss rates were 
related through use of a smoothed curve of loss-retreat ratios, obtained from 
lolps data" plotted against shoreline position.    However, the Center assumed 
that the shorelines mapped in 1892, 1915 and 1938 were not the high water 
line, as assumed by the Corps, but the "kahakai" or mark of the sea, the 
uppermost reach of waves as indicated by the vegetation line, as was 
conventional in Hawaiian cadastral surveying. 

The histories of beach retreat and sand loss in accordance with the 
Center assumption are compared with those in accordance with the Corps 
assumotion in fiqure 12.    In this figure the beach-front positions and beach- 
slld voices at the times of successive shoreline.and beach-front surveys are 
plotted relative, respectively, to the 1972 position and volume.    Beach- 
retreat and sand-loss rates as estimated by the Center are compared with 
those estimated by the Corps in figures 13 and 14.    In these figures.retreat 
rates and loss rates are plotted over the respective ranges in beach-front 
position between successive mapping or survey dates.    It will be seen from 
the latter figures that much more regular relationships between retreat and 
sand loss rates and beachfront position resulted from the Center estimation 
than the Corps estimation. 

300 

"        /\ 

/>\ <& 
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\*     \ ^ 

i                      ^   "-s               ^  ^         \ yr,                  Range in beachfront positions 

\ ^"^s           ^>               \ %,                  from single-profile surveys 
0<b.st\            X              \^V              by lnst',ute °* Geophysics 
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Fig    12   Historic beach front-positions and sand volumes in accordance 
with Corps of Engineers and Environmental  Center assumptions 



1564 COASTAL ENGINEERING-1976 

6r ^Smoothed 

Corps of Engineers 

Vithin this range UH measurements suggest 
a seasonal range of rates between -144 
and  I44ft/yr. 

100 200 
Beachfront position seaward from  1972, feet 

Fig. 13 Beach retreat rates 
as estimated by Corps of 
Engineers and Environmental 

Center assumptions 

t/ 

i 

,/|   '-Smoothed 
1  X 
1 

/'          f                       ^-Corps of Engineers _7J 

*- Recalculated 

Within this range UH measurements suggest a 
/ seasonal range of rates between -18,800 

and +17,200 cu. yds./yr. 
/ 

Fig. 14 Sand-loss rates as 
estimated by Corps of 

Engineers and Environmental 
Center in relation to beach- 

front positions 

100 200 
Beachfront position seaward from   1972 feet 

300 

The Center also made use of profiles of the beach surveyed by the Hawaii 
Institute of Geophysics in June and September 1962; January, April, and July 
1963; and July 1971  (Moberly and Chamberlain, 1964).    Because the Institute 
of Geophysics surveys were made on a single range, it was necessary to assume 
that, in plan, the shape of the beach was essentially the same on the various 
survey dates. 

Unfortunately, the position of the Institute range was never related to 
the positions of the ranges used by the Corps.    Hence the relation in 
figure 12 between the beach-front history based on Institute data and the 
longer term history is somewhat uncertain, and the implications of the 
Institute data are shown in figures 13 and 13 merely as ranges of uncertainty. 

The Institute data were, however, of use, together with the Corps beach 
surveys of December 1968, May 1972, and February 1974, in estimating short- 
term departures from long-term beach-retreat and sand-loss rates.    From the 
rates of sand loss indicated by various pairs of surveys, the normal  (long- 
term) rates indicated by figure 14 were subtracted, and the resulting depar- 
tures were compared,without regard to sign, in a log-log plot against the 
time intervals between the respective surveys.    Retreat rates were treated 
similarly.    The results indicated that departures from normal sand-loss rates 



KAIMU BEACH IMPROVEMENT 1565 

could well be as large as 25,000 cu. yds/yr. over a period of 2 months, 
5,000 cu. yds/yr. over a period of 6 months, 1,800 cu. yds. per year over a 
period of a year, and 600 cu. yds. per year over even a period as long as 
two years. 

The combination of normal rates of sand loss for various beach-front 
positions as plotted in figure 14, expectable departures from normal rates 
for periods of various durations, and sand-loss/retreat-rate ratios for 
various beach front positions, provided a basis for estimating the expectable 
rates of sand loss after the beach was enlarged and as it subsequently 
retreated (fig. 15), if it were assumed that the effects of any failure to 
attain an equilibrium configuration in construction would be small or of 
short duration.    Expectable cumulative sand losses after beach enlargement, 
estimated as indicated, are shown in figure 15.    This figure also shows the 
losses implied by the criteria for breakwater construction originally 
proposed by the Corps, and the losses that the representatives of the Corps 
and Environmental Center agreed jointly should be reflected in revised 
criteria. 

16,000 
Normal loss plus expectable 
short-term   departure 

2 4 6 8 10 
Time following as-built survey, years 

Fig. 15 Expectable cumula- 
tive sand loss after beach 
enlargement and proposed 
breakwater construction 

criteria 
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Revised proposal 

The Corps-Center conferees reported back to the Environmental Council 
in December 1974 (Belshe et al, 1974). In brief their joint recommendations, 
if the project were to proceed, were as follows: 

1. The 30,000 cu. yds. of sand to be placed on the beach should be 
drawn in accordance with the earlier plan (fig. 11) from the Kalapana ash 
deposits. 

2. A first monitoring survey should be made before beach enlargement, 
a second as soon as possible after completion of the enlargement, and subse- 
quent surveys at two-month intervals during the first year thereafter, four- 
month intervals during the second year, and annually thereafter for 10 years. 

3. The breakwater would be built if, and only if, the cumulative loss 
of sand after the as-buiIt-survey exceeded 4,000 cu. yds. at any time during 
the first year or 2,400 cu. yds. plus the product of 1,600 cu. yds. per year 
and the time in years elapsing from the as-buiIt-survey (fig. 15). 

4. The breakwater, if built, was to be constructed in accord with the 
submerged breakwater plans (fig. 11) using stone quarried from sites of no 
archaeological significance where scenic detriments and nuisance would be 
minimized. 

No estimate was reported of the rate of continuing sand loss after the 
breakwater was constructed, if it were constructed. Assuming the validity 
of the Corps estimate of the ratio of loss rates with and without the break- 
water, the periodic replenishment of sand needed to compensate for sand 
losses continuing after breakwater construction would have averaged about 
1,100 cu. yds. per year. 

Independently, the Center suggested that the Council should reconsider 
its decision to approve any modification of Kaimu Beach, calling attention to 
some of the objections that had been raised previously but seemingly not 
adequately considered. However, the joint Corps-Center recommendations were 
approved by the Council and transmitted to the Governor of the State of 
Hawaii and the Mayor of the County of Hawaii. 

Project as proposed in 1975 

Although the County Council of the County of Hawaii had approved the 
staged project, as proposed by the Corps in'1972, and had not objected to the 
proposal of the Environmental Council to make the breakwater construction 
contingent on monitoring results, and in spite of the subsequent planning 
efforts of the Corps and Environmental Center and endorsement of their recom- 
mendations by the Environmental Council, the County Council rejected the 
recommendations, in favor of a plan in which the breakwater would be 
constructed first and the beach enlargement accomplished second. In spite of 
the State Environmental Council's position, the State Department of Land and 
Natural Resources, which controlled the necessary state funds, concurred with 
the County Council. 
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The breakwater was presumably to be a submerged one, and the sand used 
for beach enlargement was presumably to come from Kumukahi, but it is not 
clear what volume of sand would have been placed on the beach nor where the 
breakwater stone would be obtained because, during the long delay, the 
federal funds originally allocated to the project, had been committed else- 
where, and the preparation of revised plans and undertaking of construction 
had to await a further allocation. 

Natural intervention 

Nature then intervened. On 29 November 1975 there was an earthquake 
with a magnitude and effects similar to those of 1868. A tsunami was 
generated that was responsible for two deaths on the coast southwest of 
Kaimu. The coast again subsided to a maximum of about 10 feet to the south- 
west and about 3 feet at Kaimu. Some subsidence seems to have continued since 
the quake, although the results of surveys have not as yet been published. 

As had been reported after the 1868 subsidence, the erosion of Kaimu 
beach accelerated after the 1975 subsidence (figs. 16 and 17). However, the 
height of the beach above sea level was reduced by about 3 feet and the 
depths along the proposed breakwater alignment as well as elsewhere were 
increased by the same amount. Hence neither the plans for beach enlargement 
nor those for breakwater protection could be considered at all appropriate. 
In addition County plans for other aspects of coastal development at Kaimu, 
private and public, were rendered questionable by the subsidence and the 
obvious exposure to the effects of earthquakes and tsunamis. Hence the eco- 
nomic justification for the project appeared to need reexamination. 

No final decision has yet been made that the construction project 
affecting Kaimu Beach should not be undertaken. The Corps of Engineers has 
indicated its possible availability for further planning. However, the 
County has decided that no further planning effort should be made for a 
while, at least until the question of continuing coastal subsidence has been 
settled. 

.,•   tf'    t Mil  *  -    > 

•» 

Figs. 16 and 17 Kaimu beach in December 1975 (Joseph Halbig) 
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Analysis and conclusions 

As in the case of most projects intended to modify natural conditions 
or processes, the Kaimu Beach project, in any of the plans proposed, would 
have resulted in a combination of benefits and detriments, some of both 
accruing as side effects, incidental to the benefits for which the project 
was proposed. The weighing of such benefits and detriments is supposed to 
be facilitated by the combined availability of project reports and environ- 
mental impact statements, after public review and resulting response, to 
decision makers. The process, seldom approaches perfection, and this review 
of the Kaimu case was undertaken to call attention to some sources of imper- 
fection to which special attention might usefully be paid in reviewing the 
process or applying it to similar cases. 

The benefit originally sought by the County of Hawaii was the 
restoration and protection of Kaimu Beach. All of the plans called for 
enlargement of the beach, but in a strict sense none of them could have 
restored the beach to its natural condition at some time in the past. It is 
quite doubtful that, without public review, the color change which would 
have resulted from the implementation of the 1971 plan would have come to 
general attention until the change had been effected, although there is 
little doubt that preserving the natural color of the beach was considered 
important. When the color change detriment was called to attention, the 
plans were revised to call for the use of sand more nearly matching the 
natural sand in color. 

More or less protection of the beach would have been afforded by any of 
the plans that incorporated a breakwater, and all of the plans called for 
sand replenishment after the project was complete to compensate for the lack 
of complete protection. The loss of surfing sites that would result from 
breakwater construction was recognized from the outset by the Corps, but the 
importance of these sites, on account of their traditional and continuing 
use, was highlighted in the public review process and more or less well 
recognized in the final environmental statement. 

The potential detriments associated with quarrying for breakwater rock, 
which came to light in the public review process, were circumvented by 
changes in the plans for quarry sites in response to the review comments. 

The swimtiing opportunity that the breakwater would have provided was 
identified by the Corps from the outset as a major benefit. Retention of the 
breakwater in the plans probably resulted from considerable public agreement 
with the importance of this benefit. However, in spite of the requirement in 
federal environmental law for the consideration of alternatives, possible 
alternatives for the provision of this benefit were never investigated 
because the Corps is not authorized to investigate the creation of beaches or 
swimming sites, but only their restoration and protection, and the state and 
county could not have counted on federal support for the investigation or 
construction where there was not an existing beach. 
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Some of the detriments of the project that were alleged in the public 
review process were examined and shown to be of little consequence--an 
alleged loss of fishing opportunities, for example. Some alternatives 
suggested in review were, however, brushed aside as being impractical without 
evidence of adequate investigation, for example, alternative types and align- 
ments of breakwaters. Trial dumping of sand cinders (or of cinders from 
which sand might be generated) east of the beach to nourish the beach indi- 
rectly (Johnson, 1973) was dismissed simply because "this alternative is not 
a positive approach to the problem and there is a possibility that the intro- 
duced sand would bypass the eroded areas completely" (COE, 1973). 

The questions initially raised in the first public review about the 
retreat and sand loss estimates, on which the benefit and cost appraisals of 
the project depended, were not satisfactorily addressed until the Environ- 
mental Council intervened. 

Of three geologic hazards, only the least consequential, that of 
tsunamis, was initially recognized. The lava-flow hazard, to which attention 
was called in the review process, was never analyzed, although historical 
statistics on which a reasonable analysis could be based became increasingly 
available during the planning period. Attention was called in the review 
process to the hazard of subsidence, but this hazard could not have been 
analyzed because there had been but one prior incidence of this hazard at 
Kaimu. Oddly, it was a second incidence of this hazard, that brought the 
project planning to a halt, at least temporarily. 

It seems quite questionable that, if all of the detriments, hazards, and 
alternatives had been recognized at the outset, any of the plans formally 
proposed would have been considered as representing, overall, an improvement. 
During the long planning period, however, increasing public and private 
commitments were made for land uses in the vicinity under the assumption that 
the Kaimu beach would be enlarged and a swimming opportunity created there. 
The decisions in early 1975 were almost certainly biased by developments 
that were stimulated by the initial proposal of 1971, although this would be 
difficult to document. Unfortunately the event that led to the halt also 
hastened the end of Kaimu beach, of which there are left only remnants. 
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CHAPTER 92 

CHANGES OP SEA BED DUE TO DETACHED BEEAKWATEES 

Osamu Toyoshima 

Director, Public Works Research Institute, Akabane Branch 

Ministry of Construction 

Ex-Director, Sea Coast Division, Elver Bureau 

Ministry of Construction, Japan 

INTRODUCTION 

Since most of the coast lines of Japanese Islands are faced on 

the open sea and are always attacked by severe waves, beach erosion is 

one of serious problems in the coastal engineering field.  Although 

Japan has all types of coastal land-forms except the glacial shoreline, 

remarkable recessions of coast line have been observed at sea cliffs 

and sandy beaches. The recession of sea cliffs has been found at sever- 

al districts in Japan since old times. But, beach erosion has become 

increasingly severe since the early 1950's.  The main causes of beach 

erosion are the reduction in sediment supply from rivers and the inter- 

ception of the longshore paths of sediment.  The former is caused by 

the river improvement works and by the construction of dams and debris 

barriers or Sabo works.  The later is caused by the coastal structures, 

such as jetties, groins, breakwaters, and flood-control outlets.  In 

addition a new type of beach erosion has been observed at the coast 

where coast protection works such as seawalls and bulkheads exist. 

The beach erosion defence works are being executed at more than 

300 sites in Japan. Considerable number of the works were commenced in 

the 1960's. 

1572 
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The author proposed ten years ago a detached breakwater system to 

develop the sand deposition "behind the "breakwater.   Up till now, about 

fifty or more works of the detached breakwater system have been con- 

structed under the guidance of the author, and most of them have brought 

about succesful results. The details of the design method about a de- 

tached breakwater system were presented by the author at the fourteenth 

International Conference on Coastal Engineering, titled "Design of a 

detached breakwater system". 

The paper takes an example in Kaike coast, and describes the 

changes of coastal protection works against beach erosion and the 

changes of sea bed after the construction of the detached breakwaters. 

OUTLINE OP THE KAIKE COAST 

Kaike, one of the most famous hot spring resorts, located on the 

root of the Yumiga-hama Peninsula which has been believed to be a sand 

spit formed by sand deposition discharged from the Hino River that fed 

sand to this coast. 

Rough waves from the east- northeast is refracted in Miho Bay as a 

result of the offshore topography and configuration of the coast  as 

shown in Figure 2.  These refracted waves give rise to the longshore 

current in the western direction along the Yumiga-hama Peninsula. 

Pis .1 Location map showing the Kaike coast and 
erosion has been comparatively severe. 

sites where beach 
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Pig. 2 The longshore current formed the Yumiga-hama Peninsula in 
ancient times, and now-a-days it erodes the Kaike coast on 
account of reduction of sand supply from the Hino River. 

In the early 1870's, a fountainhead of hot spring was discovered 

by fishermen in shore of the Kaike coast by chance. In those days, the 

shoreline of the Kaike coast had been advancing offshorewards year by 

year. In the 1910's, the former sea bed where the fountainhead of hot 

spring was discovered, changed into backshore, and the first spa was 

built on the beach. At that time, Kaike had sandy beach of width of 

more than 200 meters. 

About 1920, iron sand collecting for Japanese traditional steel 

making was abandoned in the upper reaches of the Hino River.  In addi- 

tion to this, a number of Sabo dams and agricultural weirs were con- 

structed along the Hino River.  These facts brought a remarkable reduc- 

tion in sediment supply from the Hino River and the advancing tendency 

of the Kaike coast turned into the receding one.   The shoreline at 

Kaike has receded more than 200 meters during the last half century. 

CHANGES IN COASTAL PROTECTION WORKS AT THE KAIKE COAST 

In the face of acute construction material shortage during the 

World War II, an attempt was made to weaken the rate of beach recession 

by means of primitive crib works using pine logs which had commonly 
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used in the river 138111!; protection works in Japan. 

Unfortunately almost of the works were destroyed soon after their 

completion by very strong actions of stormy waves. 

|P**^ 

   j 

Fig.3 In 1942, people in the seabord tried to weaken the longshore 
current by means of primitive crib works using pine logs, but 
these works were destroyed soon. 

In 1947»  after the War, Tottori Prefecture organized a research 

committee on the littoral drift control with experts and engineers re- 

presenting the universities and central and local governments.  There 

have never been any attempts to organize the technical and research 

committee concerning with the problems in the coastal engineering un- 

til the establishment of this committee. 

Before the establishment of this committee, Tottori Prefecture 

had constructed an experimental groin composed of rubble stones on the 

Kaike coast. But this groin subsided under the sea water level soon 

after its completion. 

In paralleling with the committee's research work, between 1949 

and 1950»  the local government constructed more five experimental 

groins which composed of large scale concrete blocks. 

Figure 4 indicates the change in the shoreline configuration 

during that period together with locations of constructed groins. It is 

noticed from this figure that groins resulted in accretion on the up- 

drift side and in erosion on the downdrift. However the shoreline in 

front of Kaike Spa advanced seawards in comparison with that before the 

scheme commenced.   The fountainhead of hot spring, indicated in the 

figure, was the Ho. 3.  Nos. 1 and 2 fountainhead,  located more off- 
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shore side than the Wo.3,    had been destroyed by the heavy beach ero- 

sion,  and vanished under the sea bed before 1940. 

Aug.'49 built 

- — _  Oct.'50 built 

Shore line on 27 June'47 

3 Oct.'49 
2 Apr.'Sl 

• 
D 

BAD] i   [—I 

IT 

Fountainhead ofvhot spring (No.3) 

E3 
~I nr ir 

Hot spring hotels at Kaike Coast 

Pig.4 Five groins were constructed between 1947 and 1950 in front of 
the Kaike Spa. Their performances in the initial stage were 
very effective and shoreline advanced seaward compared with that 
before the construction. 

Based on the proposal of the research committee and the success in 

the construction of groin system, Tottori Prefecture decided to con- 

struct eight groins in addition to that previously constructed. As seen 

in Figure 5, "the function of groin system gave the satisfactory ef- 

fect in 1954. 

1      built in  '47       8-10     built in   '52 
2            »   <<   '49     11          »    „   '53 
3-6           <<   '<   '50     12-14          "    »   '54 
7            <<   »   '51 

2 1 
14 10 9 7 

Shore   line  in July   '54 
"   Sept.'55 

0     50    100 200 300 400 500m       v   .,     r.     ., 

Pig.5 In the next summer after the completion of the construction of 
the groin system, August 1955, the Kaike coast was eroded again. 

In August 1955,  "the Kaike coast was heavily eroded by rough waves 

caused by Typhoon and the shoreline was in full retreat. 

Immediately after the heavy erosion due to Typhoon,  Tottori 

Prefecture constructed seawalls along the shoreline to withstand severe 

wave actions.  Based on the technical consideration in those days, 
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concrete stepped face seawalls illustrated in Figure 7 have been 

adopted as a suitable prevention structures against beach erosion in 

Japan. The construction of the seawalls had been made between 1955 and 

1961. 

1961 '60     '59     '55      1955       1956 1957 1959 1958 

Fig.6 The seawalls have been constructed between 1955 snd  1961, and 
most of the Kaike Spa have been protected from the severe waves 
by the seawalls in length of about 1300 meters. 

5MO    3.10m 

Fig.7 Concrete stepped face 
seawall was adopted 
in 1955. 

For several years after the completion of the seawalls, the Kaike 

coast had been seen like a stable beach, where very wide sandy beach 

extended in front of the seawall. 

Fig.8 In 1957,  the Kaike 
beach had been seen 
a stable wide sandy 
beach.   The berm 
height of sandy beach 
in front of the sea- 
wall was nearly equall 
to that of the crest 
of the seawall. 

• H 
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Even whe"n the Kaike coast was seemed to be stable, a large amount 

of beach sediment carried offshoreward with every attack of severe wind 

waves in winter. As the result of wave attacks groins and seawalls on 

the Kaike coast were damaged locally in January 1961. 

Fig.9 In December i960, 
most of the sandy 

beach were vanished. The 
arrow mark on the center 
of the picture shows the 
fountainhead No.3 shown 
in Figure 4- 

Fig.10 In January 1961, 
the stepped face 

seawall had been partly 
destroyed by the winter 
strong wave force. Waves 
had scoured beach at the 
foot of the seawall, and 
the body of the seawall 
had been scattered. The 
seawall had been recon- 
structed at once. 

-10m 150,50, 4.50m 

Fig.11      Reinforced      in- 
clined-face type 

seawall was    adopted      as 
the restored seawall. 
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The profile of seawall restored "by the local government was an in- 

clined-face type seawall with sandtight cutoff wall by steel sheet pile 

as shown in Figure 11. 

After a lull in "beach retrogression Kaike coast begun to retreat 

again in the early 1960's.  Incident waves directly struck seawalls 

and overtopped. In order to reduce wave overtopping, wave defence 

works composed of artificial concrete blocks were constructed in front 

of the seawalls. 

Pig.12 As the wave defence works, armour concrete blocks, named Hexa- 
leg block, were piled up in front of the seawall. But a number 
of these blocks have sank under the sea bed ( photo in 1970 )• 

As severe waves have repeatedly hit the Kaike coast,  the combina- 

tion system of groins and seawalls with wave defence works has shown 

its inadequacy in the protection function against beach erosion. When 

incident waves approach normally to the shoreline, some portions of 

incident wave energy are reflected from the seawall. 

This wave reflection results in considerable scour in front of 

seawalls and receding waves take away beach sediment seawards. Due to 

these unfavourable effects by the seawall, groins and wave defence 

works settled and scattered. Therefore the local government  often 

faced to restore and reinforce the protection works on the Kaike coast. 

In the early 1970's, the Kaike coast severely eroded again. 

Then,  the author proposed to construct  detached breakwaters as 

a countermeasure against beach erosion. 
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K""" ? V       .        MO        ,        300 400 5001. 

Fig. 13 The shoreline of the Kaike coast in 1970. 

PROPOSAL OF A DETACHED BREAKWATER SYSTEM 

For more than twenty years, in Japan, as a countermeasure against 

lieach erosion, many preventive constructions, suoh as seawalls  and 

groins, have been built. However, it turned out that the seawalls and 

groins are not necessarily effective measures to prevent beaoh erosion, 

and that they have even accelerated beach erosion in some cases. Then 

the author proposed a detached breakwater system ten years ago. 

This system has two major functions.  One is the dissipation of 

incident wave energy, by which beach erosion due to wave actions can be 

stopped.  The other is generation of diffraction waves,  by which 

development of a tombolo,  sand deposition behind a breakwater,  is en- 

couraged. A detached breakwater system consists of a group of break- 

waters, parallel with the shoreline, and is usually located in the 

surf zone. 

The first experimental work of this system was carried out at 

Ishizaki coast Hokkaido Prefecture under the direction of the author in 

1966.  Soon after the completion of the work, the tombolo was formed 

behind the breakwater, and the system were effective in the restoration 

of shoreline. Further twenty or more experimental works had been car- 

ried out on another coasts, and most of them have been successful. 

Although a considerable experimental works were carried out, this 

system is comparatively new and there are fewer examples compared 

with groins. Generally, of cause, construction work of the detached 

breakwaters is not easy and maintenance cost is also high, when they 
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are constructed on steep and deep sea bed. 

CONSTRUCTION OF THE DETACHED BREAKWATERS AT KAIKE 

The detached "breakwaters at Kaike were positioned in water consid- 

erably deeper than that  where the previous experimental breakwaters 

constructed.   Therefore,  the adoption and its positioning  were 

determined after long series of field surveys and researches. 

In June 1971» "the construction of the first breakwater at Kaike 

was commenced under the direct administration of the Ministry of Con- 

struction, and was completed in September the same year.  The break- 

water with the length of 150 meters was constructed at the water depth 

of about 5 meters where was 110 meters offshoreward from the seawall. 

The breakwater as seen in Figure 14 was comprised of rubble stones and 

armoured by tetrapods. 

Pig.14 Cross-section of the detached breakwater at Kaike. 

( a ) Sept. 1971 — Mar. 1972 

Fig.15 Changes of shoreline and equi-depth line before and after the 
construction of the No.l detached breakwater at Kaike. 
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After the construction of the first breakwater, the tombolo was 

formed in front of the seawall, and every eq.ui-d.epth line around the 

breakwater greatly advanced offshoreward in comparison with that be- 

fore the construction. The thickness of deposit sand was about 4 

meters at the apex of the tombolo, and about 2 meters in front of the 

seawall. 

According to the changes of sea bed  before and after the con- 

struction of the breakwater, it was estimated that most of the deposit 

sand was carried from the offshore sea bed at a depth of more than 12 

meters. 

Encouraged by the successful result of the first experimental de- 

tached breakwater, the Ho.2 breakwater was constructed in the follow- 

ing year, on the updrift side of the No.l breakwater.  The No.2 break- 

water was also effective in bringing back sand transported from  off- 

shore zone and in forming a large scale tombolo behind it. 

( b ) Mar. 1972 - Aug. 1973 

--^. Mar.'72 

Aug.'73 

"•-7.5--. -' 

~7-5---. 

Fig.l6 Changes of sea bed after the construction of the No.2 break- 
water. 

In progress of No.2 breakwater construction it was observed beach 

retrogression in the downdrift zone of No.l breakwater.  To eliminate 

the undesirable effect by Nos. 1 and 2 breakwater, No.3 breakwater was 

sited on the downdrift side of No.l breakwater.  The No.4 breakwater 

was in the updrift side of the No.2 breakwater in order to increase the 

covering area. 

These two breakwaters were constructed in the following two years, 

and were positioned at equall spaces of 50 meters. 
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I c ) Aug. 1973 - Mar. 1975 

Kaike  Coast 

Pig.17 Changes of sea bed after the construction of the Nos, 3 and 4 
"breakwater. 

Before the construction of the breakwaters, the shoreline has usu- 

ally been retreated by attacks of strong waves in winter. But after 

the construction, the sand depositing action of the breakwaters has 

continued and tombolos have become larger in their sizes even under 

the severe wave condition. 

At the Kaike coast, the progress of the construction of the break- 

waters and changes in shoreline features have frequently been recorded 

by means of the radio controled model plane. From the sequential aerial 

photographs, we can see the development of the tombolos and the refrac- 

ting wave patterns due to the breakwaters. 

Pig.18 Aerial view of the Nos. 1 and 2 breakwater  and tombolos by 
means of a radio controled model plane. 

1) July 27 '72 
No.2 breakwater is under 
the construction. 
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2) Aug. 24 '72 
Just after the construction. 

3) Sept. 11 '72 
Small tombolo appears. 

4) Sept. 29 '72 
The tombolo grows larger 
gradually. 

5) March 9 '73 
Strong waves attack the 
breakwaters and tombolos. 
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6) April 25 '73 
The tombolos are stable. 

CHANGES OF SEA BED DUE TO DETACHED BREAKWATERS 

In order to investigate the changes of sea bed, the survey of 

beach profile on each section have been made since 1958.   Before the 

construction of the breakwaters, there were considerable changes in 

the sea bed configuration.  However, since the construction,   the 

changes of the sea bed have become very little. 

Figure 19 are a typical example of survey results for the section 

No.8 which is located at the center of the Kaike Spa. There had been 

severe erosion on the sea bed between March I963 and August 1963» a^d 

it had continued.    After the construction of the detached break- 

water ( No.2 ), large amount of sand deposition have accumulated on 

the shore. 
0 E|>^*-i.                  1 — "•t^s^^L  Mar. 1963 4 

AUK, 1958    ^-Deposition b 
T   -i^.'.-T^" 

1 "'          '-• '—'-----^ •^•"•i*— •i.-liiL-!; 

SaaC wmz^vX^ 
ASJST^SE! 

-immm^m/MmmA 
;\ 
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-"•«*; fr». 
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'. ttovy- v              1                 1                 1 rH^^.       Mar 1975             Aug.'72  D.B.W.built 

:,:"^H    ^...WB                1 
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Fig.19 Changes of sea bed on the section No.8. 
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©  ®    (B)    © 

Fig.20 Annual changes of shoreline and sea bed on the section Ho.8. 

Figure 20 shows the annual changes of the sea bed on the same pro- 

file line No.8. In this figure, (s) represents the horizontal distance 

of shoreline from the seawall, and (A), (B) and (c) the water  depth 

from the still sea water level at the points of 100, 200 and J00 meters 

distant from the seawall.  The Ho.2 breakwater was constructed on the 

profile line Ho.8 in August 1972,  and it was very effective for depos- 

iting sand.  After its construction, the sea bed at the point (A)  in- 

dicated a remarkable shoaling, and the shoreline (s) greatly advanced. 

Above-mentioned severe erosion are also expressed in this figure, 

and the point (B) indicates remarkable change of sea bed three times 

during the period from 1962 to 1965. 

Similar changes of sea bed occured at the same time within the 

nearby area. Figure 21 also shows the.annual changes of sea bed at the 

points of 200 meters distant from the seawall (like point (B) ) on each 

profile line. We can see remarkable erosion of sea bed in I963 on the 

profile lines Ho.6 to No.12.  On the other hand, there were violent 

rise of sea bed on the profile lines Ho.2 and 4 in 1966,  and we cannot 

find out significant changes of sea bed in 1963 on these profile lines 

such as the profile line No.8. 

There are furthermore noticeable facts in this figure that, every 

sea bed have been going to rise since 1971, after the first detached 

breakwater was built, in spite of those offshoreward situation. 
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Fig. 21 Annual changes of sea "bed at the points of 200 meters distant 
from the seawall on each profile line. 

•Hie survey of sea "bed, that is sounding, have "been made within the 

limits of about 600 meters offshoreward from the seawall. After the 

construction of the detached "breakwaters, a lot of sand were transport- 

ed from offshore zone to the nearby area of the detached breakwaters 

not only onshore side but also offshore side of the breakwaters. How- 

ever, we cannot find out the eroded zone as the source of the sand sup- 

ply to the onshore zone. 



1588 COASTAL ENGINEERING-1976 

Table 1 Volumetric changes in the sea bed after the construction of 
the detached breakwaters at the Kaike Coast. 

Unit ; : cubic meters 

Number of 
breakwater 

Onshore side 
of breakwater 

Offshore side 
of breakwater 

Total 
volume 

No.4 break- 
water zone + 41,260 + 61,845 + 103,105 

No.2 break- 
water zone + 39,790 + 99,770 + 139,560 

No.l break- 
water zone + 35,835 + 101,575 + 137,410 

No.3 break- 
water zone + 1,200 + 45,265 + 46,465 

Total + 118,085 + 308,455 + 426,540 

Table 1 shows volumetric changes in the beach profiles calcu- 

lated from the survey results during the period from September 1971, 

before the construction, to March 1975, after the construction of 

the fourth breakwater.  It is noticed from this table that a con- 

siderable volume of sand has been deposited on the sea bed in the 

onshore and offshore zones of the breakwaters since the construction 

scheme of detached breakwaters commenced.   And now,  the Kaike 

coast has gained a stable sea bed by virtue of this detached break- 

water system. 

CONCLUSION 

The detached breakwater system at the Kaike coast is one. of the 

symbolical work in the countermeasure against the beach erosion  in 

Japan.   It is very effective in the shoreline protection, however, 

some problems involved this system still remain to be solved. The most 

important problem is subsidence of the breakwaters.  Up to now,  the 

subsidence of the breakwaters on the Kaike coast is considered to be 

moderate, but it is urgently needed to develop methods by which the 

speed of subsidence can be minimized. 
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Hereupon, our efforts must be continued without a break, so that 

the re-created beach may not be lost again. 

Fig.22 The latest aerial view of the Kaike coast ( in 1975 )» 

Reference: 

Osamu Toyoshima, Design of a detached breakwater system, 

Proceedings of the Fourteenth International Conference on 

Coastal Engineering, Vol.11 pp. 1419 - 1431,  1975. 



CHAPTER 93 

LOCAL SCOUR AMD CURRENT AROUND A POROUS BREAKWATER 

By 

Shintaro Hotta* and Nobuo Marui** 

ABSTRACT 

Scour at the foot of vertical homogeneous crib style walls which 
were used as models for detached breakwaters, and the rise of mean water 
leveT in the shoreside region of the breakwaters were experimentally 
investigated, and the experimental results were compared to some field 
data. 

Introduction 

Scour around coastal structures has been studied by many researchers. 
For examples, the scour at the foot of or in front of solid sea walls 
have been of special interest to many coastal engineers and researchers, 
and a quite good number of papers concerning it have already been 
presented.[ Sawaragi and Kawasaki(1960), Sato, Tanaka and Irie(1969), 
Herbick, Murphy and Van Weels(1965), Herbick and Ko(1968) and many 
others ]   The scour around breakwaters due to construction of harbors 
at sandy coasts were investigated by Sato(1972), Sato, Tanaka and Irie( 
1969) and Wada, Nishimura and Nirei(1970).  The scour around the pier 
structures in the surf zone was observed by Hotta, Uda and Sasaki(1976). 

Recently, the construction of permeable detached breakwater systems 
of concrete blocks has become widely practiced as a counter-measure 
against beach erosion.  Most of these breakwaters function effectively. 
It is, however, reported that some of them exhibit unexpected defect in 
their construction.  Many factors are related to the construction of 
the breakwaters and interact with one another in complicated ways. 
Of these, the local scour and wave-induced currents around the 
breakwaters are especially considered to be very important in successful 
construction of the breakwaters.  In relation to these problems, the 
scour at openings of detached breakwaters systems was studied by 
Toyoshima(1972) and Kawaguch and Sugie(1972), and a series of excellent 

*  Research Associate, Dept. of Civil Engineering, 
Tokyo Metropolitan University, Tokyo Japan 

**  Associate Professor, Dept. of Civil Engineering, 
Tokyo Metropolitan University, Tokyo Japan 
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field works on the scour at foot of the breakwaters have been carried 
out by the First Port Construction Bureau, The Ministry of Transport, 
at Nigata Coast where continuous detached breakwaters of concrete blocks 
about 5 km in length are situated 150m offshore.[ Katayama, Irie and 
Kawakami(1973)]  However, the problems of these breakwaters are still 
not fully understood, and thus, the problems still remain unsolved. 

The purpose of this study is an attempt to clarify the 
characteristics of the local scour and wave-induced currents, and the 
interactions between them around permeable detached breakwaters by 
laboratory experiments. A difficulty in experimental study is the 
similarity problems between the laboratory and the field.  As a means 
of solving this problem, some reseachers have used light specific gravity 
bed materials in their experiments.  Horikawa and Sasaki(1970) reported 
in their experiments concerning a study of artificial nourishment of 
beaches that the Mesalite, which is a kind of light-wieght concrete 
aggregate with a specific gravity of 1.65, was a good movable bed 
material.  Due to Horikawa and Sasaki(1970)'s results, fine Mesalite 
was used in these experiments as a bed material. 

Detached breakwaters usually have a trapezoid cross section. 
To simplify the scouring phenomenon, however, vertical homogeneous crib 
style walls were used as the model of the breakwaters in these experiments. 
Details about the model breakwaters will be described in succeeding 
section. 

Experimental Facilities and Procedure 

Experimental Facilities 

Experiments were carried out in a rectangular glass walled wave 
tank 0.8 m deep, 0.5 m wide and 27 m long.  At one end, the tank is 
equipped with a piston type wave generator.  The wave height can be 
changed by varying the stroke of the piston arm, and the wave period can 
be changed by adjusting the rotation of a rotary disk.  At the other 
end of the tank model beaches were moulded with a compound slope, 1/10 
and 1/40. 

Measurements and Observations 

Wave heights were measured by hook point gauges, electric platinum 
wire resistance wave meter and 16 mm meno-motion cameras.  The former 
two of these were used in the offshore zone.  To take the mean water 
level and the envelopes of wave crest and trough, beach and wave profiles 
were photographed by a 35 mm camera and 16 mm memo-motion cameras each 
measurement time.  The scouring depths and beach profiles were measured 
by a point gauge which ran along fixed rails on the wave tank and which 
was able to measure the water depth by moving up and down a rod with 
constant speed automatically.  Manomaters were used as another way to 
measure the mean water levels, and their results were compared with the 
results gained from the 16 mm cameras. 
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Bed Materials and Model Beaches 

Two bed materials were used in 
these experiments.  One was the Mesalite 
mentioned above and the other was a fine 
natural sand, specific gravity, 2.65. 
These were used to discover how the 
scouring patterns and beach changes 
differ with different bed materials. 
Grain size distribution curves of the 
two bed materials are shown Figure 1. 
As an initial beach slope, a compound 
slope with 1/10 and 1/40 was used. 
This initial slope was chosen to produce 
a wide surf zone similar to these of 
natural beaches in rough sea conditions 
within the limited wave tank length. 
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Figure 1 Grain size dis- 
tribution curves. 

Model Breakwaters 

It would seem that scouring patterns and beach changes would be 
affected by the hydraulic properties of the breakwaters.  From/this 
reason, four kinds of vertical homogeneous crib style walls we/e 
experimentally investigated.  Two thicknesses of model breakwaters and 
three kinds of filler were used.  The characteristics of the model 
breakwaters are shown in Table 1. 

Table 1 

symbol of the walls thi ckness of the walls filler materials 

Wl 2 cm gravel  5-8 mm 

w2 2 cm gravel  10-13 mm 

W3 
2 cm glass ball  18 mm 

W4 
5 cm glass ball  18 mm 
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Experimental Conditions 

Only one type of wave was used in this experiment.  The wave 
characteristics were as follows; 

wave period, T, = 1.1 second 
deep water wave height, Ho, = 10.8 cm 
wave steepness, H0/L0, = 0.057 

The deep water wave height was calculated from the shallow water wave 
height which was decided by means of Hely's method from wave data taken 
at constant water depth of the tank, 0.45 meters. 

Experimental Procedure 

After moulding the model beaches carefully,the walls were installed. 
First at 50, 100, 130 and the at 250 cm from the shoreline. After a 
wall was installed, the waves were started.  At the time of each 
measurement, the waves were first observed, then the wave generator was 
stopped, and the scouring depths and beach profiles were measured by 
using the point gauge.  A first series of experiments was finished, 
the Mesalite bed was removed, and it was replaced by the fine natural 
sand for the next set of experiments.  Each test was run until wave 
number t/T, was over 70,000, where t was experimental duration. 
This number was decided on the basis of the following consideration; 
that is, we assumed that if storm wave periods would be within from 6 
to 8 seconds, and storms would not continue over three day, the number 
of waves which would attack the breakwaters during a single storm 
would be roughly about 70,000. 

Experimental Results and Discussion 

Relationshop between local scour and beach change( sea bottom 
topogrphy change) 

One difficulty in the study of local scours is that both beach 
change and local scour exist together.  That is, the local scour is 
superimposed on the bottom topography, and their changes are complicatedly 
interacted.  Figure 2 shows an example of the local scour around a pier 
structure surveyed by the Authors, and P shows positions of piers. 
In this case, we can easily recognize that local scour is superimposed 
on the natural beach profile, and that the pier will not influence 
major changes in the beach profile because it is understood that the 
disturbance of wave motion around pier is small.  It is, however, not 
hard to imagine that the existence of a system of detached breakwaters 
on beaches will greatly influence wave motion, and it is difficult to 
predict the beach changes accompanying the change of the wave motions 
at the present time.  In fact, this prediction is an important problem 
with which we are confronted right now and which must be solved. 
As of right now, the correlationship between local scour and beach change 
from this study has not become clear. 
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Figure 2 An example of local scour around pier structure. 

Scouring Process 

The authors defined the scouring depth at the foot of the walls as 
the vertical distance from the sand surface of the initial slope to the 
scoured bottom.  Figure 3 shows the processes of scouring depth. 
According to Sawaragi and Kawasaki(1960) the scouring process at the 
foot of vertical solid walls could be classified as 4 types depending 
on the position in which wall was situated.  Sato, Tanaka and Irie 
(1969) classified it as 5 types.  However, in the case of permeable 
vertical walls, it is hard to find a tendency by which the scouring 
process can be classified according to the differences in the positions 
of the walls, bed materials or hydraulic preperties of the walls. 
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Figure 3 Scouring process. 
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Change of Beach Profile 

Figure 4 shows examples of final beach profiles and the ratios 
between wave heights with walls to wave heights with no wall at each 
point, X,.  From this figure, the following are pointed out; 
(1) Influence of bed material appears on the final beach profile wnen 
no wall are used, that is, the retreat of shoreline of a Mesalite bed 
is much larger than that of the sand bed.  When a wall is used the 
retreat of the shoreline is small.  However this retreat does not 
necessarily mean that the beach in the shoreside of wall is being 
eroded.  The retreat makes the swash zone steeper, and a swash bar is 
formed.  After that the shoreline retains its stability. 
Walls exhibit a sufficiently effective function.  (2) On the 
offshoreside of walls, waves become much lager than when no wall was 
used and become partial standing waves, and the loops and nodes of 
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Figure 4 Beach profiles and ratios between wave height 
with walls to wave height no wall. 

the standing waves closely correspond to the troughs and crests on 
the beach profile.  This result agrees with that on scour in front 
of solid seawalls obtained by Herbich and Ko(1968). 

The configuration of beach profiles in front of walls suggests 
that large sea bottom changes on natural beaches will occur in front 
of detached breakwaters. 
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The Maximum Scouring Depth 

In Figure 5, the ratios of scouring depths to deep water weve 
height, AS/H0, are plotted against the relative positions of the walls, 
X/Xb, where X is the distance from the shoreline to the positions at 
which the walls are situated, and Xb is the distance from the shoreline 
to break-point.  As seen from Figure 5, the scouring depths are 
largest at X/Xb = 0.38 and are small in the neighborhood of the break- 
point regardless of the bed materials and hydraulic properties of walls. 
It is not clear why the scouring depths are the largest at X/Xb = 0.38. 
However, it may depend on beach change.  As seen in Figure 6 and Figure 
4, the initial beach slope of this position, X/Xb = 0.38, was steeper, 
and the bed material moved largely offshore.  That is, one may say 
that the local scour overlapped on the lowering of initial slope due to 
beach change.   Might the local scour be AS' in Figure 6 ? 
In any cases, the scouring depth is not greater than the order of the 
deep water wave height. 
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Figure 5 The maximum scouring depth. 
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Figure 6   Examples of beach progile at X/Xb =0.38 
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Figure 7 shows the relationship between AS/HO and X/Xb in the case 
of solid walls.  In this case, the maximum scouring occurs when the 
walls are situated at the break-point or a little inside the break- 
point.  On this point, there is a remarkable difference between solid 
and porous walls.  Conversely, the fact that maximum scouring depth 
is not greater than the deep water wave height under stormy conditions 
is the same for each. 

Figure 8 shows scouring depths withAS/h instead of AS/H0. 
An advantage of this expression is that one can see the percent of 
scouring depths for the water depth in relation to the positions of 
the walls.  From this Figure 8 , AS/h is not greater than 0.6 without 
X/Xb = 0.38.   A maximum of about 2 m scouring depths was observed at 
Niqata Coast where detached breakwaters were situated in water depth of 
3 m about 150 m offshore.[ Katayama, Irie and Kawakami(1973)] 
In this case, the ratio ofAS/h was about 0.66.  This figure almost 
agrees with the results gained in our experiments. 
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Figure 7 The maximum scouring depth of solid seawalls. 
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Figure 8 The ratios between the maximum scouring depth to the water 
depth. 

Transmitted Wave heights 

Figure 9 shows the ratio between the wave height transmitted to 
to the inside region of walls and the deep water wave height. 
As seen in the Figure 9, the ratio depends on the size and shape of 
the filler materials and the width of the wall.   The larger the size 
of the filler, the larger Ht/H0 becomes.   The greater the width of 
the wall, the smaller Ht/H„ becomes.  Ht/Hc is smallest at X/Xb = 0.77 
regardless of the hydraulic properties of the model breakwaters. 
In the same Figure, the field data observed by The First Port Construction 
Bureau at Nigata Coast are also plotted.  In this plot, X/Xb is decided 
as follows: That is, because the position of the breakwaters is fixed 
X is constant( X = 150 m ).  The wave heights observed offshore at 10 m 
water depth were taken as the deep water wave height, H0. 
Using Goda's Breaking Index[Shore Protection Manual, U.S. Army, Coastal 
Engineering Research Center, pp 2-121 ] and assuming Kf = Kr = Kd = 1, 
the water depths of the break-point were read from the Figure. 
Then Xb were read from the sounding map. 

Field data show similar tendencies to those of the experiments. 
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Figure 9 Transmision coefficient. 

Rise of the Mean Water Level inside the Wall 

A rising of the mean water level was observed in the shoreside 
region of the breakwaters.  On the contrary, a lowering of the 
mean water level was observed in the offshoreside region of the 
breakwater.  This rising and lowering has a great influence on the 
current around the breakwaters.  Figure 10 shows a dimensionless 
plot of n/H0  and X/Xjj.  It seems that the rising of the mean water level 
depends on the position and hydraulic properties of the model 
breakwaters, but these influence are not clear within this experimental 
works  The magnitude of the rising of the mean water level is about 
5 - 10 %  of the deep water wave height.  Field data[ Katayama, Irie 
and Kawakame(1973)] are also plotted in the Figure 10.  X/Xb in Figure 
10 is decided in the same way as that described the previous section. 
The results of the field data are a little larger than those of the 
experiments.  From Figure 10, it seems that the rise of mean water 
level in the shoreside of the wall is not beyond 10 %  of the deep 
water wave height.   The lowering of the mean water level in the 
offshore region from the wall fluctuated according to nodes and loops 
of the partial standing waves. 
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Figure 10 Rise of mean water level inside of walls. 

The rising of the mean water level was analyzed.  Authors assumed 
the wave to be shown in Figure 11.  In equilibrium condition, if the 
Forchheimer's formula is assumed, the four equations in Figure 11 are 
given.  From these equations, finally, the rise of mean water level, 
»2 , is approximetedly given by a equation 1.  In this equation, a problem 
is to give/uand K (coefficient of permeability). It seems that the 
equation 1 will predict the rise mean water level in shoreside of the 
breakwaters, but it remains in discussion. 
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Figure 11    Analysis of rise of mean water level. 
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Conclusion 

In respect to transmitted wave heights and local scour, 
detached breakwaters function best when situated at the break-point 
or a little inside the break-point. 
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CHAPTER 94 

PREDICTION OF WAVE-INDUCED SEAFLOOR MOVEMENTS 

by 
1 2 

Leland Milo Kraft, Jr. , M. ASCE and David James Watkms , A.M. ASCE 

ABSTRACT 

Foundation design for offshore structures in areas where wave-induced 
bottom pressures cause submarine mud slides requires a knowledge of the 
potential depth of slide and of the magnitude and distribution of soil 
movements below the slide.  Several methods have been developed to evaluate 
the stability of the seafloor due to wave-induced bottom pressures.  These 
methods are reviewed and an improved procedure is presented.  This proce- 
dure makes use of finite element analysis and combines in a rational manner 
oceanographic information on wave statistics with stress-strain behavior of 
soils under cyclic load conditions in order to evaluate the effects of a 
given storm history on the behavior of submarine sediments. 

INTRODUCTION 

Storm-generated surface waves can cause cyclic variations of pressure 
on the seafloor that trigger large scale soil movements manifested by 
massive soil failures to penetrations as deep as about 100 ft (30 m) below 
seafloors with slopes of one degree or less.  Seafloor sediments most sus- 
ceptible to these bottom pressure induced movements are the very soft to 
soft, underconsolidated clays found at the mouths of many major river 
systems, such as the Mississippi, Amazon, Niger, Ganges-Brahmaputra and 
Mekong, where active deltaic development results in a rate of sediment 
accumulation that exceeds the rate of pore pressure dissipation by consol- 
idation. Fig. 1 illustrates that many of these deltaic regions are the 
site of major activity related to the installation and operation of off- 
shore oil and gas production platforms and pipelines. 

ARCTIC OCEAN 

PACIFIC   OCEAN 

DELTAS 
A PETROLEUM  FIELDS 

FIG. 1-MAJ0R  PETROLEUM  ACTIVITY ON THE  CONTINENTAL  SHELVES 

1 Manager,   Special Projects Group,  McClelland Engineers,   Inc.,  Houston,  Texas 
2 Project Engineer,  McClelland Engineers,   Inc.,   Houston,   Texas 
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When the seafloor is unstable 
the moving soil mass exerts lateral 
forces on offshore structures that 
can exceed the combined wind, wave 
and current force. Fig. 2 illus- 
trates the soil loading mechanism. 
This paper outlines procedures 
currently used to assess the depth 
of the failure zone and the magni- 
tude and distribution of accumulated 
soil movements produced by a given 
storm history.  The application of 
these results to analyses of soil- 
structure interaction, which is 
required for reliable and economic 
structural design of foundations in 
these sediments, is beyond the scope 
of this paper. 

STORM 
LOAD 

Very Soft 

i 
Becoming 

Soft 

VERY 
RECENT 
DELTAIC 
CLAYS 

\ 
Then 

Firm-to-Stiff 

FIG. 2-LOADS DUE TO STORM WAVE 

AND SUBMARINE SLIDE 

HISTORICAL DEVELOPMENT 

Fig. 3 shows the failure of a 30-in. (76 cm) diameter flare pile that 
occurred during Hurricane Carla in 1961.  This failure was an early demon- 
stration of the potential depths of soil failure and the magnitude of 
lateral soil movement that may occur in very soft deltaic sediments.  In 
August 1969, Hurricane Camille demonstrated convincingly the devastating 
impact of a submarine slide on offshore platforms.  In about 300 ft (90 m) 
of water in South Pass Block 70 one platform was overturned and displaced 
about 100 ft downslope, and significant lateral soil movements occurred 
to at least 80 ft (24 m) below the seafloor(20). A second platform was 
displaced about 3 ft (1 m) downslope without overturning, and a third 
platform was destroyed in nearby South Pass 61. 

These failures stimulated 
extensive and continuing programs 
to study submarine slides caused 
by storm-induced bottom pressure 
perturbations. The current state- 
of-the-art has evolved through many 
studies with contributions from and 
support by governmental agencies, 
academia, the petroleum industry 
and geotechnical consultants. To 
set the stage for the current state- 
of-the-art, the significant develop- 
ments and results of earlier studies 
are highlighted. 

FIG. 3-FLARE PILE FAILURE CAUSED BY 

SEAFLOOR SLIDE (After McClelland 

and Cox, 1976) 
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Limit Equilibrium Analysis 

One of the earliest published contributions that demonstrated the 
significance of storm-induced bottom pressures on submarine slope stability 
was presented by HenkelC7), who used a limit equilibrium method with an 
assumed circular failure surface. This concept, which is illustrated in 
Fig. 4," has been extended in practice to other shapes of potential failure 
surfaces and is used to estimate the depth of submarine slides, defined by 
the location of the deepest potential failure surface having a safety 
factor of one. Fig. 5, which shows the results of a limit equilibrium 
stability analysis for a location in the Mississippi Delta, illustrates 
that the potential failure surface with the minimum safety factor may 
underestimate the depth of the potential slide. 

I    WAVE LENGTH, L     , 

WAVE HEIGHT, H- r SURFACE WAVE 

MEAN  SEALEVEL 

PRESSURE INCREASE- 

. SLOPEi, 

MEAN  WATER 
DEPTH,D 

PRESSURE 
REDUCTION ^POTENTIAL' 

SFAILURE 
ijSURFACE 

SHEAR RESISTANCE 

FIG. 4—LIMIT  EQUILIBRIUM  ANALYSIS   FOR WAVE  INDUCED 

SUBMARINE SLIDES 

Horizontal Distance, m 
50 0 50 

2.0 
Safety Factor 

1.5 1.0 0.5 
Shear Strength, N/m^ x 10 ' 

0 20 40        60 80 

3.75 X104 N/m2  1        ^-BOTTOM  PRES 
\      /   ANOMALY 

i—3.75x 104N/m2 

FIG. 5-RESULTS  OF TYPICAL  LIMIT EQUILIBRIUM  ANALYSIS 
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The depth of slide zone is 
affected by the shear strength 
and unit weight profiles of the 
soil, and the amplitude and wave 
length of the bottom pressures. 
The interdependence between the 
influence of the amplitude and 
wave length of the bottom pres- 
sure anomaly on the stability 
of seafloor slopes for a very 
underconsolidated soil mass is 
illustrated in Fig. 6.  Greater 
bottom pressures associated with 
longer wave lengths tend to 
cause deeper slides.  If the 
design wave spectrum is known, 
analysis using combinations of 
wave lengths and amplitudes are 
made to determine the combina- 
tion of wave data yielding the 
maximum depth of slide. 

Amplitude of Bottom Pressure Anomaly Required 
to Cause Submarine Slide, N/m2 

0 500        1000      1500      2000   2500 

20 

"T" T" 

WAVE LENGTH 

SLOPE: 4 Degrees 
BUOYANT UNIT WEIGHT:4712 N/m3 

STRENGTH:362 N/m2/meter of 
penetration 

 I I  
50 100 
Wave Length, m 

150 

FIG.  6-DEPTH   OF  FAILURE ZONE  FOR 

ANOMALIES   OF VARYING  AMPLITUDE 
AND LENGTH 

Limit equilibrium analyses, 
however, do impose certain approx- 
imations that challenge the 
accuracy of the depth of slide 
predicted with this procedure. 
Limit equilibrium analyses treat 
the soil as a rigid-plastic material and do not account for either soil 
softening and strength loss produced by a large number of successive waves 
or for dynamic effects. Nevertheless, limit equilibrium analyses are use- 
ful during preliminary studies to assess the likelihood of submarine slides 
for a given oceanographic and geotechnical environmental setting. Results 
of limit equilibrium analyses, however, do not provide estimates of the 
magnitude and distribution of soil movements. 

Shear stresses computed using the theory of elasticity with a sinu- 
soidal loading have also been used to evalute stability.  In this case the 
computed profile of maximum shear stress is compared to the shear strength 

profile. 

Model Studies 

To gain further insight into the stability and deformational patterns 
of seafloor soils subject to wave-induced bottom pressures and to evaluate 
the applicability of limit equilibrium approaches, model studies have been 
performed using wave tanks(4,7,15,19,22). Results of these model tests 
have demonstrated the validity of the failure mechanism and have shown that 
the vertical component of the movement decays more rapidly with depth than 
the horizontal component, but there is a net lateral translation downslope. 
Below the failure zone the net downslope movement decreases to about zero 
where the soil experiences nearly elastic behavior. 

Results of these model studies demonstrated also that the yielding and 
movements of the seafloor soils can influence the development of bottom 
pressure amplitudes, which are usually computed from oceanographic data 
using linear wave theory that assumes a rigid seafloor.  DoyleW found the 

bottom pressures on the soils in the wave tank were about 0.27 of those 
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computed for a rigid bottom.  Gade(6) discusses the importance of soil 
yielding on the interaction between the water and soil.  Due to the com- 
plex interaction between wave length, water depth and soil properties, the 
bottom pressure amplitude computed for a rigid bottom may not always exceed 
the value experienced on a yielding bottom.  Since the magnitude and dis- 
tribution of soil movements are strongly influenced by the amplitude and 
wave length of the bottom pressure, more attention is required, as will be 
discussed subsequently, on the interaction between the water and soil. 

The qualitative results obtained from the wave-tank studies provided 
insight into a complex phenomenon and served to confirm general findings 
from analytic techniques in view of the limited field data available. 

NULL POINTs 

Finite Element Analysis: First Generation 

At the time some of the wave-tank studies were being made the finite 
element anaysis was being applied to the problem, and laboratory studies 
were initiated to develop stress-strain data for soft soils subjected to 
cyclic loads having periods coincident with storm loads. Wright and 
Dunham (25) first applied a finite element method with a nonlinear stress- 
strain response for the soils to evaluate seafloor response to wave-induced 
pressures.  Since this model does not include the effects produced by 
gravity loads, the lateral boundaries ^.„COT 
are located one-quarter wave length 
apart for reasons of symmetry and 
antisymmetry, as shown in Fig. 7. 
In this case, displacements are 
allowed parallel to but not normal 
to the boundary under the crest, 
and below the null point displace- 
ments are allowed normal to but not 
parallel to the boundary. The lower 
boundary of the mesh is located at 

a penetration where soil movements 
are negligible so that restricting 
soil movements at this penetration 
in the model provides a reasonable 
approximation to in situ conditions. 
The distribution and size of the 
elements are selected to be com- 
patible with soil property variations    pjg 
and the wave length and to provide 
reasonable numerical accuracy. 

7-QUARTER WAVE LENGTH 
FINITE ELEMENT MESH 

The nonlinear and inelastic behavior typified by the undrained 
behavior of cohesive soils were incorporated into the finite element model 
using an interative-incremental procedure(5,25) and a hyperbolic approxi- 
mation(8) of the soil stress-strain response for loading conditions: 

+ Rf E 

2 S 

e < e. 

2 S (1) 

where a.-o    =  deviator stress; e = axial strain; E. = "elastic" tangent 

modulus at e = 0; Su = undrained shear strength; and R = failure ratio, 
influence of the failure strain ef.  The comparison in Fig. 8 between 
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Eq. 1 and laboratory measured 
stress-strain response of a 
Gulf of Mexico clay shows 
remarkable agreement.  For 
unloading conditions, a 
decrease in maximum shear 
stress, the soil modulus 
value, Eur, is approximately 
constant with a value that 
generally equals or exceeds 
E^.  The parameters associ- 
ated with Eq. 1 were based 
on stress-strain data obtained 
from isotropically consoli- 
dated data. 

1.2 
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e50 = 0.62% 
- 

1 
1              1              1 1 
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AXIAL   STRAIN, PERCENT 
10 

FIG.  8-C0MPARIS0N   BETWEEN   MEASURED 

AND  THEORETICAL  STRESS-STRAIN 
RESPONSE 

Even though in situ gravity 
stresses were unaccounted for in 
these early finite element anal- 
yses, it was recognized that 
with vertical displacement of 
the seafloor mass under the 
action of a bottom pressure 
anomaly the gravity forces 
would tend to retard the tend- 
ency for instability, especially in very soft sediments where larger 
vertical displacements may occur.  The counter pressure due to the buoyant 
weight of the elevated soil is illustrated in Fig. 9. Wright and 
Dunham(25) describe an approximate procedure for adjusting displacements 
to account for the counter buoyant effect. Arnold(l) and Bea and Arnold'^) 
used the finite element method to evaluate soil movements at a site in 
South Pass Block 70.  Fig. 10 shows some results of their analyses to give 
perspective to the magnitude and distribution of computed movements due to 
wave-induced bottom pressures. 

DISPLACED SEAFLOOR 
AND COUNTER PRESSURE 

FIG.   9-COUNTER   BUOYANT   EFFECT   DUE TO   LARGE 

SEAFLOOR   MOVEMENTS 

Finite Element Analysis: Second Generation 

Although results from the first generation finite element studies pro- 
vided reasonable assessments of the distribution of stresses and displace- 
ments in a soil mass subjected to bottom pressure anomalies, the previously 
reported finite element analyses did not accurately account for either 

alterations in the soil properties due to the storm history or for gravity 
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stresses on the predicted soil move- 
ments.  These factors were addressed, 
but only accounted for in a very 
approximate way.  In addition, the 
interaction between the soil and 
water on the development of bottom 
pressures was neglected. Recently, 
Wright(24) described a procedure, 
based on a finite element anal- 
ysis that includes initial gravity 
and geologic stresses, for pre- 
dicting stress distribution and 
soil movements. 

Soil Motion Amplitudes, m 
0 0.2 0.4 0.6 

E 

§20 
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/ \ 
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/         ) 
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In situ shear stresses due to 
gravity and geologic stresses 
influence the seafloor response to 
wave-induced bottom pressures in 
three ways.  The magnitude of soil 
stiffness is influenced by the shear 
stress in the soil due to its non- 
linear stress-strain behavior, and 
the increment of additional shear 
stress that the soil can sustain due 
to wave-induced loading may be 
reduced as the initial in situ shear 
stresses increase.  Furthermore, 
when the gravity and geologic stresses 
are included, the stiffness moduli in 
the slope are usually not symmetrical 
about any parallel lines oblique to the slope.  This lack of symmetry 
exists also when the wave-induced stresses are superposed.  For an infinite 
train of uniform waves and negligible changes in soil properties with each 
wave cycle, the displacement patterns on lateral boundaries oriented per- 
pendicular to the slope and separated by one wave length should be identi- 
cal. Therefore, results of finite element analyses are based on equal 
displacements at corresponding penetrations on the two boundaries. An 
example finite element mesh for one wave length is shown in Fig. 11 toger- 
her with the boundary conditions normally used. 

FIG.  10-TYPICAL  MAXIMUM   SOIL 

MOVEMENT   INDUCED  BY  A  SINGLE 

WAVE   (After  Bea  and  Arnold.  1973) 

FIG.  11-FINITE   ELEMENT   MESH   -   ONE WAVE   LENGTH 
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The seafloor may often be approx- 
imated as an infinite slope inclined 
at an angle i, as illustrated in 
Fig. 12.  In an underconsolidated soil 
mass, excess hydrostatic pore pressure, 
ue, results in a hydraulic force; the 
resultant hydraulic force being per- 
pendicular to the surface. As shown 
in Fig. 12, the excess pore pressure, 
which is required to determine the 
effective stress state, may be 
related to the ratio of undrained 
shear strength of a normally con- 
solidated soil to effective consoli- 
dation pressure  (referred to as the 
c/p ratio), the buoyant overburden 
pressure, and the in situ undrained 
shear strength of the underconsoli- 
dated soil, Su. 

An additional assumption, which 
is used to compute the complete state 
of stress in the soil mass, is that 
the effective normal stresses on 
some two planes are proportional. 
For slopes less than a few degrees 
and for either the principal planes 
or planes parallel and perpendicular 
to the slope, the constant of propor- 
tionality between normal stresses on 
these planes may be about equal to the 
effective coefficient of earth pres- 
sure "at rest".  These stress condi- 
tions are summarized in Fig. 12. 

Early finite element results 
suggested that the magnitude of 
initial stress can have a significant 
influence on the computed soil move- 
ments.  These previous analyses , how- 
ever, have used stress-strain response 
measured on isotropically consolidated 
specimens.  The soil in situ experi- 
ences anisotropic consolidation, and 
the stress-strain response of an 
anisotropically consolidated specimen 
may differ appreciably from the 
response of an isotropically consoli- 
dated specimen, as illustrated in 
Fig. 13.  The comparison of secant 
moduli at equal levels of mobilized 
shear stress, shown in Fig. 13, indi- 
cates that larger soil movements may 
be computed with the smaller secant 
moduli associated with the isotrop- 
ically consolidated specimen. 
Wright(24) attempts to include the 

effects of both anisotropic consoli- 
dation and cyclic loading on the soil 

"i i cos ( 
\yyhz cos? ;-U| 
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K07 
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Soil Buoyant Unit Weight 

Excess Hydrostatic Pore Pressure 
= /bz-Su/(c/p) 
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solidated Soil 

Ratio of Undrained Shear Strength of Normally 
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Stress, p 
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stress-strain response by combining the shear stresses computed from finite 
element analysis on a plane parallel to the slope with strains obtained 
from cyclic simple shear tests that simulate the computed stress history. 

The second generation finite element procedure for computing wave- 
induced seafloor movements does not account for: 

(1) the soil stress-strain behavior for an anisotropic-consolidated 
condition, which is more representative of in situ conditions 
than the isotropic-consolidated condition; 

(2) the degradation in soil strength and stiffness that occurs due to 
cyclic stress reversals induced during the passage of a storm; and 

(3) the interaction between the water and soil on the development of 
the amplitude of wave-induced bottom pressure. 

A procedure for overcoming the first two limitations is presented in sub- 
sequent paragraphs. A procedure to overcome the third limitation has been 
developed, but will not be reported here. 

CURRENT PROCEDURE 

Stress-Strain Model 

The finite element model currently used is basically the same as the 
second generation model with the exception that the stress-strain behavior 
is described by a hyperbolic expression that accounts for anisotropic con- 
solidation. Results of a recent study by Donaghe and Townsend(3) showed 
that the undrained response of cohesive soils consolidated under a devia- 
torlc stress a,jc could be mathematically described by the modified hyper- 
bolic expression: 

£           (2) 
3   dc 

E. 
+ Rf E 

2S -a dc 

Eq. 2 represents soil stress-strain response for a single application 
of a static load. With the passage of a number of waves the soils may 
soften and lose strength. This degradation in soil resistance is influended 
by the spectrum of bottom pressure anomalies and in general decreases with 
penetration.  The cumulative soil displacements, however, can be estimated 
using Eq. 2 with appropriately modified parameters, which are determined 
from the spectrum of bottom pressures, estimates of induced stresses from 
finite element analysis using unmodified stress-strain parameters, and 
results from laboratory cyclic testing. 

Spectrum of Bottom Pressures 

A spectrum of bottom 
pressure anomalies is 
developed from deep-water 
wave statistics and char- 
acteristics of the seafloor 
in the vicinity of the site. 
A deep-water storm wave record, 
such as the one in Fig. 14, can 
be defined by a spectrum, the 
number of storm waves with 
various combinations of periods 
and heights. Depending on the 
water depth and soils at the 
site, the shorter period waves 

Time Scale,Min ft 10 Sec 

FIG. M-FOUR MINUTE PORTION  OF A TYPICAL 
STORM WAVE RECORD  (After Tricker. 1964) 
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of smaller heights that do not cause significant bottom pressure ampli- 
tudes are not considered in the analysis. 

The wave length L at a site with water depth D is computed for each 
wave period T from linear wave theory(23). 

,2* ,2 _ 2M tanh (M))   (3) (^ )2 = 
where g is the acceleration of gravity. Analyses, which include the 
effects of refraction, reflection, shoaling and bottom friction, are then 
made to determine the changes in heights of storm waves as they prograde 
from deep water across the continental shelf and over the site. After 
determining the heights and lengths of waves at the site for each wave 
period, the bottom pressure amplitude, Ap, produced by this storm-wave 
spectrum is computed from 

Ap = Y H/[2 cosh (2TO/L)] (4) 

As previously mentioned, the yielding of the seafloor with the passage 
of waves affects the development of wave heights and bottom pressures. 
Although analyses are not available to fully account for this effect, 
through a cooperative and interactive effort between the oceanographer and 
geotechnical consultant, approximate methods are available to evaluate the 
relative influence of a yielding seafloor on the development of bottom 
pressure amplitude for a given wave height.  These methods are based on a 
dynamic visco-elastic model(14).  The term "yielding" refers to a failure 
of the soil mass and not simply "elastic" deformations for which analytic 
methods are available. 
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A 100-year storm wave spectrum 
along with its spectrum of wave- 
induced bottom pressure at a site 
located in about 200 ft (60 m) of 
water in the Gulf of Mexico is 
shown in Table 1.  This data 
demonstrates that the maximum 
deep-water wave height does not 
always induce the maximum ampli- 
tude of bottom pressure. 

Initial Finite Element Analyses 

To obtain data for planning a 
laboratory test program of cyclic 
loading and to evaluate and inter- 
relate cyclic tests data with finite 
element analyses for predicting the 
cumulative soil displacements during 
a storm, finite element analyses are   (•»«».., D.B» .> SH. s7.9m 
first performed for a range in ampli- TARIF 1 
tudes and wave lengths typical of the 
expected spectrum on bottom pressure '"0 YEAR HURRICANE WAVE STATISTICS 
anomalies. Usually results are        AND TYPICAL BOTTOM PRESSURE 
obtained for 3 to 5 wave length con- SPECTRUM 
ditions and for 5 to 15 amplitudes. 
The stress-strain-strength properties of the soils used in these initial 
analyses are usually based on Remote Vane data(9)and on laboratory data 
obtained from the SHANSEP concept(1°) for a single load cycle preferably 
applied at a rate representative of the mean period of wave loads.  For a 
given spectrum of bottom pressures, a spectrum of stresses at any location 

0m and a period greater than 1 

.mplitude 5.6m 
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below the seafloor can be determined from the stress distribution com- 
puted with the finite element method. 

Fig. 15 illustrates a profile of computed lateral movements and the 
cyclic variation of shear stress on planes parallel to the slope for one 
wave length, but different amplitudes of bottom pressure. Fig. 15 also 
includes the soil properties and initial in situ stress conditions. The 
variation in stresses experienced by an element of soil during one wave 
cycle is shown in Fig. 16. 
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FIG. 15-SOIL PROPERTIES, 1ATERAL MOVEMENTS AND STRESSES 

The depth of soil failure determined from the finite element results 
for the conditions described in Fig. 15 was approximately 45 ft less than 
the depth determined from a limit equilibrium analysis. Deviations between 
the predicted depth of slide from limit equilibrium and finite element 
results depend on several factors including the strength profile.  The pre- 
dicted depths obtained from the two procedures tend to better agree when 
the failure occurs in a relatively weaker soil layer at some depth (2) 

To illustrate the importance of using a stress-strain model repre- 
sentative of anisotropically consolidated conditions, a finite element 
analysis was made for the conditions shown in Fig. 15, but using stress- 
strain data representative of isotropically consolidated conditions.  The 
results of this comparison, shown in Fig. 17, demonstrate that stress- 
strain response in terms of isotropically compared to anisotropically con- 
solidated conditions may result in much larger predicted displacements, but 
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the differences in stresses com- 
puted with both data sets deviated 
by less than about 30 percent. 

Stresses and displacements 
below the seafloor due to wave- 
induced bottom pressures can be 
computed for the other wave 
lengths in the spectrum, and 
combining these with the results 
in Fig. 15, an initial estimate 
of the soil stress spectrum can 
be developed. During the progress 
of a storm the seafloor response 
to a bottom pressure perturbation 
depends on the history of cyclic 
stresses due to previous wave 
action. The degree of progressive 
softening and loss of strength 
affects the stress distribution 
and the development of soil dis- 
placement that may accumulate 
during the storm. Knowing the 
spectrum of induced stress, a laboratory testing program is designed to 
provide modified stress-strain data for incorporation into the finite 
element analysis to predict cumulative soil displacements with the passage 
of a storm over a site. 

ohfl. 

Penetration: 
10 f-  86.9 m 
5 
0 

-5 
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FIG. 16-STRESS  VARIATIONS 

Modified Stress-Strain Response 

A series of cyclic stress pulses can be superposed on the initial 
consolidation stress in the laboratory to determined the accumulation of 
strain with each additional stress pulse. Laboratory tests are generally 
performed by either cycling with a constant stress or by applying a spec- 
trum of stress pulses.  Fig. 18 shows data obtained from cyclic tests on 
a Gulf of Mexico clay. 

MAXIMUM  00WNSL0PE 
DISPLACEMENT  RATIO 

(Isolropic Case to Anisolropic Cose) 

RATIO OF STRESS ON PLANE 
PARALLEL   TO SLOPE 

(Isofropic Case to Anisolropic Case) 
0 0.5 t.O 1.5 2.0 

FIG.  17-C0MPARIS0N   OF  RESULTS   FOR   ISOTROPICALLY AND 

ANISOTROPICALLY    CONSOLIDATED  STRESS-STRAIN   DATA 

The amount of cumulative strain and reduction in shear  strength due 
to cyclic loading with a constant  stress is  shown in Fig.   19.     If an 
element  of  soil  experiences  an equivalent  of   10  stress  cycles,   the 
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1000 

stress-strain curve marked N = 10 
provides a realistic estimate of 
the expected cumulative displace- 
ment,.  Studies by Lee and Focht^1^' 
and Norwegian Geotechnical Insti- 
tute(17,18) summarize the current 
experience of cyclic load test data 
for cohesive soils. The stress- 
strain response of soil subjected to 
cyclic loading is a function of the 
initial stress condition about 
which the cyclic stress oscillates. 
Preliminary research results(18) 
demonstrate that cyclic test data 
obtained for equal magnitudes of 
cyclic stress about different 
initial stresses can be equated 
if the results are interpreted 
with a normalized stress R, 

T~      1 
— IT  1 • • (5) R = ir 

<VV 
where T = cyclic maximum shear 
stress; x. = mean maximum shear 
stress; and Su = static undrained 
shear strength. 
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FIG. 19-STRESS-STRAIN RELATIONSHIPS 
AFTER CYCLIC LOADING 

The degradation to soil stress-strain-strength properties induced by 
a series of N cycles of variable stresses can usually be equated to an 
equilivalent number of cycles, Ne , of some reference stress Tref.  Com- 
bining this premise with laboratory cyclic test data and the profile of 
stress spectra, modified stress-strain-strength data can be generated for 
use with the finite element analysis to determine the accumulation of 
soil movements due to a spectrum of bottom pressures. The procedure used 
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to determine the appropriate modified stress-strain responses to predict 
these cummulative displacements, representative of the complete storm or 
some fraction of its history, is explained for a given penetration.  The 
process is repeated to determine the degree of degradation for other 
penetrations. 

(b) EQUIVALENT UNIFORM   STRESS 
HISTORY 

For the purpose of analysis, it is necessary to find a cyclic stress 
of uniform amplitude that has the same effects as the random stress his- 
tory due to the storm loading.  Lee and Focht(H) have presented a method 
for determining this equivalency, which is based on Miner's damage poten- 
tial concept(16) developed for the study of metal fatigue.  The essential 
elements of the method are presented in Fig. 20. As shown schematically 
in Fig. 20(a), the cyclic stress history, which was estimated from initial 
finite element analysis, contains 
N^ cycles of amplitude S^. The 
number of cycles of stress of 
this amplitude, %f, required 
to produce some predetermined 
strain, c , is determined from 
the results of laboratory 
cyclic loading tests as shown 
in Fig. 20(c).  If superposi- 
tion is assumed then the same 
strain, £_, is produced by 
Ne cycles of stress with ampli- 
tude Se. Thus, Ni:f cycles of 
stress of amplitude S±  are 
equivalent to Ne cycles of 
amplitude Se.  Therefore, N^ 
cycles of amplitude SJ are 
equivalent to (N-^.Ne)7N^£ 
cycles of amplitude Se. This 
procedure is repeated for every 
cycle in the irregular stress 
history to yield the number of uniform cycles of stress, Ne_, of ampli- 
tude Se that produce the same accumulated strain as the irregular stress 
history.  The equivalency is expressed by: 

(c)DETERMINATION OF  EQUIVALENCY 

FIG. 20-CONVERSION   OF  IRREGULAR  STRESS 

HISTORY TO  EQUIVALENT UNIFORM 
STRESS  HISTORY 

N  =  Z   (N./N.,) N 
eq      l if  e 

(6) 

Theoretically the amplitude Se of the uniform stress history equiva- 
lent to the random stress history may be selected arbitrarily.  Changing 
Se leads to a change in N  in Eq. 6, but any combination of Ne_ and Se 
is equivalent to any other.  Each defines the number of uniform cycles 
required to produce a specified accumulation of strain. However, a pro- 
gram of laboratory tests to confirm the validity of the procedure for a 
given soil is recommended. 

Reference Anomaly 

When computing the equivalency, it is convenient to convert the 
irregular stress history into an equivalent number of cycles of stress 
corresponding to the stress induced by the "most severe" anomaly present . 
in the spectrum being analyzed because analysis of the effects of this 
anomaly are used for the basic studies of seafloor response.  The term 
"most severe" refers to the anomaly that induces the largest stresses and 
displacements in the seafloor.  The anomaly of greatest amplitude is not 
necessarily the "most severe", nor does the anomaly of maximum amplitude 
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necessarily coincide with the surface wave of maximum height. The "most 
severe" anomalies are usually those of long wave length and large ampli- 
tude." The anomaly used to compute the equivalency is called the 
"reference" anomaly. Because the anomaly-induced stresses are a function 
of penetration below the seafloor, the equivalency number, Neq, also 
varies with penetration. 

Fig. 21 shows the profile of N  values representative of the con- 
ditions shown in Fig. 15 for the wave spectrum in Table 1. Fig. 21 also 
shows a comparison of profiles pf downslope movement computed with the 
appropriate stress-strain curves shown in Fig. 19 for the Neq profile and 
with the unmodified stress-strain curves. Above approximately 135-ft 
penetration the downslope movements accumulating with the passage of the 
storm exceeds the movement due to one application of a larger wave with 
unmodified soil properties. Below about 135~ft penetration the reverse 
is true. As the storm develops, the reduction in strength and softening 
in the upper material prevents transmission of the greater stresses due 
to larger waves, which generally occur near the middle of the storm. 

If sufficient degradation of the soil occurs the material in the 
failure zone acts essentially as a fluid-like mass.  Once this occurs 
additional accumulation of displacements below the failure zone are very 
small. When displacement analyses are conducted to assess the forces that 
must be sustained by structures founded in the seafloor, it is necessary 
to determine at what stage of the storm the combined effects of progressive 
softening and changes in the magnitude and distribution of soil movements 
result in maximum structural loading. 

CONCLUDING COMMENT 

The depth of submarine slides and profiles of soil movements, such 
as those illustrated in Fig. 15 and 21, are important input for analyses 
of soil-structure interaction and for the design of foundations at sites 
susceptible to submarine slides. Evaluation of the soil movement problem 
and the effect of soil movements on offshore platform design requires an 
interaction between the oceanographer, marine geologist, geotechnical 
engineer, and structural engineer.  The scope of this paper has been 
limited to only onceanography and geotechnical considerations required to 
estimate soil movements. 

The state-of-the-art for prediction of soil movements due to wave- 
induced bottom pressures has improved significantly during the past eight 
years. The procedures presented here were based on a static analysis, 
even though the wave-induced bottom pressures are dynamic loads. Although 
static analyses are often appropriate for the 10 to 15-second period loads, 
prediction of soil response in the failure zone and the transfer of 

. stresses into the unfailed soils would be better modelled with a dynamic 
analysis. More work, however, is required to better define the behavior 
of soils in post-failure conditions before further improvements in the 
state-of-the-art can be expected. 
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APPENDIX II - NOTATION 

Y, = soil buoyant unit weight 
D 

Y = unit weight of water 

Ap = bottom pressure amplitude 

e » axial strain 

e, = failure strain 

e = predetermined amount of strain 

e._ = axial strain at a shear stress equal to 1/2 S 50 n u 
a, = deviatoric consolidation pressure dc r 

a. = effective normal stress on plane parallel to slope 

0,-0- - deviator stress 

T = cyclic maximum shear stress 

T. = mean maximum shear stress or stress on a plane 
parallel to infinite slope 

T  . « reference shear stress ref 
c/p = strength ratio 

D = water depth 

E = "elastic" tangent modulus at e = 0 

E = "elastic" unloading modulus 

g = gravitational constant 

H = wave height 

i = slope angle 

K = earth pressure coefficient 

L = wave length 

N = number of cycles 

N = number of cycles of amplitude S 

N - equivalent number of cycles 

N. = number of cycles of amplitude S. 

N., = number of cycles of amplitude S. required to cause a 
strain of e 

P 
R = normalized stress 
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R_ = failure ratio, influence of the failure strain £, 

S = stress amplitude 

S. = stress amplitude 

S = maximum stress amplitude 
max 

S = undrained shear strength 
u 

t = time 

T = wave period 

u = excess hydrostatic pore pressure 

z = penetration below seafloor 
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ABSTRACT 

The size, number and application of offshore pipelines are steadily 
increasing. At the same time, the incidence of reported pipeline failures 
is also increasing. There appear to be several reasons for these failures, 
and they can be placed in two basic categories: 

1. inadequate cover, and 
2. low "specific gravity" of the pipeline. 

Under the first category the depth of burial may be insufficient, the type 
of burial material may be inferior to the material alongside the trench, or 
the compaction of cover material may be inadequate. Under the second cate- 
gory the pipe may actually float up to the surface from the ocean bottom as 
material around the buried pipe liquifies. 

An extensive literature search revealed that many studies were conducted 
by Meyers (1936), Waters (1939), Johnson (1940), W.E.S. (1940), Rector (1954), 
Wiegel, et al (1954), Saville (1957), Iwagaki and Noda (1962), Nayak (1972), 
Noda (1972), and Earattupuzha (1974). In general, two types of "equilibrium 
profiles" were developed in the laboratory flumes, the "ordinary" and the 
"storm" (sometimes referred to as summer and winter profiles). Despite 
numerous previous investigations, knowledge of the "scale effects" involved 
in equilibrium beach profiles is inadequate. Many authors have analyzed 
model data without stating the relation between model and prototype dimen- 
sions. In addition, many have claimed certain phenomena observed in the model 
to be independent of initial slope. 

An extensive laboratory study was conducted to evaluate the development 
of underwater bars and scour patterns with the pipeline buried at various 
depths below the ocean bottom. Pictures of the beach profile were taken 
at specific time intervals through the glass wall of the wave tank. 

Attempts were made to correlate equilibrium profile geometric quanti- 
ties, such as depth of offshore bar, scour depth and berm height with the 
wave characteristics. Qualitative agreement between laboratory and natural 
beach profiles were demonstrated by trial and error fitting of one to the 
other. 

1624 
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INTRODUCTION 

In more recent times, the energy crisis has caused acceleration of 
exploitation and exploration of the oil and gas reserves under the con- 
tinental shelf.    The most economical way of transporting oil and gas is 
through pipelines from offshore platforms or underwater completions to 
shore. 

In another widespread application of pipelines, environmental con- 
siderations and regulations call for the disposal of municipal and indus- 
trial waste in deeper water, both in lakes and oceans, than previously. 
Here, as in all engineering design work, a better understanding of soil- 
pipe interaction and magnitudes of various forces acting on an unburied 
pipe is required before good design criteria and engineering practices 
can be well defined. 

Experimental studies, mainly in the laboratory, but some in the field, 
have been conducted in many countries, notably in the U.S.A., the Nether- 
lands and Japan. 

While the petrochemical  industry is evaluating pipeline failures and 
design practices, such technical  information is generally restricted and 
not available.    Since design engineers have been made more conscious of 
failures in more recent years, pipelines are sometimes over-designed and 
excessively expensive to construct.    Over the past 10 or so years, the 
incidence of reported submarine pipeline failures, particularly of large 
diameter pipelines, has increased markedly. 

The American Society of Civil  Engineers appointed a Task Committee 
on Pipelines in the Ocean in 1969 to define the problems of pipelines in 
the oceans and to determine the state-of-the-art in the design and con- 
struction of pipelines in the oceans. 

This effort, which has not been sponsored financially, has attempted 
to define the problem and review the current state-of-the-art in the areas 
of environmental factors, design factors and construction factors.    The 
deficiencies were uncovered in the state-of-the-art1, in 

(a) structural and external pressure effects, 
(b) depth of burial, 
(c) economics of submarine pipelines, and 
(d) documentation. 

(d). 
The current project deals with the aspects described in (a),  (b), and 

The American Gas Association has been sponsoring a study on offshore 
pipelines2, particularly those in water depths greater than 200 ft.    The 
conclusions of the study to date indicate that 

(a)    considerable additional data are required to more fully evaluate 
pipeline-soil interaction, and 
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(b)    field measurements of storm-driven bottom particle velocities 
and accelerations should be obtained. 

Recent pipeline failures include the following: 

(a) One gas line, one telephone line and two water lines have moved 
upward through silty sand at the bottom of a ship channel from 
an elevation -51  ft to elevation -41 ft.    These lines were sub- 
sequently cut by maintenance dredging operations. 

(b) One 10-ft diameter steel bitumen-coated pipeline failed three 
times during construction.    The failure, which occurred during 
one major and two minor storms, was probably due to liquifaction 
of the silty sand sediment around the pipe.    One section of the 
pipe, weighing about 80 tons was found some 150 ft away from the 
trench in which it was placed and partially backfilled. 

(c) One 48-inch sewer outfall pipe failed during its first year of 
operation.    Higher than design wave forces are thought to be 
responsible for failure.    The pipeline was unburied. 

(d) One 48-inch water intake pipe was damaged and three sections of 
it displaced.    The pipe was buried and an analysis is being made 
as to the possible causes of failure. 

(e) One 60-inch intake pipe at a nuclear power plant failed before 
the plant was placed in operation.    Scour of sediment around the 
pipe exposed the buried pipe which was then subjected to forces 
for which the pipe was not designed. 

The information on pipe failures is difficult to obtain as construc- 
tion companies or owners are reluctant to discuss or even admit failure 
occurred.    The problem is complicated by the fact that disputes arise as 
to who is responsible for failure — the designer or the contractor.    It 
is not unusual for some cases to be taken to court.    It is hoped that per- 
mission will be obtained to eventually summarize and document recent pipe- 
line failures. 

LITERATURE REVIEW 

The relationship between many variables which govern beach deforma- 
tion are quite complex as was pointed out by many researchers studying 
beach formation, beach erosion, scour around piers and piles, and in front 
of seawalls, etc.    A large number of variables and their mutual  interaction 
further complicate analysis of experiment data. 

Assuming a two-dimensional approach, a review of the literature re- 
vealed numerous studies of model beach profiles conducted by Meyer3 (1936), 
Waters'* (1939), Johnson5 (1940), Rector6 (1954), Wiegel, et al7 (1964), 
Saville8 (1957),  Iwagaki and Noda9 (1962), Nayak10  (1972), Noda11  (1972), 
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and Earattupuzha12 (1974). Figure 1 shows a classification scheme developed 
by Sunamura and Horikawa13 (1974) for model beach profiles. Type II profile 
was generally observed in this study. Despite numerous previous investiga- 
tions, knowledge of scale effects is inadequate. 

A literature survey relating to scour and stability of submarine pipe- 
lines was conducted and reported by Ralston and Herbich11* (1968). The 
present study is partially an outgrowth of previous work which was supported 
in part by the U.S. Corps of Engineers. An additional survey dealing with 
the design of offshore pipelines was conducted in 1971-73 and reported by 
Manley and Herbich15 (1976). 

Coastal deformations can be divided into two general groups: long- 
term and short-term. Long-term changes are those changes in a coastline 
which occur over hundreds of years and result in a general prograding or 
recession of the shoreline. Of more interest to the coastal engineer is 
the short-term change which is associated with the variable wave climate 
and resulting sediment motion. Wave induced sediment motion can be divided 
into two components: alongshore motion and motion normal to the coast. 
This paper is concerned with the onshore-offshore motion. 

As waves progress onto a beach sediment motion occurs. The magnitude 
of the sediment transport depends on the wave characteristics. The result- 
ing changes in the beach have a feedback control on the incident waves. 
For example, changes in depths caused by breaking waves require changes in 
location of the breaking waves. Intuitively, it would seem that when a 
given beach is subject to waves of constant characteristics for a sufficient 
length of time, an equilibrium state will develop. In nature, the variable 
meteorological conditions and resulting variable wave conditions probably 
seldom allow an equilibrium to be attained. In the hydraulic model, where 
one has control over wave parameters, such as wave height and wave period, 
and beach parameters, such as grain size and size distribution, the concept 
of the equilibrium profile can be more readily studied. Thus, in nature 
the equilibrium profile needs to be defined in terms of statistical averages. 
However, in the laboratory the equilibrium profile is defined as a stable 
configuration in which the oscillatory motion of a given sediment particle 
is about a mean position, the sorting action of waves presumably having 
reached an equilibrium. The net transport across any section parallel to 
the beach is zero. 

The objective of this part of the study was to determine, through 
physical modeling, the effect of storm waves on buried pipelines approach- 
ing the shoreline. Scour depth and scour patterns have been evaluated in 
a two-dimensional wave tank. Three-dimensional effects have also been 
studied in a larger wave basin. The number of variables included wave 
characteristics such as height, period, wave crest direction, water depth, 
pipe burial depth, and beach slope. Preliminary results on three-dimen- 
sional effects indicate that local scour may be quite significant when 
pipes are placed at an angle to the approaching waves. 
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TYPE  I 

TYPE II INITIAL SLOPE 

SWL 

ARROWS DENOTE POSSIBLE DIRECTIONS OF NET SAND 
TRANSPORT. 

FIGURE 1.  NEW BEACH PROFILE CLASSIFICATION. 
AFTER SUNAMURA AND HORIKAWA (1974). 

Offshore 
Zone 

For£shore 
Zone 

initial slope 

final profile 

nearshore 
trough 

FIGURE   2.       NOTATION   USED   IN   THE   STUDY. 

(FROM REFERENCE   16) 
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EXPERIMENTAL STUDY 

Experimental studies were conducted to assess the required depth of 
burial  for a pipeline through the surf zone.    The problem was approached 
by using a two-dimensional beach profile.    Beach profiles were allowed 
to come to equilibrium in a 2-ft wide wave tank.    Two-dimensional  pro- 
files were recorded for a number of wave conditions and initial  slopes 
of 1:10, 1:20,  1:30 and 1:60.    The 1:60 slope study was limited because 
of instability of profiles associated with minor water level variations 
as observed by Smith16 (1975). 

A sample dimensionless plot of beach profiles for the slope of 1:20 
is shown in the Appendix (Fig. A-l). 

Attempts were made to correlate equilibrium profile geometric quanti- 
ties, such as the maximum depth of the nearshore trough (Tmax) and maximum 
height of the beach crest (Craax) with the wave characteristics.    Figure 2 
indicates the notation used in this study.    It was found that wave height 
varies spacially and temporally in the tank making it an unsuitable inde- 
pendent variable for determining linear regressions.    Deep water wave 
length (a function of wave period), however, was found to exhibit constant 
characteristics throughout a given test.    Thus, the deep water wave length 
was used as the independent variable in the linear regression analysis. 

Of the four attempted regressions, three were determined significant 
at the 5% significance level. Table I shows the correlation coefficients 
and regression results16. 

Table I 

Lo vs- Cmax r r2 

1:20 .94 .88 
1:30 .86 .75 

Lo vs-  Tmax 

1:20 .708 .502 
1:30 .002 .048 

v    r(.05, v)   significant 

8     .632        yes 
14     .497        yes 

8     .632        yes 
10     .576 no 

Where r = correlation coefficients; v = degrees of freedom = no. of obs. 
-2; r(.05, v) = tabulated values of r at 5% significance level; r2 = 
%  variance explained by the linear relationship of Cmax and l_0; Cmax = 
maximum height of the beach crest above the still water level; Tmax = 
maximum height of the nearshore trough below the still water level, and 
L = deep water wave length. 

Confidence intervals were determined for the C^x regression slopes 
and intercepts. The 95% confidence intervals for the slope and intercept 
of the 1:20 data are: bi = .014 + .003, ai = .085 + .028. Similarly for 
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1:30 data, b2 = .025 ± .006, a2 = .030 ± .061. Based on a 2-tailed t-test 
it was determined that at the 95% confidence level the populations repre- 
sented by the 1:20 and 1:30 data are significantly different. Thus, for 
the range of tested variables, the dependence of Cmax on L0 is not inde- 
pendent on initial slope of the model beach. The failure of the Tmax 
regression for the 1:30 data indicates that possibly some of the 1:30 Tmax 
values had not reached equilibrium. This is in agreement with earlier 
observations indicating that steeper beaches reached equilibrium in a 
shorter time. 

Hence the following relationships were obtained for a 1:20 initial 
slope: Cmax = .085 + .014 L0, for a 1:30 initial slope; Cmax = .030 + 
.025 L0, for a 1:20 initial slope: Tmax = .001 + .075 L0. 

Qualitative agreement between laboratory and natural beaches was 
demonstrated by trial and error fitting. Figure 3 shows such a fit. The 
required distortion of scales results in an unnatural repose angle at the 
foreshore. In addition, the wave parameters responsible for the natural 
profile are unavailable. However, the trial and error method is useful 
in determining a general scale factor. For example, a comparison between 
laboratory-obtained profiles and field profiles near Sabine Pass, Texas, 
indicate a horizontal scale of 1 to 25 and vertical scale of 1 to 8, or a 
distortion of about 3 to 1. 

PIPELINE STABILITY 

An offshore pipeline must have sufficient horizontal and vertical 
stability against all environmental and imposed forces. Although environ- 
mental and gravitational forces are of primary importance, constructional 
and operational loadings should also be taken into account. 

The gravitational forces include the weight of the pipe (either steel 
or concrete), weight of the corrosion protection coating, weight of the 
concrete coating (in case of steel pipe), and weight of the fluid in the 
pipeline. 

The environmental forces depend on the storm severity, location of 
the pipeline and water depth. They are quite complex and variable. The 
forces acting on the pipeline include those due to storm or hurricane 
waves, vortex shedding and foundation strength. 

Since forces due to waves may be considerable, particularly in shallow 
water, the most obvious solution is to place the pipeline in an excavated 
trench and cover it with suitable material up to the original underwater 
beach profile. There is no easy answer to this question as the depth of 
cover required will depend on a great many variables, including the wave 
climate, sediment size, littoral current, liquefaction potential, etc. 

Buried pipelines approaching and passing through the surf zone must 
be placed below the storm beach profiles, or below the "winter" profiles. 
Such profiles must be determined prior to the design of the pipeline's pro- 
file and selection of burial depth. It has been found that in many cases 
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offshore pipelines failed due to inadequate cover or due to the fact that 
the pipeline profile generally followed the underwater beach profile ob- 
served at one time of the year, sometimes only during the summer period 
(or having a "summer" profile). 

DEPTH OF COVER OVER PIPELINES 

For safe design the pipeline should be buried under the storm beach 
profiles.    The actual depth of burial would depend on the storm frequency 
selected, the importance of the project, and on possible environmental im- 
pact should the pipe fail, etc.    The forces induced by waves on the buried 
pipe are generally not large, particularly as compared with unburied or 
partially buried pipe.    Figure 4 indicates the coefficient of drag (CnJ, 
coefficient of inertia (CM) and coefficient of lift (C|_) on pipes located 
above the bottom, touching bottom and partially buried (2).    For example, 
the forces due to drag on a pipe suspended 20 inches above the bottom are 
five times as large as on the pipe partially buried (protruding 0.25 of 
its diameter above the bottom).    The effects of drag causing scour are 
shown schematically in Figure 5. 

In order to develop safe design criteria for pipe cover two types of 
profile characteristic dimensions were considered: 

1. (a)    Maximum depth of trough below initial  slope - Tmax, 
(b)    Maximum height of offshore bar above initial  slope - Bmax, 

2. (a)   Depth of trough below mean low tide - h-,, 
(b)    Depth of bar below mean low tide - fu. 

Ideally, all measurements should be taken either during the storm or 
as soon as practical after the storm.    If no measurements are available, 
laboratory developed "equilibrium" profiles may be used provided a dis- 
torted scale is determined on the basis of laboratory-field comparisons. 

Plots of hy as a function of hr, have been determined from both field 
and laboratory data (Figure 6).    The experimental laboratory data for 
beach profiles of 1 on 10, 1 on 20, and 1 on 30 are shown in Table II.    A 
summary of recent laboratory results indicates that beach slope affects the 
ratio of hj to hr, (Tables III and Figure 7).    For example, the hj/hr, value 
for 1 on 10 slope is 1.80 with a 95% confidence interval of ± 0.21 while 
the value for 1 on 30 slope is 1.35.    Previously analyzed profiles are shown 
in Figure 6. 
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Pipe  Position 
with   respect   to CD cM cL 

• L*•   20" 1.0 1.5 0.5 

• L   = 
3"-20" .95 1.5 0.5 

'*".-••   ."" 

• Pipe 
Touching 

Bottom 
.75 1.5 1.0 

-mm 
L  "  0.25 
Diameter .50 1.5 .85 

•. - -HA 

L  -=  0.50 
Diameter .25 1.5 .75 

L   '  0.75 
Diameter .20 1.5 .20 

Figure 4. Recommended Drag (CD), Inertial (CM) and Lift (Ci ) 
Coefficients for Different Pipe Positions with Respect to the Mudline 

(Reynolds Numbers > 200,000) 

(from Reference 2) 

Figure 5. Drag Effects on Partially Buried Pipelines 

(from Reference 2) 
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TABLE    OF    hT/ h. 

INVESTIGATOR LOCATION                           h ' hc 
KEULEGAN LABORATORY 
SHEPARO SCRIPPS   PIER 16 
ISAACS WASHINGTON - OREGON 

CAPE  COD 34 
HERBICH YAR80R0UGH  PASS , TEXAS 35 
HER81CH 6ALVEST0N  , TEXAS 32 
HERBICH MATAGORDA  , TEXAS 85 

DEPTH    OF    BAR    -    FEET    BELOW   MSL 

FIGURE 6.  RELATIONSHIP BETWEEN DEPTH OF TROUGH AND DEPTH OF BAR 

2.0 

Jhr 
he 

1.0 

0.02 0.04 0.06 0.08 

i:60 L30 1:20 

Beach   Slope 

1:10 

FIGURE 7.  RATIO OFr^-ASA FUNCTION OF BEACH SLOPE 
C 
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TABLE II 

EXPERIMENTAL TEST DATA 

Test No nT ^"> nC ^n> hT Time (hrs) 

2B 3.7 1.7 2.18 13 
2C 2.9 1.4 2.07 15 
3C 2.2 0.9 2.44 11 
4A1 3.2 1.9 1.68 5 
4B1 3.3 1.8 1.83 15 
4C1 3.8 1.6 2.38 13 
4D1 3.2 1.8 1.88 13 
4E1 2.6 1.6 1.63 13 
5A1 3.6 2.4 1.50 13 
5B1 3.1 2.9 1.07 13 
5C1 3.8 2.0 1.90 13 
5D1 3.2 2.0 1.60 13 
5E1 4.2 3.1 1.35 13 
6C2 8.4 3.5 2.4 7 
6E2 2.4 1.2 2.00 7 
7C2 3.7 2.5 1.48 7 
7E2 3.3 2.8 1.18 7 

Series No. 1 Beach Slope 1 :10 

Depth of Trough Depth of Bar hT 
hC 

hT (in) hc (in) 

3.7 1.7 2.18 
2.9 1.4 2.07 
2.2 0.9 2.44 
3.2 1.9 1.68 
3.3 1.8 1.83 
3.8 1.6 2.38 
3.2 1.8 1.88 
2.6 1.6 1.63 
3.6 2.4 1.50 
3.1 2.9 1.07 
3.8 2.0 1.90 
3.2 2.0 1.60 
4.2 3.1 1.35 
8.4 3.5 2.4 
2.4 1.2 2.00 
3.7 2.5 1.48 
3.3 2.8 1.18 

Series No. 2 Beach Slope 1 :20 

2.5 1.7 1.47 
1.5 0.7 2.14 
2.1 1.4 1.5 
4.3 4.1 1.05 
4.1 3.6 1.14 
3.7 1.9 1.95 
3.3 2.2 1.50 
3.4 1.9 1.79 
3.4 2.7 1.26 
3.5 3.1 1.13 

Series No. 3 Beach Slope 1 :30 

2.7 2.3 1.17 
4.5 3.4 1.32 
4.7 3.1 1.52 
4.8 3.6 1.33 
4.8 3.4 1.41 
5.9 4.4 1.34 
4.6 3.3 1.39 

1C 2.5 1.7 1.47 13 
2C 1.5 0.7 2.14 13 
3C 2.1 1.4 1.5 13 
4C 4.3 4.1 1.05 13 
5C 4.1 3.6 1.14 13 
IE 3.7 1.9 1.95 13 
2E 3.3 2.2 1.50 13 
3E 3.4 1.9 1.79 13 
4E 3.4 2.7 1.26 13 
5E 3.5 3.1 1.13 13 

4C 2.7 2.3 1.17 13 
5C 4.5 3.4 1.32 13 
4E 4.7 3.1 1.52 13 
5E 4.8 3.6 1.33 13 
6E 4.8 3.4 1.41 74 
7E 5.9 4.4 1.34 48 
8E 4.6 3.3 1.39 30 
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TABLE II (continued) 

EXPERIMENTAL TEST DATA 

Series No.  3   Beach Slope 1:30 

of Trough Depth of Bar 

Test No. "T (in) hC (1n) nC Time (hrs) 

9E 4.7 3.9 1.21 65 
10E 3.5 2.3 1.52 45 
HE 3.6 2.2 1.64 13 
12E 4.6 3.0 1.53 45 
13E 4.8 4.2 1.14 30 
14E 6.4 5.5 1.16 30 
15E 7.2 5.8 1.24 45 

Depth of Trough Depth of Bar hT 
hT (in) hc (in) ^ 

4.7 3.9 1.21 
3.5 2.3 1.52 
3.6 2.2 1.64 
4.6 3.0 1.53 
4.8 4.2 1.14 
6.4 5.5 1.16 
7.2 5.8 1.24 

Series No. t i Beach Slope 1 :60 

6.4 4.8 1.33 
6.1 5.6 1.09 
6.4 4.4 1.45 
8.2 6.6 1.24 
4.1 1.9 2.16 
5.0 3.8 1.32 
4.9 4.0 1.23 
5.5 4.8 1.15 

IX 6.4 4.8 1.33 77 
1Y 6.1 5.6 1.09 77 
4A 6.4 4.4 1.45 45 
5A 8.2 6.6 1.24 96 
6A 4.1 1.9 2.16 45 
7A 5.0 3.8 1.32 30 
ID 4.9 4.0 1.23 45 
2D 5.5 4.8 1.15 145 
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TABLE III 

SUMMARY OF RESULTS 

Beach Slope 

hT 
hC 95% Confidence Interval 

1:10 

1:20 

1:30 

1.80 

1.49 

1.35 

+ 0.21 

+ 0.26 

+ 0.09 
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Table A-216 

1:30 Test Data 

Parameter 1C 2C       2E       3C       3E       4C       4E 5C       6E       7E 

T(sec) 1.55 1.45    1.44    1.26    1.26    1.10    1.10 .95    1.42    1.69 

LQ(ft.) 12.30 10.76 10.58    8.13    8.13    6.20    6.20 4.61  10.32 14.54 

HQ(ft.) .38 .35      .35      .27      .27      .21       .24 .22      .22      .35 

d(ft.) 1.75 1.75    1.75    1.75    1.75    1.75    1.75 1.75    1.75    1.75 

^v^1"5-) 13-°° 13.00 13.00 13.00 13.00 13.00 13.00 13.00 13.00 13.00 

C      (ft.) * *          .25      .17      .21       .15      .17 .14      .29      .38 
Ilia A 

Tmax(ft.) + +   +   +   +   .10  .17 +   .05  .16 

Parameter 8E 9E  10E  HE  12E  13E  14E 15E 

T(sec) 1.04 1.15 1.39 1.07 1.36 1.37 1.43 1.32 

LQ(ft.) 5.54 6.77 9.82 5.81 9.40 9.61 10.47 5.99 

HQ(ft.) .20 .23  .26  .15  .34  .23  .32 .32 

d(ft.) 1.75 1.75 1.75 1.75 1.75 1.75 1.75 1.75 

tmax(hrs.) 30.00 65.00 45.00 13.00 45.00 30.00 30.00 45.00 

Cm,„(ft.) .15 .23  .31  .25  .33  .27  .29 .15 

Tmax(ft.) .19 .20  .18  .15  .23  .20  .25 .24 

* Beach crest equilibrium not indicated by profile sequences. 

+ Nearshore trough equilibrium not indicated by profile sequences. 
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CHAPTER 96 

HYDRAULICS OF GREAT LAKES INLET - HARBORS SYSTEMS 

Robert M. Sorenaen 

and 

William N. Seelig2 

Abstract 

Reversing currents in inlets on the Great Lakes are generated primarily 
by long wave seiching modes of the lakes rather than by the tide. In order 
to investigate the nature of long wave excitation and the generating mech- 
anism for significant inlet velocities, to establish techniques for predict- 
ing inlet-harbor system response, and to develop base data for future 
planning and design studies, field measurements were conducted in 1974-75 
at several harbors on the Great Lakes. Data collected includes continuous 
harbor water level measurements at all sites, inlet velocity measurements 
at the primary site (Pentwater, Michigan), and channel hydrographic surveys 
at the sites where more recent data were needed. Historic water level and 
velocity data for some of the harbor sites was also available. 

Amplification of harbor oscillations and generation of the highest in- 
let velocities are caused by the Helmholtz resonance mode which has a period 
of 1 to 3 hours for the inlet-harbor systems studied. A recently developed 
simple lumped-parameter numerical model is shown to be quite effective in 
predicting inlet-harbor response over the range of excitation periods en- 
countered.  Selected data from Pentwater are presented to demonstrate the 
hydraulic response of the inlet harbor system and the applicability of the 
lumped-parameter numerical model. 

Introduction 

Situated along the coastlines of the U.S. - Canadian Great Lakes are 
several inlet-harbor systems that consist of lakes or other embayments which 
are connected to the adjacent Great Lake by one or more artifical jettied 
inlets. There are also a few inlet-harbor systems that have natural uncon- 
trolled inlets, but most inlets are jettied and periodically dredged to main- 
tain adequate navigation channels. 

Higher velocity reversing currents at these inlets are generated in re- 
sponse to storm-generated seiching of the individual Great Lakes. Of partic- 
ular importance to the generation of higher velocities is the resonant ampli- 
fication of Great Lakes seiches by the inlet-harbor systems. Although high 

Chief, Coastal Structures Branch, US Army Coastal Engineering Research 
Center, Ft. Belvoir, Virginia 22060 
2 
Research Hydraulic Engineer, Coastal Structures Branch, US Army Coastal 
Engineering Research Center, Ft. Belvoir, Virginia 22060 
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velocities can be generated by excitation of resonant conditions, a cumula- 
tive frequency distribution of channel velocities at most Great Lakes inlets 
will show that velocities in excess of 1 ft/sec typically occur less than 5 
percent of the time. 

A field data collection program was conducted at nine inlets on the U.S. 
coast of the Great Lakes. Also, historic field data were available for some 
of these nine inlets as well as for three additional inlet sites. Historic 
and project field data includes continuous measurements of Great Lake and 
harbor water levels and inlet velocities over periods of a few weeks to 
nearly a whole ice free season, and hydrographic surveys at inlet channels 
where insufficient hydrographic data were available.  The primary site for 
field data collection was at Pentwater, Michigan. 

The three objectives of this project were:  (1) to define the hydraulic 
mechanisms that generate the dominant inlet currents and related harbor 
oscillations, (2) to establish analytical techniques for prediction of inlet- 
harbor response to Great Lakes oscillations, and (3) to develop background 
data that will demonstrate the hydraulic behavior of these inlet-harbor 
systems as well as the validity of analytical prediction techniques, and that 
will provide base data for guidance in future project design studies. 

This paper will summarize the hydraulic behavior of Great Lakes inlet- 
harbor systems and the techniques used herein to predict the hydraulics of 
these systems; it will outline the field data collection program; and it 
will present results from the data collection program at the primary study 
site in order to demonstrate details of the hydraulic response of these 
inlet-harbor systems as well as the ability of analytical techniques to pre- 
dict this response. 

Inlet-Harbor System Hydraulics 

Figure 1 schematically depicts a prismatic inlet channel that connects 
a large body of water such as a sea or one of the Great Lakes to a much 
smaller bay, lake or harbor (herein referred to as the harbor). The inlet 
channel has a length, L, width, B, average depth, d, cross-sectional area, 
AC( and time dependent instantaneous horizontal velocity, V. An is the 
surface area while ris 

ana % are 'h6 time dependent instantaneous sea and 
harbor surface elevations. The harbor surface is assumed to remain hori- 
zontal as it rises and falls in response to excitation from the sea. This 
assumption requires that the harbor surface response period be long compared 
to the time required for a shallow water wave to propagate from the inlet 
to the farthest point in the harbor. 
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Fig. 1 Inlet - harbor system 

For purposes of discussion It Is helpful to write a simple inlet-harbor 
continuity equation and the one-dimensional equation of motion for flow in 
the inlet channel. The continuity equation 

3 IV 
VA 

*h 3 t (1) 

where Q is the instantaneous channel discharge, equates the volumetric flow 
through the inlet to the harbor water surface rise or fall needed to balance 
that flow. An accurate record of the harbor surface elevation time-history 
can thus be used to calculate the instantaneous channel discharge and 
velocity using Eq. 1 (provided that the harbor surface remains horizontal 

as it oscillates). 
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The one-dimensional equation of motion along the inlet channel axis can 
be written 

_ - LA = f iLvL + v U. + LI (2) s 3 x    8R      3 x  3 t v ' 

where R is the channel hydraulic radius, x the distance along the channel 
axis from some reference point, f the channel friction factor, and g the 
acceleration of gravity. Eq. 2 equates the horizontal driving force due to 
the water surface slope with the three terms on the right which are the 
channel frictional resistance, the convective acceleration owing to velocity 
variation along the channel axis, and the temporal acceleration (or inertia) 
owing to velocity variation at a point with time. In nearly prismatic 
channels the convective acceleration is often negligible. 

At U.S. tidal inlets, because of the magnitude of common tidal periods 
and amplitudes, friction strongly dominates the effects of inertia. The re- 
sult is that at most tidal inlets inertia can be neglected in hydraulic 
calculations, the harbor tidal range is less than the range at sea, and the 
phase lag between the sea and harbor tides is much less than 90 . 

On the Great Lakes, the components of the long wave energy spectrum 
that excite the dominant inlet-harbor system response modes typically have 
amplitudes in the order of 0.1 to 0.2 ft and periods of less than 3 hours. 
This causes the inertia term to be larger than the friction term throughout 
most of the cycle of oscillation.  (Friction will dominate only around times 
of peak ebb and flood velocity, which are also the times of minimum tem- 
poral acceleration.) As a result, the harbor response is amplified and its 
phase lag can exceed 90 . 

The inlet-harbor system response is analagous to the response of a 
slightly damped spring-mass system or its acoustic counterpart, the 
Helmholtz resonator (see Kinsler and Frey, 1950). The motion of the mass of 
water in the inlet channel corresponds to the motion of the mass of the 
spring-mass system, and the action of gravity on the rising and falling 
harbor water surface corresponds to the restraining force of the spring. 
Details of the response characteristics of this mode of oscillation (usually 
called the Helmoltz mode) are demonstrated by Figure 2 which depicts the 
classical behavior of a single-degree of freedom oscillating system. 

In Figure 2, the phase lag between the sea and harbor surface elevations 
as well as the amplification of the harbor surface response are plotted as 
a function of excitation period divided into the frictionless resonance 
period, T .  The series of curves represents different degrees of frictional 
damping of the system. Note that increased friction tends to shift the 
resonant or Helmholtz period to slightly higher values. For excitation at 
periods much longer than the Helmholtz period (A) the harbor amplitude 
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equals the sea amplitude and the phase lag la small (pumping condition). With 
decreasing excitation periods and significant friction (B) the ratio of 
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0° 
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Friction 

// C \\     Increc 
NX/Fricti 
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A       B^ 
D 

'H/T 

Fig. 2 Amplification, phase lag for 

inlet - harbor system 

harbor to sea amplitude is less than unity and the phase lag less than 90 . 
This is the typical response of most tidal inlets. As the Helmholtz period 
is approached, particularly with lesser frictional damping (C), the harbor 
response is amplified and the lag increases toward (or above) 90 . A sig- 
nificant decrease in the harbor response occurs for all levels of frictional 
dissipation when the excitation period is much less than the Helmholtz period 
(D). At a harbor on the Great Lakes, excitation will occur at a number of 
periods in the long wave energy spectrum (typically |lH) and cause a range 
of responses for these different periods as indicated in Figure 2. 
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The Helmholtz period is longer than the fundamental free seiching peri- 
od of the harbor. A simple equation for the Helmholtz period can be derived 
(Carrier, Shaw and Miyata, 1971) by neglecting the friction and convective 
acceleration terms in Eq. 2 and solving this equation and continuity for 
the conditions depicted by Figure 1. This yields 

2n \ (3) 

8* 

Eq. 3 ignores the water masss that is just outside each end of the inlet 
channel but is part of the mass of water set in motion at resonance. Miles 
(1948), using an acoustic analogy, developed an equation for the added 
channel length, L', necessary to account for this additional water mass where 

L' = In n B 
/gd 

w 

Thus, an improved form of Eq. 3 can be written as 

TH - 2n (L + L')  ^ 
(5) 

The inclusion of end effects is particularly important for short channels 
(i.e. L, < L').  For the inlet-harbor systems encountered in this study 
Eq. 5 proved to be reasonably effective for determining the Helmholtz period. 
A numerical method for determining the Helmholtz period for a harbor with 
more than one entrance channel is given by Freeman, Hamblin and Murty (1974). 

Note from Eq. 5 that the Helmholtz period increases as the channel 
length or the bay surface area increases and as the channel cross-sectional 
area decreases. The Helmholtz mode of oscillation is independent of the 
harbor depth which is not the case for the free seiching modes of harbor 
resonance. 

A recently developed simple lumped-parameter numerical model for inlet 
hydraulic calculations has been used at CERC to predict inlet-harbor re- 
sponse to Great Lakes long wave motion. Details of the development and 
application of this model are given by Seelig et al. (1977). 

In the lumped-parameter model the oscillating harbor water surface is 

assumed to remain horizontal and continuity of flow is defined by Eq, 1 
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written in finite difference form.     The equation of motion is  integrated along 
the channel axis to yield 

3a. «£(_!_ __i.\+*(„-„>-a f_L_   I ni,i|wiiQwi.iQEi.iLi.i     (6) 
3t     MAcs2   Ach2/  8(sh     2 iM    A    A    c^)1^2 

The inlet channel is divided into C subchannels and S sections along its 
length by construction of a flow net to yield SXC grid sections. Each grid 
section is assigned a Manning's n (n-n), depth, d.., width, B^, length, 

s 
I- 
=1 

1 c 
I c 

I AU 

a Manning's n (tyj), depth, d.., width, B^J , 
flow, A^J , and flow weighting factor, W-JJ . I 

weighting factor determines what fraction of the total flow, Q, passes 
through each grid.  It may be selected (1) to distribute flow equally in all 
subchannels (2) to distribute flow across subchannels so friction is mimi- 
mized at each section or (3) to distribute flow in each subchannel (no cross 
over between subchannels) so friction is minimized in each subchannel.  F is 
a channel geometry factor that develops from integration of the equation of 
motion and A  and A  are the inlet channel cross-sectional areas at the 
sea and harbor ends respectively. 

Given the harbor surface areas, inlet hydrography, and ns » f(t), the 
channel flow net is drawn, n.. and W distributions are established and the 
model is solved in time steps by a fourth order Runge-Kutta-Gill technique 
to yield n. at t, t+1,... and4Q (or V distribution)at t + 1/2, t + 3/2,... 
If (n , n. and V) = f(t) data are available for an inlet-harbor system the 
model can oe calibrated by adjusting n... 

The lumped parameter model is particularly appropriate for Great Lakes 
inlet-harbor system hydraulic calculations because of the nature of the 
harbor water level response during Helmholtz resonance and because the model 
allows input of irregular sea level time-histories common to Great Lakes 
long wave spectra. Also, because it has the capacity to handle harbors with 
more than one inlet channel as are found at some locations on the Great 
Lakes. 

Field Data Sites and Collection Program 

A field data collection program was conducted during October and Novem- 
ber 1974 and July through November 1975. The harbor sites where data were 
collected are shown in Figure 3 along with the sites where usable historic 
data are available. 
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The field program included harbor water level and inlet channel velocity 
measurements as well as inlet channel hydrographic surveys. The water level 
measurements were taken at 2 or 5 minute intervals on a continuous basis at 
the harbors indicated in Figure 3, Continuous current velocity measurements 
were made in the Pentwater inlet channel at a point middepth, midlength and 
7 ft from the north jetty. 

Historic lake and harbor water level and channel velocity data at 
Pentwater are available (Duane and Saylor, 1967) for July and August 1967. 
Figure 4, a map of Pentwater Lake,shows the locations where water level and 

Lake 
Michigan 

Key 

A Velocity, 1967 

A Velocity, 1974,1975 

O Water Level, 1967 

• Woter Level, 1974, 1975 

Fig. 4 Pentwater Lake, Michigan 

current data were measured. Pentwater was chosen as the primary site for 
this study (and paper) because of its uncomplicated inlet channel geometry, 
the availability of the 1967 data, and the existence of concurrent field 
studies at Pentwater by other CERC personnel. 
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7  2 
Pentwater Lake has a surface area of 1.81 x 10 ft and is connected to 

Lake Michigan by a jettied inlet channel 2000 ft long and 145 feet wide. 
The average inlet channel depth at the time of the field data collection was 
12.8 ft while Pentwater Lake has an average depth of 30 ft. A report by 
Seelig and Sorensen (1977) gives additional information on the field data 
collection sites, measurements made, instrumentation used, and results ob- 
tained. 

Table 1 lists the Helmholtz period for each of the six field study sites 
located on the eastern shore of Lake Michigan. The Helmholtz period was 
calculated by Eq. 5 so the true period will be somewhat higher than listed 
owing to frictional resistance in the channel. Also listed in Table 1 are 
the fundamental seiching periods, T., in each harbor calculated by the 
classical Merian equation. 

Table 1 - Helmholtz and fundamental seiching periods 

Location 

Portage 

Ludington 

Pentwater 

White Lake 

Muskegon 

Holland 

At most locations on the Great Lakes the amplitude of the astronomical 
tide is less than 0.3 ft. The amplitudes of the various components of the 
longwave spectrum on the Great Lakes are of the same order of magnitude but 
their periods (particularly for higher harmonics) are significantly lower 
and closer to the resonant period than are the tidal periods. Thus, Great 
Lakes seiching is more likely to generate noticeable inlet velocities. 

Table 2 lists the periods of the longitudinal free seiching modes in 
Lake Michigan (information is from a variety o£ field data and numerical 
model analyses). Owing to the geometry of Lake Michigan, the transverse 
seiching modes are hard to generate. Hote that the 6th through 9th longi- 
tudinal modes have periods around the Helmholtz period for Pentwater.  It 
appears (see Mortimer, 1965) that the 7th and 9th modes have nodes near 
Pentwater while the 6th and 8th modes have antinodes and thus should cause 
greater hydraulic activity at Pentwater. 

Helmholtz Fundamental 
period (hrs) seiching period (hrs) 

2.17 0.16 

1.22 0.32 

1.39 0.13 

2.55 0.37 

3.80 0.27 

2.23 0.63 
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Table 2 - Longitudinal free Belching periods, Lake Michigan 

Mode: 123456 7 8 9 

Period   (hrs): 9.0      5.2      3.7       3.1       2.5      1.85      1.58      1.44      1.25 

Field Data Measurement and Analysis 

Water level data were measured by stilling well-float type gages and 
recorded digitally (at 5-minute intervals) on punch tape with a Fisher-Porter 
Model 15-42 level recorder. Vertical resolution of the water level records 
was to the nearest 0.01 ft. Extreme care must be taken in the design of a 
stilling well-recorder combination when digital water level measurements 
are made because the signal of interest is of much lower amplitude than that 
of the higher frequency "noise" owing to Wind waves.  Special linear damping 
stilling wells (Seelig, 1976) with a design based on the work of Noye (1974) 
were used in this study. The punch tape water level records were machine 
converted to standard computer punch cards for spectral and other analyses. 

Inlet current speed and direction data at Pentwater were measured with 
a Bendix Q-9 current meter and recorded on strip chart.  The velocity rec- 
ords were digitized for analysis at 5-minute intervals timed to coincide 
with the nearby water level data. Owing to the uniform geometry of the Pent- 
water inlet channel, measured current velocities should give a good indica- 
tion of the average channel velocities. 

Spectral analyses of water level and velocity data were conducted using 
the Cooley and Tukey Fast Fourier Transform algorithm with a cosine bell 
window (Harris, 1974). As a compromise, a record length of 1.78 days (512 
data points) was used to maintain the assumption of a weakly stationary 
system and still give good resolution for the range of periods of interest. 

Field Data Results 

Selected data from Pentwater are presented in this section to demon- 
strate the response of the inlet-harbor system to Lake Michigan water level 
oscillations. Figure 5 shows records of storm generated water levels in 
Lake Michigan at Pentwater along with the resulting Pentwater Lake levels 
and channel velocities. These data are typical of storm conditions at Pent- 
water. High wind waves at Pentwater will often occur when the wind is from 
the west but during this time inlet velocities will remain low. When the 
wind shifts to parallel the axis of Lake Michigan and generate seiching 
action in the Lake, harbor oscillations and inlet velocities increase. 
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20 0 

18 Aug 

Time   (hrs 

8 12 
19 Aug 

Fig. 5 Lake Michigan water level and resulting Pentwater 

channel velocity and harbor water level 

As demonstrated by Figure 2, higher frequency oscillations are strictly 
damped by the inlet-harbor system so the harbor water level record is 
smoother than the Lake Michigan record. The harbor water level oscillation 
in Figure 5 has a predominant period of 1.5 to 2 hours and is approximately 
180° out of phase with the oscillation of Lake Michigan. Harbor response 
like that shown in Figure 5 typically lasts for a period of 2 to 3 days. 
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50 
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0.5 .0        1.5 
Velocity (fps) 

Fig. 6 Velocity cumulative frequency distributions 

at Pentwater inlet 

The cumulative frequency distributions of velocities measured at Pent- 
water in 1967, 1974 and 1975 are plotted in Figure 6. Although the data 
were collected during the summer and fall they should be somewhat represent- 
ative of a typical year at Pentwater. Because of the low frequency of 
occurrence of significant velocities, inlet currents should only rarely 
cause concern for navigation. Also, velocities high enough to flush sedi- 
ment from the inlet(say V > 1 fps) occur only about 1 percent of the time 
so continuous inlet maintenance would likely be required. 

Inlet velocity cumulative frequency distributions at all of the other 
inlets studied (except Duluth-Superior) were approximately the same or lower 
than the distribution at Pentwater. These distributions were constructed 

from velocity measurements, when available, or from velocities calculated 

(by Eq. 1) from harbor water level records. A comparison of measured and 
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calculated velocity cumulative frequency distribution from Pentwater showed 
the distributions to be quite compatible. 

The Duluth-Superior harbor is located at the end of Lake Superior (see 
Figure 3) where the shorelines converge and seiche antinodes occur. Oscil- 
lation with amplitudes greater than 0.5 ft and periods close to the resonant 
period have been measured at Duluth-Superior.  Inlet velocities up to 7 fps 
were generated. 

Lake Michigan and Pentwater Lake water level spectra for a period 
bracketing that in Figure 5 are shown in Figure 7.  Spectral peaks in the 
Lake Michigan record occur at 5.3, 1.8, 1.44, 1.0 and 0.85 hours - the 
second, sixth and eight longitudinal seiching modes plus two undetermined 
higher frequency modes. As expected, the 5.3 hour mode is only very slightly 
amplified, the 1.8 and 1.44 hour modes which are near the Helmholtz period 
are strongly amplified, and the 1.0 and 0.85 hour modes are strongly damped. 

Water level spectra for several of the storms that occurred during the 
periods of record at Pentwater showed responses similar to Figure 7. Quite 
often the 1.44 hour period was dominant although occasionally other periods 
such as the 5.3 hour mode would dominate. Of course, the 5.3 hour mode 
would not be significantly amplified and lower velocities could be expected 
because of the lower amplitude of harbor oscillation and the longer oscil- 
lation period. 

Application of Lumped Parameter Numerical Model 

The lumped parameter model was calibrated for Pentwater (with C = 1, 
S=5, n.. = n, W.. =1) by adjusting the friction term (Manning's n) until 
there was-'agreemeni with the field data. This was accomplished by comparing 
the amplification predicted by the model for incident sinusoidal waves 
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having a 0.1 ft amplitude and a range of periods, to the amplification ob- 
served in the field. The calculated amplification for the calibrated con- 
dition (solid line) and the amplification determined from the field data 
(circles) are plotted in Figure 8. The numerical model usually had to be 
run for two or three cycles for the harbor response to build to equilibrium. 
In the prototype harbor it is likely that equilibrium (full amplification) 
is never fully achieved. Thus, the calibration curve in Figure 8 forms the 
upper envelope of the field data. 
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Fig. 8 Response to long wave excitation 

at Pentwater (wave amplitude =0.1 ft) 

A Manning's n (see Eq. 6) of 0.036 was required to calibrate the model. 
This value is probably somewhat higher than the true prototype value because 
Eq. 6 is applied from the sea to the harbor and inlet channel entrance and 
exit losses thus become incorporated in the friction term. 
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The peak resonant period in Figure 8 is 1.8 hours as compared to a period 
of 1.39 hours predicted by Eq. 5; the difference being due to the effects of 
friction. Also plotted on Figure 8 are the calculated maximum channel ve- 
locities for the range of excitation periods and a Lake Michigan excitation 
amplitude of 0.1 ft. Because inlet velocity is dependent on both the period 
and amplitude of the harbor oscillations, the peak velocity occurs at the 
lower period of 1.4 hrs (which is coincidentally close to the resonant 
period predicted by Eq. 5). 

The harbor level and inlet velocity time-histories computed for an 
incident sinusoidal wave of 0.1 ft amplitude and 1.5 hour period are plotted 
in Figure 9. As indicated by Eq. 1 and shown in Figure 9 the inlet velocity 
is maximum when the gradient of the harbor water level time-history curve is 
maximum and the velocity is zero at the instant of high and low slack water 
in the harbor. The phase lag between the sea and harbor water levels is 
about 0.35 hours or 84 which conforms to Figure 2. 

Also plotted in Figure 9 are the magnitudes of the channel friction, 
head differential and temporal acceleration terms of the equation of motion, 
normalized by dividing by the highest instantaneous value among the three. 
Note that the temporal acceleration or inertia term exceeds the friction 
term over more than half of the cycle. 

Figure 10 shows a selected water level record from Lake Michigan along 
with the measured and calculated (n « 0.036) water level response in Pent- 
water Lake. After three to four hours of record the numerical model stabi- 
lized and quite accurately predicted the remaining portion of the measured 
harbor water level record. This further confirms the model calibration 
based on Figure 8. The high frequency oscillations in the measured harbor 
water level record were not predicted by the numerical model. Perhaps these 
oscillations are due to harbor seiching (T1 =0.13 hrs) which is not 
accounted for in the model. 

Conclusions 

Field and historic hydraulic data for several Great Lakes inlet-harbor 
systems were collected and analyzed. The primary conclusions from this 
effort are: 

Reversing inlet currents are generated in response to various modes of 
low amplitude (<0.4 ft) seiching of the Great Lakes. The strongest currents 
develop when Great Lake seiching excites the Helmholtz resonance mode of the 
inlet-harbor system and when the seiching mode has an antinode in the vicini- 
ty of the system. 

Other than a few percent of the time, at most inlets on the Great Lakes 
current velocities are less than 0.5 fps. 

The simple lumped-parameter numerical model used in this study is effec- 
tive in predicting the hydraulic response of most inlet-harbor systems of the 
type found on the Great Lakes. 
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CHAPTER 97 

CHARACTERISTICS OF TIDAL INLETS ON THE PACIFIC COAST OF JAPAN 

By Toshiyuki Shigemura , M. ASCE 

ABSTRACT 

Tidal inlets on the Pacific coast of Japan were studied with respect to 
three characteristic variables of the throat section:(1) Throat area,A;(2) 
Throat width,B; and (3) Direction of throat section,0-t-s.  For each of these 
three variables, multiple regression analysis was performed stepwise by in- 
troducing external variables such as tidal prism, mean flow rate of tidal 
flow, wind energy, wave energy and so on into a linear regression model. 
Exposure condition of throat section to open sea was also introduced into 
the analysis. 

First step analysis derived quite reliable result on the direction of 
throat section:  n    ,,    ,   ,. n      „ „„ .  ,,    ,   „ „,„ 

'  0ts(degree) = -60.0 + 0.88 Gp^(degree) , r=0.964 
where OpWv i-s the direction of wave energy which penetrates into a backed bay 
through tidal inlet and r the correlation coefficient between 0ts and Spwy 
However, results on both throat area and throat width were not satisfactory 
enough even after the performance of more than eighth step analysis on them. 

Similar analysis was further performed on both throat area and throat 
width of the classified data due to the magnitude of geometrical parameters 
ras and rhxb respectively, where ras is the ratio of throat area to mean sur- 
face area of backed bay and rhxjj the ratio of the maximum depth at the throat 
section to throat width. As a result, the former regressions on both throat 
area and throat width were improved remarkably. Multiple correlation of the 
regressions were all greater than 0.930. 

INTRODUCTION 

Tidal inlet problems have been a big concern for coastal engineers who 
are engaged in maintaining or developing water basins such as bays, lagoons, 
and estuaries. Especially, characteristics of the minimum flow section or 
throat section of tidal inlet have been the most important subjects to be in- 
vestigated since they govern the functional operation of various facilities 
built inside the basins above. 

Many distinguished works have been done on the characteristics of throat 
section.  In 1931, M.P.0'BRIEN(4) made a survey on the tidal inlets located 
on sandy beaches on the Pacific coast of the United States, and found the fol- 
lowing well known relationship between the cross sectional area of throat sec- 
tion and the corresponding tidal prism; 

A(km2)=4.063xl0"2 P(km3)0"85      (1) 
where A is the cross sectional area of throat section measured below mean sea 
level and P the corresponding tidal prism for spring tidal range.  In 1969, 

1 
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O'BRIEN(5) further found that the same relationship held for a large number of 
additional jettied inlets located on sandy beaches of the Pacific, Atlantic 
and Gulf coasts of the United States although a slightly different relation- 
ship did for a limited number of unjettied inlets; 

A(km2)=6.65x10"2 P(km3)      (2) 
In 1973, J.W.J0HNS0N(3) made similar analysis on the tidal inlets located on 
sandy beaches on the Pacific coast of the United States and found the follow- 
ing relationship between their throat areas and corresponding tidal prisms; 

P(km3)/A(km2)=1.729xl01 P(km3)0-1     (3) 
He also showed that different relationship held for a limited number of un- 
jettied inlets on the above coast; 

P(km3)/A(km2)=1.676X101      (4) 
Here, it should be noted that JOHNSON used mean tidal range for the evaluation 
of tidal prism instead of spring tidal range. These are similar results ob- 
tained by O'RRIEN since Eq.(3) and (4) would be transformed into the following 
equations respectively; 

A(km2)=5.784xl0"2 P(km3)0'9 (5) 

and  A(km2)=S.96SxlO~2 P(km3)     (6) 
On the other hand, P.BRUUN and F.GERRITSEN(l) analysed the throat areas 

of tidal inlets on sandy coasts of the United States, Holland, Denmark and 
Portugal by introducing the idea of so called "Stable shear stress". As a re- 
sult, they pointed out that stable throat area could be better described by 
the maximum flow rate of tidal flow than by tidal prism. 

Through the brief review of the previous works, the following facts can 
be noticed; 
1). Tidal inlets on sandy beaches were mainly investigated. 
2). Throat area was the major concern among the characteristics of tidal inlet. 
3). Effects of a single external variable such as tidal prism or the maximum 
flow rate was introduced into the analysis of throat area although investiga- 
tors pointed out the necessity of evaluationg the effects of (1) Other exter- 
nal variables;(2) Geometrical features of both inlets and backed bays; and (3) 
Geological features of tidal inlets and backed bays in the analysis of throat 
area. 

Similar statistical analysis on tidal inlets are quite few in Japan. So, 
the author will perform a statistical analysis on the characteristics of tidal 
inlets located on the Pacific coast of Japan. Here, it should be noted that 
most tidal inlets on the Pacific coast of Japan are not on sandy beaches but 
on the rugged rocky coasts.  In this study, charac- 
teristicts of throat section will be investigated as 
well.  Figure 1 shows a model of throat section. 
Investigation will be made on the following three      /!   BAY 

variables; <A  N 
1). Throat area,A, measured below mean lower low        \ { 7

ets 
water, in square kilometers. 
2). Throat width,B, measured below MLLW, in kilo-       /''"'"'fvsECT K)N 
meters. /   UBj 
3). Direction of throat section,8ts, measured in 
azimuth, in degree. 
Among these variables, the last two are those 
added specially in this study since often usage Fig.-l. Model of throat 
of tidal inlets by super-tankers or big container   section. 
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ships has necessitated to obtain full information on both throat width and 
direction of throat section for both functional operation of ports and safety 
navigation. 

On the other hand, the following ten external variables will be provided 
for the analysis of the characteristic variables; 
1). Wind energy off the tidal inlet :E0wd 
2).  Direction of wind energy off the tidal inlet :@owd 
3). Wind energy penetrating into throat section :Epwd 
4). Direction of wind energy penetrating into throat section :Qpwd 
5). Wave energy off the tidal inlet ;Eowv 
6). Direction of wave energy penetrating into throat section :90wv 
7). Wave energy penetrating into throat section :Epwv 
8). Direction of wave energy penetrating into throat section :0pwv 
9),. Volume of tidal prism for mean tidal range :P 
XT). Mean rate of tidal flow at the throat section :Vh 

Multiple regression analysis will be performed stepwise on each of the 
characteristic variables by introducing external variables one by one into a 
linear regression model preset. The details of the analysis will be presentee 
in the following Chapters. 

SURVEY OF THE BASIC DATA 

Figure 2 shows the map of Japan. Along the Pacific coast of Japan, 
ninety five tidal inlets were chosen for analysis. 

pf^C 

Fig. 2. Map of Japan and her adjacent areas. 

Those inlets are distributed almost evenly along the Pacific coast of Japan 
from Hokkaido to Kagoshima. The inlets whose throat sections are stabilized 
either by jetties or other artificial works were not considered in the sampl- 
ing stage. For each inlet selected, the following data were collected through 
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the various sources; 
A). Geometrical features of inlets and their backed bays. 
B). Geological features around inlets and their backed bays. 
C) . Wind data around the inlets. 
D). Wave and tidal data around the inlets. 
Details of the data survey will be described in the following sections. 

A. Geometrical features of inlets and their backed bays. 

Basing on the most recent nautical charts, published by the Japan Mari- 
time Safety Agency, the following data were measured; „ 
1). Surface area of bay measured below mean higher high water:Sh(km_) 
2). Surface area of bay measured below mean lower low water :Si(km ) 
3). Shore length of the bay measured below MLLW            :ls(km) 
4). Principal axial length of bay measured below MHHW      :lp(km) 
5). Width of the throat section measured below MLLW        :B(km) 
6). Direction of the throat section                     :0ts(degree) 
7). Opening angle of tidal inlet against open sea         :60p(degree) 
8). Throat area of tidal inlet measured below MLLW         :A(km2) 
9). Maximum depth of the throat section measured below MLLW  :hx(m) 
10). Mean tidal range at the bay                        :2an(m) 

B. Geological features around the inlets and their backed bays. 

Geological information along beaches were surveyed through the "Geologi- 
cal Maps of Japan"(6) published by the Economical Planning Agency of Japan, 
Information on bottom materials were checked through the "Bottom Sediment 
Chart of the Adjacent Seas of Japan"(10) published by the Japan Maritime 
Safety Agency. Those information were also referred to those shown in the 
corresponding nautical charts. 

C. Wind data around the inlets. 

Thirty four meteorological stations were chosen along the Pacific coast 
of Japan. These stations are all located near the selected inlets. At each 
station, the monthly maximum winds recorded during the period of 1967 to 1971 
were picked up through the "Annual Report of the Japan Meteorological Agency". 
At the inlets where stations were not located nearby, wind data were estimated 
by the interpolation method basing on the monthly maximum winds obtained at 
the close stations. 

D. Wave and tidal data around the inlets. 

Wave data available were all collected through various sources(2,7,8,9, 
11,12). However, reliable data were obtained only at a few spots where waves 
were recorded continuously during the period of 1967 to 1971.  Among- these 
data, the monthly maximum waves were picked up for the analysis. At the 
inlets where reliable wave data were not obtained, waves were estimated by 
the method of SVERDRUP-MUNK-BRETSCHNEIDER basing on the data of monthly max- 
imum winds at the corresponding inlets. The monthly maximum waves recorded 
continuously during the other period than the above were also referred to the 
waves estimated by S-M-B method, and the larger ones were adopted as the 
monthly maximum waves. 

Data of tidal range at each inlet were collected through the correspond- 
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ing nautical charts. 

EVALUATION OF THE EXTERNAL VARIABLES 

As shown in INTRODUCTION, ten external variables were provided.  These 
are the variables related to wind energy, wave energy, tidal prism, and mean 
rate of tidal flow at the throat section of tidal inlet.  In the following 
sections, derivation of the equations on these variables will be described 
briefly. 

A. Equations of wind energy and the related terms. 

Basing on the monthly maximum winds, wind diagram at the offshore of 
each selected inlet was produced. Figure 3 shows 
a wind which blows from the ith direction. lst 

Suppose the velocity of this wind to be V(i) 
and its frequency of occurrence over five years to 
be f(i). Then, the horizontal component of wind 
energy off the inlet, Eowdh(i), 

is evaluated by 

EowdhCi) = f/>aV(i)2(f(i)/60)sin(22.5(i-l)) ...(7) 

where />a is the air density. Similarly, the ver- 
tical component of this energy, Eowdv(i), is eval- 
uated by  .     - 
Eowdvd) = f/°aV(i) Z(f (i)/60)cos(22.5(i-l)) ..(8) 

then, the probable wind energy off the inlet, Eowd 
is evaluated by  

13th W 5 th 

Eowd =J(Z_ EowdhW)  + {Tl EowdvC1)) 

Fig.-3. Wind data which 
blow from ith direction. 

.(9) 

The direction of this energy,Sowd> 
can be obtained 

by       ,/ 16 

°owd 
1/ \ 
(.|lEowdh(i)/Eowd) • Cio) 

Figure 4 shows a wind which penetrates into the 
throat section from the ith direction. The pene- 
trating energy, Epwd, and its direction,@pWd> are 
then obtained through Eqs.(9) and (10) respective- 
ly by summarizing the corresponding terms over the 
opening angle of the tidal inlet instead of full 
range- Fig.-4. Wind data which 
„ „   .    r. J^UT^J^     penetrates into throat 
B. Equations of wave energy and the related terms.  section from ^ direction 

Basing on the monthly maximum waves, wave diagram was produced at the 
offshore of each inlet. Now, suppose the height of wave coming from the ith 
direction to be H(i), wave length to be L(i), wave period to be T(i), and 
the frequency of occurrence over five years to be f(i). Then, the horizontal 
component of wave energy off the tidal inlet,F.omh(i), is given by 

Eowvh(i)  = l/'wgHCiAtt) (f (i)/60)sin(22.S(i-l))      (11) 
Similarly, the vertical component of this energy,Eowvv(i), is given by 



JAPAN'S TIDAL INLETS 1671 

Eowvv(i) = |fwgH(i)^(i)(f(i)/60)cos(22.5(i-l))   (12) 

wherepv  is the density of sea water. The probable wave energy off the inlet 
is then given by 

16 , „     , 16. 
(13) v = [II EowvhC1))2 +(IIEowwCi)) 

n=i '      U=l ' 
The direction of this wave energy,90wv,  is given by 

16 
owvhW/Eowv)   (14) 

i  i6 

•'(HE 
i=l 

Penetrating wave energy,Epwv, and its direction,Spwv> 
can t>e obtained through 

Eq.(13) and (14) respectively by summarizing the corresponding terms over the 
opening angle of the tidal inlet instead of full range. 

C. Equations of tidal prism and mean rate of tidal flow. 

Tidal prism,P, was evaluated by the following equation; 
P(km3) = Sn(km

2) x 2an(m)/1000   (15) 
where Sn is the mean surface area of the backed bay which was obtained by 
averaging the surface area measured at MHHW and that measured below MLLW, 
and 2an the mean tidal range in the backed bay. 

The mean rate of tidal flow at the throat section,Vn, was evaluated by 
the following equation; 

Vn(m/sec) =  P(kmJ  x 1000    (16^ 

A(km2) x T/2(sec) 
where T is the duration of tidal cycle. 

STEPWISE MULTIPLE REGRESSION ANALYSIS ON THE CHARACTERISTIC VARIABLES 

The following equation shows a linear regression model assumed between 
each of the characteristic variables and external variables; 

m 

Y = C, + H   AiXH         C17) : •••"     l l 0    i=i 
where Y indicates one of the characteristic variables, Cg the regression 
constant, Xi the ith external variable introduced into the regression model, 
Ai the partial regression coefficient of X^, and m the number of the external 
variables introduced into the analysis. Thus, Eq.(17) actually shows the 
linear regression model assumed for the mlh step analysis on Y. 

Analysis is performed stepwise by introducing external variables one by 
one at each step of analysis into the regression model above. A variable is 
introduced into the regression model at each step of analysis in such an or- 
der that the maximum multiple correlation may be obtained by its introduc- 
tion. F test is performed at each step of analysis by setting the signifi- 
cance level of 5 %, and the analysis will be proceeded until the introduc- 
tion of new variable becomes insignificant. 

The actual analysis was initiated by checking the correlation coeffi- 
cients between the characteristic variables and external ones. Correlation 
coefficients between each of the characteristic variables and external ones 
were investigated on the following cases; 
1). When the values of both characteristic variables and external ones are 
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original ones. 
2). When the values of characteristic variables are original although the 
values external variables are converted into logarithmic values. 
3). When the values of both characteristic variables and external ones are 
all converted into the logarithmic values. 
Exposure condition of throat section was also introduced into the analysis. 
Table 1 summarizes the results of correlation analysis. In this table, ex- 
posed inlets mean the inlets whose throat sections are exposed to open sea, 
and protected inlets indicate the ones whose throat sections are protected 
against the intrusion of winds and waves by either islands or peninslas. 

Table 1. Correlation coefficients between each of three characteristic vari- 
ables and ten external variables. 

External Exposed in Lets(N=66) Protected Lnlets(N=29) 
A    B  0ts A   B  0ts A  B  ets A  B  ets 

variable [orig. values) (log values) (orig. values) (log values) 
P .643 .718 -.133 .844 .873 .062 .928 .777 .187 .824 .772 .276 

Vn .268 .413 -.124 .286 .443 -.075 .560 .439 -.058 .051 .162 -.182 

Eowd .095 .077 .002 .030 .112 -.024 .132 .030 .048 .239 .132 .100 

Qowd .170 .154 .043 .148 .219 .085 .244 .175 .480 .357 .147 .471 
Epwd -.136-.093 -.127 -. 199 -. 144 -. 130 -. _. 
®pwd .081 .098 -.149 -.031 .067-003 __ .. 
PF -.137 -.086 -.082 -.263 -.161 -.085 -.162 -.021 .123 -.090 .010 .113 

Sowv .132 .158 .044 .018 .097 .273 .120 .055-.252 -. 160 -. 138 -. 196 

Epwv 
Qpwv 

-.022 -.035-.055 -. 154 -. 148 -. 139 ._ __ 
-. 036 -. 052 .964 -.007 -.032 .849 -- -- 

From this table, the following facts can be seen; 
1). In case of throat area and throat width, log converted variables gener- 
ally show higher correlation coefficients than do the original values of 
them. 
2). In case of the direction of throat section, original values of the var- 
ables generally show higher correlation coefficients than do the log con- 
verted variables. 
3). Influence of exposure condition to correlation coefficients is not clear 
in case of both throat area and throat width although it is significant in 
case of the direction of throat section. 

Basing on these findings, it was decided to use log converted variables 
for the analysis of both throat area and throat width, and original variables 
for the analysis of the direction of throat section. Details of the analyti- 
cal results will be shown in the next Chapter. 

RESULTS ON THE STEPWISE MULTIPLE REGRESSION ANALYSIS 

Multiple regression analysis was performed stepwise on each of the char- 
acteristic variables of (1) Whole inlets;(2) Exposed inlets; and (3) Pro- 
tected inlets. Table 2 shows the regressions obtained by the first step 
analysis together with those obtained by the final step analysis.  In this 
table, R indicates the multiple correlation of the regression on each char- 
acteristic variables, and numerals in each colomun show the partial regres- 
sion coefficients of the corresponding external variables. 
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Table 2. Results of multiple regression analysis on the characteristic vari- 
ables of throat section. 

m 
Y= C0 + 2= AiXi 

Step c0   p  Eowd 9owd Epwd spwd Eowv eowv Epwv ®pwv vn   R Groups 

Regressions on throat area;All variables-logarithmic values 
1 St -.063 .600                                         .835 

Whole 8 th -.165 .586-085 .368 . 069-. 261 -. 028 .021 -.012          .862 
1 St -.071 .579                                         .845 
8 th -.189 .564-.091 .239 .061 -. 127-. 187 .008 .058          .865 Exposed 

1 St -.001 .655                                          .824 Protected 
Regressions on throat width:All variables-logarithmic values 

1 St 1.188 .405                                          .843 
2 nd -.689 .581                                     -.438 .917 Whole 
9 th -.890 .571 .005 .077 .014-.004 .021 .029 .001    -.417 .924 
1 St 1.202 .400                                       .873 
2 nd -.557 .573                                  -.411 .933 Exposed 
9 th -1.292 .573-.063 .173 .073 .092 .048 .060-036     -.407 .945 
1 St 1.154 .411                                          .772 
2 nd -.842 .569                                  -.459 .864 

Protected 

Regression on the direction of throat section;Original values 
1st 1-60.0                                   .880     ,964|Exposed 

From this table, the following facts can be found; 
A. On the regressions of throat area. 
1). Tidal prism has been introduced into every regression obtained by the 
first step analysis.  This indicates that tidal prism is the most predomi- 
nant external variable for throat area. 
2). The first step regressions are barely improved by introducing additional 
external variables into the analysis.  In case of exposed inlets, R of the 
first step regression is 0.845.  However, R of the eight step regression is 
only 0.865. 
B. On the regressions of throat width. 
1). Tidal prism is the most predominant external variable for throat width. 
In case of exposed inlets, R of the first step regression is 0.873. 
2). Mean rate of tidal flow is the next predominant variable for throat width. 
The first step regressions are all improved considerably by the introduction 
of mean rate of tidal flow into the analysis.  In case of exposed inlets, R 
of the second step regression is improved to 0.933 from 0.873. 
3). Second step regressions, however, are barely improved by the performance 
of further step analysis.  In case of exposed inlets, R of the nineth step 
regression is improved only to 0.945 from 0.933. 
C. On the regression on the direction of throat section. 
1). Direction of the penetrating wave energy is the most predominant external 
variable for the direction of throat section. 
2). The first step analysis gave quite satisfactory regression on the direc- 
tion of throat section as shown below. 

6„ (degree) = - 60.0 + 0.88 9 -(degree) 
ts^ "  ' --•   pwv  " 

where R of this regression is 0.964. 
Figure 5 shows the relationship between the measured values of throat 

area of whole inlets and those estimated by the eighth step regression shown 
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in table 2. In this figure, abscissa 
indicates the scale for the measured 
values of throat area, and ordinate 
the scale for the estimated values of 
throat area. As it can be seen from 
this figure, measured values of throat 
area scatter considerably around the 
estimated values of them. This fact 
shows that multiple regression analysis 
could not derive the satisfactory re- 
gression even after the introduction 
of eight external variables into the 
analysis. 

In figure 6, measured values of 
throat width are plotted against the 
corresponding values of throat width 
estimated by the nineth step regres- 
sion shown in table 2.  In this fig- 
ure, abscissa shows the scale for 
measured width and ordinate the scale 
for estimated width. Measured values 
of throat width still scatter around 
the estimated values of throat width. 
This fact also indicates that nineth 
step regression on throat width was 
not satisfactory enough. 

Figure 7 shows the result of the 
first step analysis on the direction 
of throat section.  In this figure, 
abscissa indicates the scale for the 
direction of penetrating wave energy 
and ordinate the scale for the direc- 
tion of throat section. As it can be 
seen from this figure, data of 0ts 
fall fairly close around the first 
step regression. Standard deviation 
of 0ts from the regression was 28.4°. 
This fact indicates that the first 
step regression on 0£S is quite satis- 
factory one. Here, some explanation 
should be added on the magnitude of 
Sp^y. Figure 8 shows the mutual re- 
lationship between 0ts and 0pwv f°

r 

the various magnitude of 0ts> As it 
can be seen from this figure, 0piw 
_becomes greater than 360° when §ts 
b^com^s~g*=eater_jAan260o.  In this 
case, Spwy + 360 was~u5ed for the 
analysis of 0ts instead of &pw 

i      ' i .  -yi 
est       \       /   • 

IO-1 X '' '      — 

' #>     •!/• •«• •    -Whole data- 

io-2 _^ •'.X»        •       N=95 
•SX  '•                 R=0.862      — 

• ''\             1     1             1     1 

IO"2     10"1    10° 
A(km2) 

Fig-5. Relationship between A and 
*esf 

-Whole data- 
N=9S    _| 
R=0.924 

i- -%l I . • I I   I 
5  10 

B(km) 
Fig.-6. Relationship between B and 

i ii 11 i i i | ii111Ii11 i;iii i 360 

3 180 

:0„ =-60.0+0.880 
. ts 

pwv 
Fig.-7. Relationship between &-^s  and 

®pwv 

Fig.-8. Measurement of Gu^ against Qts- 
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DISCUSSION 

In the previous Chapter, the author showed that the first step analysis 
or the simple regression analysis derived quite satisfactory regression on 
the direction of throat section. He also showed that satisfactory regres- 
sions were not obtained on both throat area and throat width by the perform- 
ance of multiple regression analysis into which more than eight external 
variables were introduced. 

This may be caused by the effects of the following factors which were 
not taken into account in the previous analysis; 
1). Geometrical features of inlets and their backed bays. 
2). Geological features around the inlets and their backed bays. 
In these two factors above, geometrical features may control the contribution 
rate of the external variables to throat section. Thus, tidal inlets with 
different geometrical features will probably behave differently even if ex- 
ternal variables of the same magnitude were induced on them.  If this is true, 
more reliable regressions may possibly be obtained on both throat area and 
throat width by performing multiple regression analysis on the data of tidal 
inlets classified by certain parameters representing geometrical features of 
tidal inlets and their backed bays. 

Then, the author provided the following twelve parameters which are 
all dimensionless; 
1).  ras:Throat area/Mean surface area of backed bay 
2).   rj,p:Throat width/Principal  axial  length of backed bay 
3).  rbs:Throat width/Shore  length of backed bay 
4).   res:les/Shore  length of backed bay 
5).  rhna:Mean depth at throat section/Mean tidal range 
6).  r^nbiMean depth at throat section/Throat width 
7). rhnp:Mean depth at throat section/Principal axial length of backed bay 
8). rjjXa:Maximum depth at throat section/Mean tidal range 
9). rjj^:Maximum depth at throat section/Throat width 
]0). r^xp:Maximum depth at throat section/Principal axial length of bay 
!!)• rOp:0pening angle of tidal inlet/360

0 

E). rpS:Principal axial length/Shore length of backed bay 
In these parameters above, les means the circumference of a virtual circle 
whose area is equal to mean surface area of backed bay. 

On the other hand, the following two variables were provided to measure 
the reliability or the fitness of the final step regressions on both throat 
area and throat width which were obtained in the previous Chapter; 

Afit=AeSt/A x 100(%) 
and    Bfit=Best/B x 100(%) 

where Aes^ and BgS£ are the values of throat area and throat width estimated 
by their final step regressins shown in table 2. 

In order to see the influence of the geometrical parameters upon Af^t 
and Bfit, correlation analysis was performed among them.  Table 3 summarizes 
the results of analysis.  From this table, the following facts can be noticed; 
1). Af^t of both exposed inlets and protected ones has relatively high corre- 
lation with ras or the ratio of throat area to mean surface area of backed 
bay. 
2). &£it of both exposed and protected inlets has considerably high correla- 
tion with r^xk or the ratio of the maximum depth at throat section to throat 
width. 
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Table 3. Correlation coefficients between each of Afit and B£^t and twelve 
parameters representing geometrical features of inlets and bays. 

(Exposed inlets,N=66) 
(Both orig) (Both lo$ (Pars log) 

(Protected inlets,N=29) 
(Both orig) (Both log) (Pars log) 

Parameters Afit Bfit Afit Bfit Afit Bfit 
Afit Bfit Afit Bfit Afit Bfit 

ras 
rbp 
rbs 
res 
rhna 
rhnb 
rhnp 
*hxa 
rhxb 
rhxp 
rop 
rps 

-.463 .216*.608 ,026-.604 .029 
-.326 -.520-427 -.554 -.437 -.519 
-.320 -.560 -.458 -.583 -.420 -.557 
.191 .257 .221 .368 .129 .334 

-.403 .217 .526 .324-.463 .285 
-. 032 *. 754 -. 054 *. 704 -. 076 .685 
-.348 .312 -.398 .137 -.426 .150 
-.297 .254 .428 .345 -.330 .314 
.018 .716 .038*. 745 .048*. 734 

-.286 .319-.344 .174-.345 .186 
-. 056 -. 249 -. 036 -. 193 -. 061 -. 196 
.057 .030-.015-.000 .073-019 

-.574 .127*. 702 .154-.604 .119 
-.385 -.611 -.498 -.737 -.433 -.729 
-.471 -.437 -.668-.553 -.622 -.558 
.641 .297 .609 .285 .579 .289 

-.290 .119-.596 .387-.568 .361 
-.027*. 939 -.083 *.954 -.043*. 927 
-.497 .349-.609 .395 -.494 .364 
-.298 .143-.572 .390-.518 .371 
-. 013 *. 894 -. 036 *. 936 . 022 *. 910 
-.437 .362 .548 .372 -.412 .350 
.025-. 187 .047-.223 .064-.219 
-.457 .173-.470 .211 -.495 .187 

Note:(l). Both-orig;Values of Afit> Bfit and parameters are original 
(2). Both-log;Values of Afit, Bfit and parameters are logarithmic 
(3). Pars-log;Values of parameters are logarithmic although values of 

Afit anc* Bfit are original 

Figure 9 shows the distribution 
of Afit °f both exposed and protected 
inlets plotted against their corre- 
sponding values of ras.  From this 
figure, it can be seen that tidal 
inlets may be classified into the 
following three groups due to the 
magnitude of ras. 
1). Group in which throat area is 
alwaps overestimated by the final 
step regression. 
2). Group in which throat area is 
always underestimated by the final 
step regression. 
3). Group between the two above. 

On the other hand, figure 10 
shows the distribution of Bfit of 
both exposed and protected inlets 
plotted against their correspond- 
ing values of rjjXb- From this 
figure, it can be noticed that tidal 
inlets may also be classified into 
similar groups due to the magnitude 

of rhxb. 
1). Group in which throat width is 
always overestimated by the final 
step regression. 
2). Group in which throat width is 
always underestimated by the final 
step regression. 
3). Group between the two above. 

< 100 

< 50 

Range-1  jRange-2 |t Range 
Exposed-1 HExposed-2 [Expose* Exposed 
Protected-!    •$ 

Exposed-2 ^ Exposed-3 
Protected^!    Protected-3 

Exposed inlets :6H 
Protected iniets:2d 

W^ 

0.004 0.016 
I,   . i 

10" 10 ' 
r„(A/S„) 

Fig.-9.  Relationship between Af^t and ras. 

Range-1  iRange-2i      Range-3 
Exposed-1      Exposed-2 Exposed-3 
Protected-! I Protected-2l        Protected-3 

1*1—r 

i-hxb(hx/
B) 

Fig-10. Relationship between Bfit and r^xb. 
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Basing on these findings, tidal inlets were classified into the follow- 
ing groups shown in table 4 for the analysis of throat area. 

Table 4. Classification of tidal inlets due to both exposure 
condition and magnitude of geometrical parameter, ras. 

Range of ras Groups classified Sample number 

ras<0.004 Exposed-1 
Protected-1 

14 
10 

0.004 <ras <0.016 Exposed-2 
Protected-2 

50 
15 

ras^0.016 Exposed-3 
Protected-3 

2 
4 

For the tidal inlets involved in Groups 1 and 2, stepwise multiple regres- 
sion analysis was performed on their throat areas. Table 5 summarizes the 
final step regressions on them. 

Table 5. Final step regressions on throat area of the classified inlets 
due to both exposure condition and geometrical parameter, ras. 

m 

Y = C0+    Ilx±Xi 
1=1 

Step C0 
PEjGjE.e.E        0        E        e owd    owd    pwd      pwd    owv    owv    pwv    pwv 

R Groups 

8 th 
8 th 
1    St 
1    St 

-1.652 
.181 
.153 
.430 

.681-.103   .902   .375-1.049-.012   .707-.176 

.831-134   .299   .135     .016-. 153-.022   .039 

.856 

.819 

.970 

.945 

.933 

.976 

Exposed-1 
Exposed-2 
Protected-1 
Protected-2 

As it can be seen through the 
values of R in table 5, the former 
regressions on throat area were im- 
proved significantly by introducing 
geometrical parameter, ras, into the 
analysis. 

Figure 11 shows the distribution 
of throat areas of tidal inlets(Ex- 
posed-2) estimated by the correspond- 
ing final step regression plotted 
against their corresponding values of 
measured throat areas. From this fig- 
ure, it can be noticed clearly that 
the regressions shown in table 5 are 
quite reliable ones. 

Similar analysis was performed 
on throat width. Namely, tidal inlets 
were classified into the following 
groups due to both exposure condition 
and magnitude of geometrical papameter, 

rhxb- 

10° • 
5 

:                      *!*est \L/ 

/' 
10-1 ' •'/' 
s 

•*/>' 

'*/• •    " 
•Jr   * 

io-2 r          _ y< 
5 0.004<ras<0.01 6 

N=50 
R =0.945 

10-3 ,      ,   
10"3     5 10"'    5 10"1       1C 

A(km2) 

Fig.-11. Relationship between A 
and AeSt. 
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Table 6. Classification of tidal inlets due to both exposure 
condition and magnitude of geometrical parameter, rnxb. 

Range of rhxb Groups classified Sample number 

rhxb< 0.007 Exposed-1 
Protected-1 

11 
9 

0.007<rhxb<0.030 Exposed-2 
Protected-2 

41 
14 

rhxb? 0.030 
Exposed-3 

Protected-3 
14 
6 

For the inlets of each group, multiple regression analysis was performed 
stepwise on their throat width. Table 7 summarizes the final step regressions 
on them. 

Table 7.  Final step regressions on throat width of the classified inlets due 
to both exposure condition and geometrical parameter, rbxb. 

m 
Y • co+ x: A.x. 

1=1 11 

Step C0 PE,0,E,0,E        e        E      e owd    owd    pwd    pwd    owv    owv    pwv pwv V n R Groups 

9 th -.833 .387-225   .540-.061-.168  .116   .447   .041 .077 .999 Exposed-1 
9 th -1.058 .478-.027  .106  .060  .140  .018   .051-.023 .341 .971 Exposed-2 
6 th .341 .583   .241     --     .200    --   -.293     --     .093 .184 .822 Exposed-3 
2 nd -1.770 .594 .693 .993 Protected-1 
2 nd -.630 .529 .395 .983 Protected-2 
2 nd -2.996 .937 .150 .990 Protected-3 

In this analysis, quite high value 
of multiple correlation was also obtained 
for each group of tidal inlets except the 
case of Exposed-3. This fact indicates 
that former regressions on throat width 
were improved significantly by introduc- 
ing geometrical parameter, rhxb into the 
analysis. 

Figure 12 shows the distribution of 
throat width(Exposed-2) estimated by the 
corresponding final step regression in 
table 7 plotted against their correspond- 
ing values of measured throat width. 
From this figure, it can be noticed 
clearly that the regressions shown in 
table 7 are quite reliable ones except 
the regression for Exposed-3. 

5 

E4 

V.3 

L                            B=Best ~~y 

y 0007<r.    .<O.O30 nxb 
N = 41 

R = 0.971 
. . . . i   (l 

3    4   5 
B(km) 

10 

Fig.-12.  Relationship between B and 
Best- 
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CONCLUSION 

Tidal inlets on the Pacific coast of Japan were studied with respect to 
three characteristic variables of their throat sections:(1) Throat area;(2) 
Throat width; and (3) Direction of throat section. For each of these three 
variables, multiple regression analysis was performed stepwise by introduce 
ing external variables such as tidal prism, mean rate of tidal flow, wind 
energy, wave energy and so on one by one into a linear regression model. 
Exposure condition of throat section to open sea and geometrical parameters 
of inlets and bays were also introduced into the analysis. As a result, 
the following facts were found; 
1). Quite reliable regressions are found between throat area and external 
variables if the tidal inlets are classified due to the magnitude of geomet- 
rical parameter, rag which is the ratio of throat area to mean surface area 
of the backed bay. These regressions are shown in Table S. 
2). Quite satisfactory regressions are found between throat width and external 
variables if the tidal inlets are classified due to the magnitude of geomet- 
rical parameter, rnx), which is the ratio of the maximum depth at the throat 
section to throat width. These regressions are shown in Table 7. 
3). Direction of the penetrating wave energy is the most predominant external 
variable for the direction of throat section, and quite reliable regression 
shown below is obtained for the exposed inlets. 

9ts(degree) = -60.0 +0.88 9pWV(degree) 
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CHAPTER 98 

TIDAL INLET FLOW DYNAMICS AND SEDIMENT MOVEMENT 

J.  L.  Machemehl, N.  E. Bird and A.  N.  Chambers 
Center for Marine and Coastal Studies 

North Carolina State University 
Raleigh, North Carolina    27607 

ABSTRACT 

A numerical simulation model for the computation of tidal and -j 
fresh water flow exchange through a coastal inlet developed by Amein ) 
was modified and calibrated with field data (current, water surface 
elevation and bottom topography) for Lockwoods Folly Inlet, North 
Carolina. The calibrated model was then used to predict the changes 
in the flow regimes brought about by natural and manmade changes such 
as storms and dredging, respectively, and to predict the changes in 
flow regimes caused by the Lockwoods Folly River. 

A generalized hypothesis of the patterns of sediment through and 
bypassing the inlet were formulated from an evaluation of the flow data 
and from an analysis of the orientation and structure of the bedforms 
observed in the inlet and on the offshore bar. The bedforms were 
analysed in the field and from an uncontrolled mosaic made from multi- 
spectral aerial photographs. Confirmation and refinement of the trans- 
port rates and movement patterns during ebb tide were made by intro- 
ducing 454 kilograms (1000 lbs.) of fluorescent tracer sand in two 
colors into the inlet channels. The sediment movement through the in- 
let was established and correlated with the numerical simulation model. 
Confirmation and refinement of the transport rates and movement pat- 
terns during flood tide were made by introducing 680 kilograms (1,500 
lbs.) of fluorescent tracer sand in three colors into the surf zone 
on the updrift beach and on the offshore bar. The sediment movement 
indicated the existence of bar bypassing (which was the dominant by- 
passing mechanism) and tidal flow bypassing. The bypassing mechanism 
of the inlet was found to agree with other atlantic coast inlets. 

When used in conjuction with an analysis of bedform and tracer 
sand data the numerical simulation model was found to be a valid method 
for monitoring the high energy inlet environment. 

INTRODUCTION 

Description of the Study Area 

Lockwoods Folly Inlet is approximately 10 miles west of the Cape 
Fear River and 9 miles east of Shallotte Inlet in Brunswick County, 
North Carolina. Holdens Beach borders the Inlet on the west while 

1681 
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Long Beach borders the Inlet on the east as shown in Figure 1. The 
beaches are almost east-west in direction. Holdens Beach is approx- 
imately 13,400 meters (44,900 ft.) long and has an average width of 
490 meters (1600 ft.) while Long Beach is approximately 14,000 meters 
(46,000 ft.) and long and has an average width of 400 meters (1300 ft.). 
Both the eastern end of Holdens Beach and the western end of Long 
Beach have been the victim of extensive and severe erosion. The Corps 
of Engineers2    has stated that the eastern 1,800 meters (6,000 ft.) 
of Holdens Beach has experienced the highest rate of shoreline erosion 
in Brunswick County. Shoreline positions in the vicinity of the Inlet 
are shown in Figure 1. 

The Atlantic Intracoastal Waterway (AIWW) separates the beaches 
from the mainland. The Lockwoods Folly River enters the AIWW 2100 
meters (6900 ft.) east of the Inlet. In 1672 the Inlet was aligned 
with the Lockwoods Folly River. ' 

Meterological and Oceanographical Data 

On an annual basis the winds blow almost equally onshore and off- 
shore with winds from the east occurring less frequently. During the 
period of this study the predominant wind was south to southeast at an 
average speed of 1.9 meters per second (3.7 knots). Wave height and 
direction data were available from the Corps of Engineers. The waves 
observed had a period of less than 9 seconds and a height of less than 
5 ft. Unusual conditions during the study included a period of squalls 
and several days of storms. 

The mean tidal range at Lockwoods Folly Inlet was 1.3 meters 
(4.2 ft.). The spring tidal range is 1.5 meters (4.8 ft.). The tides 
are semi-diurnal. The current velocities in the Inlet channel ranged 
from 129 to 160 cm/sec. (2.0 to 2.5 knots). 

Objectives of Study 

Lockwoods Folly Inlet is of particular interest as a study area. 
The Inlet is included in a proposed Corps of Engineers project for 
erosion control and hurricane protection of adjacent beaches. The 
Inlet is wery  active with strong tidal currents and shoaling sand bars. 
Wave energy is frequently concentrated near the Inlet due to refraction 
around the offshore sand bar which tends to aggravate the erosion. 

The objectives of this study were: 

(1) To adapt Amein's numerical model to the Inlet, 

(2) To develop a generalized sediment movement pattern for the 
Inlet, and 

(3) To evaluate thej^^ff^Q^gf^^pgs
system at tne Inlet- 



INLET FLOW AND SEDIMENT 1683 

SCALE   IN FEET 

DATE 
1859 
1923 
1934 
1943 
1954 
1961 
1963 
1970 
1972 

LEGEND 

HIGH WATER SHORELINE 

FIGURE 1. Historic Shoreline Positions 
for Lockwoods Folly Inlet, 
North Carolina. 
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Numerical Simulation Model 

Flow Computations.    Amein's    numerical  simulation model was modi- 
fied and adapted to Lockwoods Folly Inlet.    The numerical simulation 
model  is based on the equations of unsteady flow with an implicit 
method for numerical simulation of the flow equations.    A system of 
28 nonlinear equations were solved using the generalized Newton 
iteration method. 

The equations of unsteady flow are based on the conservation of 
mass and momentum.    For the flow between Section 1-1 and 2-2 as shown 
in Figure 2, the equations can be written: 

S+   f   ---o 0) 
And 

A     3t A     3X V     3X 9  3X       9   3X       9 5f KL) 

Where Q is the discharge, q is the point discharge, V is the velocity, 
g is the acceleration of gravity, y is the depth of flow and sf is the 
friction slope. 

A non-uniform rectangular grid in the x and t plane as shown in 
Figure 3 was used to simulate Equations 1  and 2 for numerical  solution. 
The differential equation were simulated for a finite time At and a 
finite distance Ax.    Equation 1  is simulated by 

nj + l   .   nj + l jj + l _     flj i+1 ,   , qi+l      qi +    Ai+l/2 Vl/2      - q3Z\„    =0 (3) 
AX At 

where 

qi+l/2 

x 1 + 1 

Ai+l/2 = J     A(x)AX (4) 
xi 

Ai+i ,2 is approximated by j (A.. + Ai+1) 

Equation 2 is simulated by 

1 0j+1      - gi+l/2 yi+l/2   + 1                 -1 
J+l 

Ai+l/2 At (A\+1/2)2    2Ax 

{«o2-<'>2} 
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1 

i, j+l i + l, j + l 

r 

X 

i 

TIME DERIVATIVE^ 

SPACE DERIVATIVE^ 

•\J i + l, j 

FIGURE 3.       Definition Sketch for a Network of Points on the 
x,  t Plane. 
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4(SHH 
gsf       = o 
Vi 

where 

+ 9 

J+l (rill  ^i+i)-^i    -ziH + 

AX 

*i + l 

<!/2 • S?/_      «*. t)dx 

(5) 

(6) 
x. 

and 

.j+1        =   TJ-     f1      S.(x, t)dx (7) 
i+1/2 J 

nO + 1 
qi+l/2 

and 

l{<]    +< (8) 

Sj+1 
f Ti+l/2 

C * sfi *> (9) 

The approximations of A, Q and Sf are based on a linear assump- 
tion, and if AX is sufficiently small the result would be valid. 

The unknown variables in the simulation equations are the ones 
with the superscripts (j + 1). The independent unknowns are the values 
of discharge and stage at grid points (i, j+l) and (i+1, j+l). For an 
inlet system the part of equations with four unknowns can be evaluated 
because the additional equations obtained from the boundary conditions 
and channel junctions will result in the same number of equations as 
there are unknowns. 

Application to Lockwoods folly Inlet 

For problem purposes the inlet was represented by 14 stations as 
shown in Figure 4. The channel system was divided into five channels 
with two junctions. The channel sections are: 
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3 
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1,  2, 3 
4,  5, 6 
7, 8, 9 
10,  11, 12 
13,  14 

The junctions are: 

3, 6, 7 
9, 12, 13 

The value of x is taken as zero at junction 9, 12, 13 and in- 
creases to seaward. The flow during an ebb tide is in the positive 
x direction. 

The simulated equations of conservation and momentum, Equation 
3 and Equation 5 are abbreviated by: 

F(Qn-.Qi+r yry1+1) = o do) 

G(Qi5Qi+r yr      yi+1) = o (ii) 

Q-; > Q-j+i» y.s. y,-+i are values of discharge and stage at time j+1. 
Since all unknown quantities are at time j+1 that superscript has 
been omitted. Equations 10 and 11 can be written for each channel 
section as follows: 

Section 1,2,3 

F(QT Q2» y-|> y2) 
= °  <12) 

G(Qr Q2, yr y2) = 0 
(13) 

F(Q2. Q3, y2, y3) = 0   (14) 

G(Q2, Q3. y2, y3) = 0 (15) 

Section 4, 5, 6 

F(Q4, Q5, y4, y5) = 0   (16) 

G(Q4, Q5, y4. y5) = 0   (17) 

F(Q5, Q6, y5, y6) = 0   (18) 

G(Q5, Q6, y5, y6) = 0   (19) 
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Section 7, 8, 9 

F(Q7» Q8, y7» y8) = o   (20) 

G(Q7, Q8, y7, y8) = 0 (21) 

F(Q8, Q9, y8, y9) = 0 (22) 

G(Q8, Q9. y8. y9) = o (23) 

Section 10, 11, 12 

F(Q10. Qn. y10. yn) = o  (24) 

G(Q10, Qir y10, yu)  = 0 (25) 

F(Qn, Q12. yn. y12) 
= ° (26) 

G(Qllt Q12. yn. yi2) 
= ° <27) 

Section 13, 14 

F(Q13, Q14, y13, y14) = o .......  (28) 

G(Q13, Q14, y13, y14) =0   (29) 

This system consists of 18 equations and 28 unknowns. To find a solu- 
tion ten additional equations are required. They may be written 
based on the conditions existing at the boundaries. 

At each junction the energy level is the same, so that the energy, 
represented as y + z + V^ , can be equated for each section at a 

junction. Abbreviating ?he energy equation as 

H(Qi, Q1+l. y-, yi+1) = 0 (30) 

the following four equations can be written: 

Junction 3, 6, 7 

H(Q3, Q7, y3, y?) = 0 (31) 

H(Q6, Q7. y6, y7) = 0 (32) 
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Junction 9, 12, 13 

H(Qg> Q13, yg, y13) = 0 (33) 

H(Q12, Q13, y]2, y13) = 0 (34) 

The law of conservation of mass at each junction is used to obtain 
the following two equations: 

Junction 3, 6, 7 

F(Q3, Q6, Q7) = 0   (35) 

Junction 9, 12, 13 

F(Q9. Q12, Q13) = 0 (36) 

The water surface elevations provided by the tide gauges 
provide boundary data for four more equations. They are represented 
as 
Hy-i) = o  (37) 

F(y4) = 0   (38) 

F(y10) = 0 (39) 

F(y14) = 0 (40) 

The system of Equations 12 through 29 and 30 through 40 provides 
twenty eight equations and twenty eight unknowns which can be solved 
by several methods. 

Flow Model Input Data 

Boundary conditions, bathymetry data, friction coefficient and 
initial flow rates were used as model input data. The boundary condi- 
tions were expressed as water surface elevations as a function of time. 
The values are listed in Table 1. The channel section parameters of 
cross sectional area and wetted perimeter are represented by linear 
algebraic equations as a function of depth Y. measured from mean low 
water. The equations are: 

A = AQ + A1 y (41) 

P = Po + Pl y (42) 
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Table 1. Field Boundary Data. 

TIME *WATER SURFACE ELEVATION 

STATION 1 STATION 2 STATION 3 STATION 4 
(M) (M) (M) (M) 

0.0 0.12 0.11 0.09 0.06 
0.5 0.03 0.02 0.03 0.00 
1.0 0.00 0.00 0.00 0.03 
1.5 0.02 0.03 0.02 0.08 
2.0 0.09 0.11 0.08 0.14 
2.5 0.20 0.20 0.18 0.24 
3.0 0.30 0.30 0.29 0.35 
3.5 0.42 0.43 0.47 0.49 
4.0 0.58 0.55 0.61 0.66 
4.5 0.72 0.72 0.75 0.81 
5.0 0.85 0.88 0.90 0.98 
5.5 1.04 1.04 1.05 1.16 
6.0 1.16 1.14 1.13 1.30 
6.5 1.28 1.25 1.26 1.43 
7.0 1.34 1.31 1.28 1.54 
7.5 1.34 1.33 1.30 1.49 
8.0 1.28 1.28 1.28 1.43 
8.5 1.19 1.19 1.19 1.22 
9.0 1.07 1.07 1.07 1.05 
9.5 0.96 0.94 0.94 0.93 

10.0 0.84 0.84 0.81 0.73 
10.5 0.73 0.73 0.67 0.61 
11.0 0.61 0.61 0.58 0.49 
11.5 0.49 0.49 0.47 0.37 
12.0 0.37 0.40 0.37 0.26 
12.5 0.24 0.27 0.24 0.18 

*Above Mean Low Water 

The values of A , A,, P , P, are listed for each station in Table 2. 
The area coefficients were obtained from the fathometer profiles.1 

Since the channels were wide with respect to their depth, the wetted 
perimeter was considered to be the channel width. The friction coe- 
fficient was estimated and then adjusted until the computed results 
matched the observed values. The initial flow rates were considered 
for time zero using the current velocities measured with the current 
meter. Time zero was the predicted time of low tide. The values 
are listed in Table 3. 
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Table 2. Coefficients of Expression for Area and Wetted Perimeter. 

STATION COEFFICIENTS FOR AREA COEFFICIENTS FOR WETTED PERIMETER 
A0 Al A0 Pl 

1 330.07 175.41 155.45 20.83 
2 388.32 206.37 182.88 20.83 
3 388.32 206.37 211.35 2.00 
4 410.62 128.59 118.87 22.92 
5 451.68 141.45 150.40 2.00 
6 451.68 141.45 150.40 2.00 
7 650.30 346.07 394.25 2.00 
8 650.30 346.07 353.57 29.17 
9 650.30 346.07 394.25 2.00 

10 47.38 187.83 51.82 177.09 
11 55.74 220.98 60.96 208.34 
12 55.74 220.98 60.96 2.00 
13 869.54 366.71 369.84 2.00 
14 869.54 366.71 332.22 27.08 

Cross Sectional Area = AQ + A,y 

Wetted Perimeter = P0 + P-iy 

Table 3. Initial Flow Values. 

Statior i  VALUE OF "CHANNEL BOTTOM **INITIAL DEPTH INITIAL FLOW 
(M) ELEV. (M) (M) RATE (Cu M/S) 

1 -650 -4.72 0.12 148 
2 -470 -5.03 0.11 148 
3 -290 -5.03 0.10 148 
4 -520 -5.03 0.12 169 
5 -410 -5.03 0.11 169 
6 -290 -5.03 0.10 169 
7 -290 -4.57 0.10 317 
8 -180 -4.11 0.08 3.7 
9 0 -4.11 0.07 317 

10 -390 -1.52 0.09 39 
11 -170 -1.52 0.08 39 
12 0 -4.11 0.07 39 
13 0 -4.11 0.07 356 
14 190 -4.11 0.06 356 

*Below Mean Low Water 

**Above Mean Low Water 
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Flow Model Output Data 

The output of the model was average discharge and elevation at 
each station. The computed results for station 14 (See Figure 4) are 
plotted along with measured data in Figures 5 and 6. 

Flow Channels 

The bedforms on the offshore bar were analyzed to determine the 
pattern of flow across the offshore bar. Figure 7 illustrates the 
ebb flow patterns (larger arrows indicate higher velocities). 

SEDIMENT MOVEMENT 

Hypothesis of Sediment Bypassing System 

Bedform analysis provided the majority of the data used in the 
formulation of the preliminary hypothesis. Several areas of the inlet 
were found to carry the majority of the flow as it moved across the 
offshore bar. The two major areas included an ebb channel, a few 
meters offshore of Holden Beach, and another minor channel, when com- 
pared to the main inlet gorge, near the grid point 2700  (See Fig- 
ures 4 and 7). These two areas on the offshore bar were found from 
bedform analysis to carry the highest velocities of flow. A dis- 
ordered pattern of flow near grid point 2700 was indicated by the 
observed orientation of the bedforms, but flow over a large portion 
of the offshore bar tended to move toward the Holden Beach ebb channel. 
Bedform analysis showed little tendency of the flow to move seaward 
except through these two previously indicated ebb channels. 

Flow data used in the formulation of the preliminary hypothesis 
included a wave refraction analysis of the area, current velocity 
measurements, and bathymetry profiles. Wave refraction analysis pro- 
vided an idea of the location of areas at which extensive erosion 
would likely occur. The analysis by the Corps of Engineers^  found 
these areas to be the eastern tip of Holden Beach and the western tip 
of Long Beach. A typical wave from S 60° W and a period of 8 seconds 
was used in the analysis. The wave refraction analysis also provided 
the Corps of Engineers with data used to estimate the amount of energy 
transmitted to the beach zone. From this data, the Corps of Engineers 
was able to estimate a net annual littoral drift of 245,000 cubic 
meters/year (320,000 cubic yards/year) in an easterly direction. Cur- 
rent velocity measurements showed the maximum ebb velocity in the inlet 
gorge to be 1.2 meters/second (4 feet/second) but this velocity was 
significantly reduced to 0.77 meters/second (2.5 feet/second) in the 
inlet gorge off Long Beach. This velocity reduction was due to a 
combination of the widening of the inlet as well as the passing of 
large Volumes of water over the offshore bar. Bathymetry profiles ob- 
tained during the period of study showed a maximum depth of 5 meters 
(17 feet) in the inlet gorge. A depth of 1.5 to 1.8 meters (5 to 6 
feet) covered the offshore bar at the high tide. The depth of the 
water flowing through the ebb channel along Holden Beach reached a 
depth of 1.5 meters (5 feet) at high tide. 
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From an analysis of this data, a preliminary hypothesis of the by- 
passing system was developed. Sediment moved either toward the ebb 
channel near Hoi den Beach and was swept into the inlet gorge by the 
high tidal velocities, or else bypassed the inlet by moving across the 
offshore bar toward the 2700 grid point. This hypothesis was tested 
by introducing three different colored tracers onto the offshore bar 
along the 2000 grid line. Tracer tests were conducted during the ebb 
to flood cycle in an attempt to verify the pattern of movement indicated 
from the preliminary hypothesis. 

Bar Bypassing Tests 

The movement of the sediment across the bar was determined by intro- 
ducing a fluorescent tracer onto the offshore bar in water soluble bags. 
The water soluble bags released the tracer onto the bar without allowing 
it to go into suspension in the water column. Signal green and fire 
orange were released on the offshore bar along grid line 2000. Blaze 
orange was raked into the beach between low and high tides along grid 
line 2000. 

Core samples were taken during the tidal cycle. The samples were 
later analyzed by counting the number of tracer grains present in each 
sample under a long wave ultraviolet light. Samples containing 1-5 grains 
were considered to indicate a presence of tracer, while those with 6-10 
grains indicated a low concentration; 11-20 grains indicated a medium 
concentration, and a sample containing more than 20 grains was considered 
to be highly concentrated. Eighty three core samples taken from the 
offshore bar were analyzed. Fifty percent of the core samples contained 
5 or less grains. Six percent of the core samples did not contain any 
tracer sand, while twenty-two percent contained 20 or more grains. 

Sediment Movement Tests 

Ebb to Flood Tests. Two hundred twenty seven kilograms (500 lbs.) 
of signal green and fire orange tracer were released onto the offshore 
bar along grid line 2000. Blaze orange was raked onto the beach. The 
tracer sand entered the bar migration pattern. Samples were taken in 
the grid System between grid lines 2000 and 3000. Tracer was detected 
in high concentrations near the point of introduction. The tracer pattern 
was distinguishable along the shoreline of Holden Beach until it reached 
the Atlantic Intracoastal Waterway. Signal green tracer initially was 
stagnate at the end of the ebb channel. Within 24 hours the signal 
green tracer had established a pattern of movement across the bar. Fire 
orange tracer established two bypassingpatterns; one similar to that 
which blaze orange initially followed, and the other a pattern of move- 
ment also across the offshore bar. Fire orange tracer traveled along the 
Holden Beach shoreline in an easterly direction until being influenced 
by the tidal currents of the gorge. From tracer analysis, fire orange 
tracer was found in detectable concentrations on Long Beach, possibly 
carried by the current of the inlet gorge. From tracer analysis, fire 
orange tracer was found in detectable concentrations on Long Beach 
after 24 hours. A second pattern across the offshore bar was established 
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as was the case with the blaze orange and signal green tracer. Two types 
of sediment bypassing were evident at the inlet. The first type tidal 
flow bypassing, was verified by the pattern of movement of fire orange 
tracer. The fire orange tracer moved across the offshore bar until 
being influenced by the tidal currents. The second type found at the 
inlet was bar bypassing, which from stability analysis was found to be 
the dominant type of bypassing in effect at the inlet. 

Transport Rates Across The Offshore Bar 

The transport rates were estimated from the tracer data. The 
actual transport rates were possible higher than the rates estimated. 
Blaze orange tracer was first detected at the 2600 grid line (considered 
to be the edge of the bar) 9 hours after its introduction onto the beach. 
The rate of transport across the offshore bar was estimated to be 1.8 
cm.sec./ (0.059 ft./sec). Neither signal green nor fire orang'e tracer 
was detected on the edge of the bar until 24 hours following introduction. 
The rate of transport for both tracers was computed to be 0.7 cm./sec). 
(0.023 ft./sec). A composite of the locations of the sediment tracer 
materials in the bar bypassing tests are shown in Figure 8. 

CONCLUSIONS 

The following conclusions were drawn from the study: 

1. The numerical simulation model agreed reasonably well with the 
measured values for stage and discharge. 

2. The sediment movement patterns in the inlet were related to 
tidal current patterns. 

3. Sediment crossed the inlet from east to west. 

4. The offshore bar will continue to grow as it traps and 
bypasses sand. 

5. The inner shoal will continue to grow and encroach on the 
intracoastal waterway, thus necessitating periodic dredging. 
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CHAPTER 99 

MEASUREMENT OF BED FRICTION IN TIDAL INLETS 

by 
1 2 3 

A. J. Mehta , R. J. Byrne and J. T. DeAlteris 

ABSTRACT 

The flow characteristics and the stability of a tidal inlet are governed, 
among other factors, by the channel bed friction. In order to determine the 
bed shear stress regime and the frictional characteristics, near-bed velocity 
profiles.were obtained at the throat sections of two inlets, John's Pass and 
Blind Pass, on the Gulf Coast of Florida. A specially designed steel cage with 
five current meters in a vertical array was used to obtain the profiles in the 
bottom one meter of the flow. 

The profiles were found to be logarithmic but it is noted that, especially 
near the times of slack water, the effect of inertia becomes significant. How- 
ever, during the major part of the flood or ebb flow period, frictional effects 
are dominant. In the fully rough regime of flow, the bed-shear stress - velocity 
relationship is found to follow the square law, with a constant, characteristic 
friction factor and Manning's n for each inlet. This friction factor is used 
in hydraulic formulas, based on uniform, steady open channel flow relationships, 
to obtain the tidal prism - throat cross-sectional area ratio, which is 
then compared with that obtained from flow discharge measurements. Agreements 
and discrepancies in the comparison are discussed. The relationship between 
the bed shear stress at incipient motion and the grain size at the bed is re- 
viewed, and it is noted that the observed relationship at the two inlets does 
not agree with the well-known correlation of Shields for uniform sandy beds. 

INTRODUCTION 

The hydraulic and sedimentary regime of a tidal inlet depends strongly on 
the friction characteristics of the channel bed. These characteristics are 
most commonly defined in terms of a friction factor, a Chezy coefficient or a 
Manning's n. Standard texts on hydraulics give values of these coefficients, 
particularly Manning's n, for rivers and canals of various geometries and 
vegetative cover. However, for tidal inlets, information of this sort is limited 
and is only derived indirectly from measurements of tides and currents, rather 
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than through direct near-bed measurements. Correspondingly, the variation of 
the bed shear stress with the tidal cycle and its relationship to the motion of 
the sediment over the bed is also established indirectly. 

Experience and observation have established that the most characteristic 
morphologic feature of a tidal inlet is its throat section, and that flow 
measurements at this location yield important information on the hydraulics 
and the stability of an inlet. A significant part of the frictional resistance 
to the flow occurs at the throat, and the cross-sectional area of the throat, 
among other parameters, seems to correlate uniquely  with the tidal prism 
through the inlet (O'Brien, 1969, 1976). Moreover, it has been shown that there 
appears to be a correspondence between this prism-area relationship for stable 
inlets and the regime equations for rivers and canals in non-silting, non-scouring 
equilibrium (Mason, 1973, Bruun, 1974), despite the fact that the flow in an 
inlet is primarily oscillatory. The question arises as to whether the 
direct measurement of near-bed velocity profiles at the throat can yield a 
friction factor, or a Manning's n,which may be considered to be characteristic 
for the inlet in a manner similar to that in a canal. Furthermore, inasmuch as 
the regime of sediment transport is dependent upon the bed shear stress, the 
determination of the latter as a function of the stage of tide should correlate 
with the bed sediment motion at the throat. These considerations led to the 
planning of the field experiments described in this paper, with the following 
specific objectives: 

(1) To measure the velocity distribution in the bottom one meter of the 
flow at the throat section of an inlet. 

(2) To simultaneously record the state of bed motion at the throat. 

(3) To determine characteristic friction coefficients from the measured 
data. 

(4) To obtain the tidal prism-throat cross-sectional area ratio based on 
hydraulic formulas involving the above coefficients, and to compare 
this ratio with that obtained from flow discharge measurements and a 
survey of the throat. 

(5) To establish the relationship between the critical shear stress for 
the bed grain motion and the grain size at the throat. 

HYDRAULIC RELATIONSHIPS 

The simplest method of analysing and testing inlet hydraulic data is that 
based on the generally accepted correspondence between inlet hydraulics and 
steady, uniform open channel flows. In the turbulent regime, the logarithmic 
profile for the flow velocity u is 

u   r, , 1 . Z 
u*=B+K*nK (1) 

where u    = friction velocity, K = Karman constant (= 0.40), Z = zu /v, K = ku /v 
(wall Reynolds number), z = elevation above the theoretical bed, k = bed rough- 
ness and v = kinematic viscosity of water.    The depth-mean velocity u can be 
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obtained from Eq.  (1) for a depth of flow h   (assuming h >> z0) 

u = 2.5u* [tn (£ )-l] (2) 

and Manning's n and k from 

Finally 

n = WV6 ± (3)1 

g2     u 

k = (31,6n)5 (4) 

= 2.5J>n (| ) (5) 

where z0 is the value of z at u = 0. 

It can be shown that the sensitivity of Manning'snto the depth h may be 
expressed as 

~1 1 An 
n 6      („_/h f (6) {< ) - l}J 

Here An and Ah are small changes in n and h, respectively. The purpose of in- 
troducing Eq. (6) is to test the effect of changes in depth due to the tide on the 
computation of Manning's n. If this variation is small, it would be acceptable 
to ignore the range of tide in the inlet for the purpose of the hydraulic com- 
putations. 

The bed shear stress T0 (=pu )is defined as 

p 2 (7) 

where, in the fully rough range of flow (K>70), the friction factor f depends 
solely on the ratio of the bed roughness to the depth of flow (for a wide 
channel}. 

=L = 2.34 + 0.87 Jin £ (8) 
if K 

The foregoing relationships are strictly applicable to steady, uniform wide 
open channels only, but Eqs. (1) through (8) should be applicable to tidal inlets 
with the following characteristics: 

(1) no significant density stratification, i.e. low fresh water discharge 
relative to the tidal prism 

I 
The foot-pound-second units are used in the computations thoughout this paper; 
metric units have been used in data presentation only. 

2 
Eq.   (4) is also known as Strickler's equation. 



1704 COASTAL ENGINEERING-1976 

(2) low ratio of tidal amplitude divided by the mean depth of flow 

(3) relatively large width to depth ratio 

(4) negligible wave-induced turbulence 

(5) negligible effect of the inertia of the mass of water in relation 
to frictional dissipation at the bed. 

PRISM-AREA RELATIONSHIP 

The £idal P is by definition related to the cross-sectional mean maximum 
velocity 5„,„ in an inlet according to max 

p = Umax Ar T (g\ 

where Ac = throat cross-sectional area below MWL, T = tidal period and CK is a 
coefficient that accounts for the deviation from the sinusoidal variation of the 
velocity in the inlet (Keulegan, 1967). Keulegan and Hall (1950) found that 
C^ *   0.86 agrees well.with most inlet data. In Eq. (7), at 0 = D  , T0 = 
? •,,.» and eliminating u  with the help of Eq. (9) yields omax 3   max 

Ac 
= Vfp Fornax ^ (10) 

If f, !omaX and T are measured,P/Ac can be calculated and compared with a 
corresponding ratio in which P is obtained directly from volumetric flow dis- 
charge measurement and Ac determined by a survey. 

By assuming a depth as well as width averaged velocity as in an open 
channel,and a relatively small ratio of the tidal amplitude aR at the throat 
divided by the cross-sectional mean depth R, Krishnamurthy (1974) obtained 

p      * 
X - 1.25u 
Ac     cr ('*-£) "M (ID 

Here it is also assumed thattheinlet is in a state of non-silting, non-scouring 
equilibrium, and that in such an inlet, on the average, the friction velocity 
u = ucr , corresponding to Tacr;, the critical bed shear stress for the 
incipient motion of the grains on the bed. 

An agreement between the measured P/Ac and that derived from the above two 
equations, particularly Eq. (10), would clearly point to the relevance of the 
measured value of the friction factor at the throat. 

THE INLETS 

Two inlets, John's Pass and Blind Pass, shown in Fig. 1, were selected 
for the purpose of the measurements. These inlets connect the Gulf of Mexico 
to Boca Ciega Bay, near Tampa, Florida. Despite their relative proximity, 
the two inlets have disparate morphological characteristics, as seen from 
Table 1. 
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-CONCH KEY 

JOHNS   PASS 
BRIDGE 

JOHNS   PASS 

TREASURE 
ISLAND  CSWY 

BLIND   PASS 
BRIDGE 

BLIND   PASS 

>ST  PETERSBURG   BEACH 
'       BASCULE BRIDGES 

'SX PETERSBURG 

Fig,  1. John's Pass and Blind Pass Connect the Gulf of 
Mexico to Boca Ciega Bay.    The City of Tampa 
(not shown) is due Northwest. 
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TABLE 1 

Inlet 
Mean Depth h 
at the Throat 
below MWL (ft) 

Throat 
Cross-section 2 

Ac below MWL (ft ) 

Length 
of the 
Channel (ft) 

Jetties Stability 

John's Pass 

Blind Pass 

.16.0 

5.2 

9,500 
3 

440 

2,200 

1,200 

one 

two 

Good 

Intermediate 

John's Pass is a stable inlet with no major problem of sedimentation. The 
1,200 ft. long Blind Pass channel is followed by another 6,000 ft. long and re- 
latively wider channel which enters Boca Ciega Bay. This second segment of the 
channel may, however, be considered to be a part of the bay itself, as currents 
in this channel are relatively low (Sanchez-Diaz, 1975). The inlet cross-sec- 
tion has been decreasing steadily during the past century (Mehta and Adams, in 
press), and there have been some shoaling problems near the entrance, but the 
inlet has remained open. Figs. 2 and 3 give a closer look at these inlets, and 
indicate the locations of the throat sections. The penetration of ocean waves 
at these sections is minimal. Currents and salinity profiles indicated that 
the fresh water outflow at these inlets is rather small and that density 
stratification is not significant. The bed at the throat of John's Pass is 
laden almost entirely with relatively large pieces of shell. At Blind Pass, 
shells are found in patches surrounded by relatively fine sand. 

EQUIPMENT 

The essential equipment consisted of a vertical array of five ducted im- 
peller current meters fitted inside a steel cage which could be lowered at the 
desired location from a specially designed A-frame on a barge. The following 
is a brief description of the current meter and the cage. 

The current meter (Fig. 2): This consisted of a 3 in. o.d. and 6 in. long 
stainless steel duct containing an axially mounted impeller with six Epoxyglas 
blades. Two small magnets attached to the tip of two of the blades closed a 
reed switch mounted on the duct. The circuit was connected through a long in- 
sulated wire to a deck unit which could count the actuation caused through the 
rotation of the impeller. The counts were calibrated to yield the current speed 
(Byrne and Boon, 1973). 

The cage (Fig. 2): This consisted of a framed cube, 4 ft. on the edge, con- 
structed of 1 x 3/16 in. angle iron. For stability at the bottom of the inlet, 
the base of the cage was weighted with four 75 lb. lead weights fastened, one 
each, to the bottom corners of the frame. The vane assembly (which helped 
align the meters along the direction of flow) was fabricated from a 45 in. sec- 
tion of channel aluminum, modified to accept the mounting arms of five current 
meters, which were installed at 21.6, 36.2, 51.4, 75.6 and 103.6 cm above the base of 
the cage. Outputs from the current meters were monitored on a barge, anchored 
at a position close to the cage. A more detailed desciption of the equipment 

Based on data obtained in 1974 prior to the construction of new jetties. 
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and its use may be found elsewhere (Mehta, Byrne and DeAlteris, 1975). 

FIELD STUDY 

The original plan was to obtain near-bed velocity profiles at a number of 
points across the throat by moving the cage from point to point, but time limita- 
tion and the presence of very heavy seaweed concentrations in the flow along 
certain parts of the channel at John's Pass permitted measurements at one 
location only, namely at the deepest part of the channel near the throat (Fig. 2). 
At Blind Pass, due to the narrow throat section, the measurements were 
also taken at one location only (Fig. 3) close to the deepest channel. 

At John's Pass, data were collected on August 5, 6, 7, 8 and 9, 1974, and 
on August 14 at Blind Pass. On each day, counts corresponding to each of the 
five current meters were simultaneaously recorded from the deck units on the barge 
every few minutes, for a total time period, ranging from slack to slack (one- 
half tidal cycle). At John's Pass measurements were obtained over floodtides 
and at Blind Pass over an ebbtide. The depth of water below MWL at the site of 
the cage was 25 ft. at John's Pass and 12 ft. at Blind Pass. 

In addition to the near-bed profiles a single current meter at John's Pass ob- 
tained a few profiles over the entire depth. At Blind Pass, a current meter was 
installed near the throat to yield a continuous velocity measurement there. 
Tides were measured at both the inlets and a set of six stilling wells were 
installed atBlind Pass to measure the water surface slopes near the throat. 
Divers made observations on the state of sediment motion at the bed. 

DATA ANALYSIS 

Due to fouling by seaweed, divers had to clean the meters from time to 
time. For data analysis, any profile with less than four data' points was con- 
sidered unsuitable. As a result, for example, all the profiles obtained on 
August 6 had to be eliminated. 

Fig. 4 shows examples of the velocity profiles obtained at John's Pass on 
August 9, and Fig. 5 shows profiles at Blind Pass on August 14. As in these 
examples, almost all the profiles were found to be logarithmic, according to 
Eq.(l). The ratios, ac/h, of the average amplitude of tide to the depth of flow 
at the cage during the experiment were as follows: . 

TABLE 2 

Inlet ac (ft) h (ft) ac/h (%) 

John's Pass 

Blind Pass 

0.76 

1.36 

25 

12 

3 

11 

Thus at John's Pass, the tidal amplitude was 3% of the depth at the 
cage and at Blind Pass it was 11%. Using a typical value of z0 = 0.007 ft., 
and these percent changes in depth, Eq.(6) gives the corresponding An/n as less 
than 0.1% at John's Pass and less than 0.2% at Blind Pass. It can be shown 
likewise, that the percent changes in u2 corresponding to the above changes in 
depths are also negligible. Thus in Eqs.(3) and (7), the effects of tidal 
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variation on the value of n and f, respectively, may be ignored.    In all com- 
putations, therefore, only the depth below MWL at the site of the cage was used. 

The question of the effect of inertia was dealt with by observing the be- 
havior of the coefficient M 

3U 

M = -f- (12) 

8TUIUI 
which is the ratio of the temporal acceleration term divided by the friction term 
in the momentum equation.  In Fig. 6, u and M are plotted for the floodtide on 
August 9 at John's Pass. From slack to slack, the period of flood is 5 hr. 
45 min. It is observed that at times of fluctuation in current speeds M be- 
comes large, but its value is most significant close to times of slack water, 
where the inertia effect is clearly dominant. Consider for example the time 
period during which | M | is equal to or greater than unity. Ignoring those times when 
this occurs for short intervals, and taking only the periods close to slack 
waters, the total time interval when |M| 21 is 45 min., which is only 19% of the 
flood period. Measurements on other days at John's Pass yielded similar 
values, and at Blind Pass, on August 14, [M| > 1 only during 11% of the ebb. 
These observations tend to indicate that it is not unreasonable to use steady, 
uniform flow formulas for tidal inlet hydraulics although, clearly, phenomena 
close to slack water are likely to be strongly influenced by the effects of 
inertia. 

In all calculations,u, as computed from Eq. (1), was used instead of one 
which may be obtained from a measured velocity profile over the entire depth 
of flow. This is because only a few of the latter were obtained, and it was 
found that the average velocities obtained from these did not differ to any 
appreciable extent from those obtained from the near-bed profiles. 

RESULTS 

Fig. 7 is an example of the variation of the bed shear stress T0 with time, 
on August 8, at John's Pass. From recorded diver observations on the state of 
bed motion, it is possible to determine the corresponding bed shear stress, as 
indicated on the figure. 

In Fig. 8, T0 is plotted against u on logarithmic co-ordinates for all the 
data points from John's Pass. Of particular importance here is the observance 
of the square law according to Eq.(7), with a constant friction factor f. The 
straight line gives f = 0.027, Manning's n = 0.026 from Eq.(3) and bed roughness 
k = 0.31 ft. from Eq.(4). Fig. 9 shows similar data for Blind Pass, with f = 
0.021, n = 0.020 and k = 0.07. A few bed shear stress values obtained from 
surface slopes at Blind Pass were found to be nearly twice as large as those 
obtained from the velocity profiles, as these included losses at the channel 
bend (Fig. 3) as well (Mehta et al., loc. cit.). 

In both, Figs. 8 and 9 , at low velocities, the data points begin to 

The temporal acceleration term is much more significant then the spatial 
acceleration term in the flow through the channel itself. The flow may there- 
fore be considered to be uniform. 
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deviate systematically from the straight line, such that the measured shear 
stress is lower than that predicted by the line. This is, it can be shown, 
because these data points are in the transition range of flow, with K < 70 
(Mehta, et al., loc. cit.). The friction factor f initially decreases in 
this range, as in an open channel, giving lower T0 values. 

At flow velocities near 4 fps and greater, another deviation from the 
straight line is observed in Figs. 10 and 11. This deviation is such that 
the measured friction factor f is greater than that predicted by the straight 
line, and is possibly due to a changing bed roughness associated with a re- 
orientation of the bed at these high velocities. 

In Figs. 10 and 11, the coefficient B of Eq.(l) calculated from Eq.(5) 
has been plotted against K, for John's Pass and Blind Pass, respectively. 
A comparison with the well-known experimental relationship obtained by 
Nikuradse for beds of relatively uniform sand grain roughness shows that 
the B values from the two inlets are generally higher than those indicated 
by the curves. Furthermore, for high values of K, B indeed attains a 
constant value; B = 8.65 for John's Pass and 8.60 for Blind Pass, as opposed 
to 8.50 for the Nikuradse data. These higher values of B are most likely 
to be due to the non-uniformity of the bed material in the inlets (Yalin, 
1972). Thus in the case of John's Pass, where the proportion of shell on 
the bed is greater than at Blind Pass, the B value is correspondingly 
larger. This fact is clearly reflected in the values of the bed roughness 
k as well. 

Measured tidal prisms and the tide ranges at the two inlets are given 
in Table 3. The prism through John's Pass is an order of magnitude 
larger than that through Blind Pass. Indeed, the former inlet is primarily 
responsible for the flushing of the northern portion of Boca Ciega Bay. 

TABLE 3 

Date Inlet P (ft3) 2ac (ft) 

August 5 John's Pass 5.46 x 108 1.97 

August 6 John's Pass 4.16 x 108 1.74 

August 7 John's Pass 3.74 x 108 1.44 

August 8 John's Pass 1.28 

August 9 John's Pass 2.44 x 108 1.72 

August 14 Blind Pass 3.77 x 107 2.72 
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BED MOVEMENT 

The motion of sand and shell was observed by the divers and is summarized 
in Table 4. 

TABLE 4 

Observation T (approx. range) (psf) 

No detectable motion 
Incipient motion of individual sand grain 
Creeping motion of sand and "small" shells 
Movement of individual "large" shells 
Movement of the entire shell bed 

0.000 - 0.010 
0.010 - 0.015 
0.015 - 0.045 
0.045 - 0.060 
0.060 - 

Ranges of bed shear stress x0 were determined by matching the times of 
observation with T0 in plots such as Fig. 7. Since the diver observations were 
somewhat subjective, and the sediments in the two inlets are similar (the median, 
shell free sand diameter is 0.22 mm. at both the inlets), the classification of 
bed movement in Table 4 ignores any differences in bed motion between the two 
inlets. In the table, "small" refers to shell pieces less than approximately 
5 mm. in diameter, and "large" to pieces larger than 5 mm. in diameter. 

Because of the relatively small quantities of fine sand and shell pieces 
in motion at low flow velocities, attempts to collect the sediment in bed-load 
traps were not successful. Also, at high velocities, the divers were unable to 
enter the waters, and therefore could not make observations on the sediment 
motion when the currents were maximum. 

DISCUSSION 

A way in which the relevance of the friction factors derived from measure- 
ments at the throat may be determined is by testing Eqs.(10) and (11) against 
P/Ac determined from discharge measurements. Table 5 summarizes the calculations. 

TABLE 5 

P/Ac (ft) 

John's Pass Blind Pass 

Eq. (10) 

Eq. (11) 

Measured 

5.12 x 10" 

3.04 x 101* 

4.08 x lO1* 

8.81 x 10* 

4.26 x lo" 

8.54 x 10* 

The ratio for John's Pass represents a four day average (x 0.16, 0.11, 0.10 
and 0.06 psf at John's Pass and 0.13 psf at Blind Pass). In the estimation of 

a smooth curve was fitted to each of the x0-time curves,and the maximum 
A correction to this maximum was applied according to 

2 
Tomax ~ * umax' "max'  Tomax 

omax , . . was selected. 

(.13) 
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to account for the transverse velocity p_rofile. Here, umax and 
at the location of the cage, TQmax and umax are the corresponding'cross-sec- 
tional averages. It was found that umax/

nmax = "-90 ant' ".86, at John's Pass 
and Blind Pass, respectively. Also, measurements gave C|< = l.o and 0.84, respectively. 

Table 4 indicates that Eq.(lO) predicts a P/Ac which is larger than the 
measured value by 25% at John's Pass and 3% at Blind Pass. This implies that the 
appropriate value of the friction factor f in Eq.(lO) should be 1.56 times the 
directly measured value (0.027) at John's Pass, but only 1.06 times the measured 
value (0.021) at Blind Pass. 

It is interesting to note that,considering the assumptions involved, Eq.(ll) 

(with ucr -/Tocr/p = 0.079 fps) agrees reasonably with the measurements at John's 
Pass, but predicts a substantially lower P/A at Blind Pass. A possible explana- 
tion for this is that Blind Pass is not a very stable inlet. This is reflected 
by the rather large measured P/Ac value as well. 

Another comparison can be made through Eq.(8). This equation gives f = 
0.026 and 0.022, which is in excellent agreement with the measurements. These 
values are obtained by using the local mean depth h = 25 ft. and 12 ft., res- 
pectively, at the two inlets. If the cross-sectional mean depths h from Table 1 
are used, f = 0.030 and 0.027 respectively, at John's Pass and Blind Pass. 

It is worthwhile to compare,the observed relationship between the critical 
stress at incipient motion and the grain size, with the well-known relationship 
obtained by Shields for channels with sand beds in the fully rough range of flow: 

t0Cr = 0.056 (Ts - Y) d5o (14) 
3 3 

where ys  is the unit weight of the sand grain (=169 lbs/ft ), y = pg = 64 lb/ft 
and d5 is the median grain size. Using d5o = 0.22 mm =0.0007 ft. gives TQCr 
= 0.004 psf,whereas the observed value was close to 0.013 psf. It has been 
shown elsewhere (Mehta and Christensen, 1976) that this discrepancy is due to 
the presence of a rather large ratio of the bed roughness k. to thediameter d5o, 
and also due to the differences in the velocity profiles from that in a channel 
with a uniform sand grain bed. 

CONCLUSIONS 

1. The velocity profiles in the bottom one meter of the flow near the deepest 
part of the channel throat section were found to be logarithmic at John's 
Pass and Blind Pass. 

2. The effect of inertia was found to be important in relation to frictional 
dissipation near the times of slack water. Elsewhere, this effect may be 
considered to be relatively insignificant. 

3. The bed shear stress and the depth-mean velocity derived from these profiles 
were found to be related by the square law in the fully rough range of flow, 
with a characteristic friction factor and a Manning's n for each inlet. 

4. The velocity coefficient B was found to vary in a manner similar to that in 
a wide open channel, but B values were generally higher for the two inlets. 
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5. The tidal prism-throat cross-sectional area ratio,as determined from a 
hydraulic relationship, Eq.(lO), agreed with the directly measured ratio 
at Blind Pass, but at John's Pass, there was a difference, indicating that 
f, as determined from the measurements, was 56% too low. 

6. Shields' criterion for the incipient motion of sand grains predicted a 
critical shear stress which was about one-third of the observed value. 
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CHAPTER 100 

MORPHODYNAMICS  OF  A WAVE-DOMINATED RIVER MOUTH 

L.D. Wright 
Coastal Studies Unit, Dept. of Geography 
University of Sydney 
Sydney, N.S.W. 2006 Australia 

Abstract 

The mouth of the Shoalhaven River on the southeast coast of Australia 
is subject to direct attack by high energy waves and offers a general model 
of wave-dominated river-mouth deposition. During river floods seawater is 
completely flushed from the lower reaches of the channel and significant 
quantities of sandy bed load and suspended silts are debouched into the 
Tasman Sea. However, breaking waves cause intense mixing between the efflu- 
ent and ambient waters while wave-induced mass transport and setup oppose 
and partially impound outflow.  Unusually rapid deceleration and lateral 
effluent expansion result.  Sediments accumulate in the form of a broad 
creseentic river-mouth bar with its crest situated about 2 channel widths 
seaward of the outlet and as broad shallow subaqueous levees capped by 
swash bars.  Post-depositional shoreward return of sands by shoaling waves 
produces a constricted outlet. During low river stage wave setup enhances 
flood tidal currents and partially inhibits ebb tide outflow.  This leads 
to a gradual shoreward migration of the river-mouth bar, a narrowing of 
the constricted outlet and to upstream migration of river-mouth sands into 
the lower reaches of the channel. 

Introduction 

Recent studies show that river mouth depositional patterns depend on 
the relative contribution from three primary processes which derive their 
energy directly from the river outflow and on modifications by marine pro- 
cesses. The three primary processes are: (1) turbulent diffusion, (2) tur- 
bulent bed friction; and (3) buoyant expansion. Major modifying processes 
include those induced by tides and waves. Depositional patterns at many 
river mouths may be explained largely in terms of one or more of the pri- 
mary processes. The well-studied mouths of the Mississippi, for example, 
are dominated by buoyant expaniion and experience minimal influence from 
tides and waves (Wright and Coleman, 1974).  In contrast, many river mouths 
are attacked directly by high wave energy. Wave-current interactions 
cause pronounced modifications to effluent behavior while waves directly 
redistribute the river mouth sediments contemporaneously with their initial 
discharge.  Some notable examples of wave-dominated river mouths include 
the mouths of the Senegal (West Africa); Sao Francisco and Jequitinhonha 
(Brazil); Magdalena (Columbia); Orange (South Africa); Burdekin (Queensland, 
Australia); and Shoalhaven (New South Wales, Australia). The process signa- 
tures and depositional morphologies of these river mouths show common 
attributes among themselves but differ markedly from those of river-domina- 
ted or tide-dominated river mouths. The high-energy southeast coast of 
Australia offers excellent examples of wave-dominated river mouths. This 
paper summarizes 18 months of observations at the mouth of the Shoalhaven 
River about 150 km south of Sydney, Australia. 

1721 
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Environment of the Study Area 

The Shoalhaven River Delta and estuary (Fig.1) are situated near the 
township of Nowra, New South Wales on the east coast of Australia. By 
world standards the Shoalhaven is a small river although it is the largest 
on the south coast of New South Wales. The river's catchment has a total 
area of 7230 km2 and receives an average rainfall of 760 mm. The mean dis- 
charge rate at the Nowra Bridge near the head of the delta is only 57.3 m^ 
sec'l; however, flows of over 5,000 m^ sec"'- occur at a return interval of 
10 years. Flows In excess of this magnitude occurred in both 1974 and 1975. 
The bed load of the river consists of fine to medium sands of angular to 
rounded quartz, feldspar and rock fragments. During flood the river also 
transports high concentrations of suspended silts and clays. 

The Shoalhaven has built a Recent deltaic plain 85 km2 In area, extend- 
ing from Nowra to the coast. At the present time the discharge of the 
Shoalhaven enters the sea via 2 outlets; the Crookhaven entrance which is 
situated in a relatively protected environment in the lee of Crookhaven 
Heads and the Shoalhaven entrance which is exposed to the full spectrum of 
wave conditions. The protected Crookhaven entrance provides a low energy 
"control" example for comparing the behavior of the wave-dominated Shoal- 
haven entrance. The river debouches into Shoalhaven Bight, a broad, arcu- 
ate embayment bordering the Tasman Sea.  The nearshore bed, though flatter 
than that fronting neighboring coastal sectors, is relatively steep, with 
an average gradient of 0° 45' and a concave-upwards profile. Water depths 
of 20 metres occur within 1.5 km from the present shoreline. 

The tides of the region are semidiurnal with a mean range of 1.2 
metres and a spring range of 1.8 metres. The combined tidal prism of the 
Shoalhaven and Crookhaven estuaries is estimated to be about 23 x 10° m3 
during spring tides. This exceeds the base flow by 18 times but is only 
1/5 the volume of extreme flood discharge.  The river mouth and adjacent 
coastline are dominated by high energy waves. The region experiences a 
highly variable wind wave climate superimposed on persistent refracted long 
period southerly and southeasterly swell. Deepwater wave power averages 
178 Watts per cm of crest width and exceeds 1250 Watts cm"! for 1% of the 
time.  Significant deepwater wave height exceeds 1.5 metres 50% of the time, 
is greater than 3 metres for 5% of the time and has appraoched 10 metres 
several times over the past 2 years. 

Field Techniques 

This paper is based largely on direct field observations made over the 
period August 1974 to January 1976.  Observations of outflow behavior, 
estuarine circulation, wave characteristics and resultant morphologic pat- 
terns were made over a wide range of hydrologic and marine energy conditions. 
Bathymetric surveys in the Shoalhaven estuary and offshore were conducted 
using a Ratheon model DE 731 echo sounder; positions were determined by 
theodolite and horizontal sextant angles. Autolab salinity-temperature 
meters were used for S-T profiling and Toho-Dentan direct-reading current 
meters were used for current profiling.  Drogues and dye were employed to 
determine larger scale flow patterns.  Continuous tidal and river stage 
height data were recorded by means of 5 Bristol recording tide gages main- 
tained by the Shoalhaven Shire Coucil and by a Stephens water level recorder. 
Incident deepwater wave characteristics were measured by the Maritime 
Services Board of New South Wales' offshore wave rider located 5 km sea- 
ward of the entrance to Botany Bay (100 km north of the study region). 
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Figure 1:  The Shoalhaven DelCa 
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Flood-Stage Outflow 

Significant transport and deposition of river-derived sediments at 
and immediately upstream from the mouth of the Shoalhaven takes place 
primarily during river flood when seawater is flushed from the estuary. 
During floods the beach which often seals the Shoalhaven Heads entrance is 
breached (or widened if the entrance has not been previously sealed) and 
sands are debouched through the outlet into Shoalhaven Bight.  The Shoal- 
haven experienced extreme flood conditions in August 1974 and again in 
June 1975. The discharge rates associated with both floods substantially 
exceeded the 10 year discharge rates: peak discharge associated with the 
August 1974 and June 1975 floods were 7400 m3 sec"1 and 6900 m3 sec"1 

respectively at the Nowra Bridge 13 km upstream from the entrance (Dept. 
Public Works, N.S.W., 1975). During the August 1974 flood observations 
were restricted logistically to field reconnaissance; however, field data 
were obtained during the June 1975 flood. 

Figure 2 shows water surface elevation curves from Nowra Bridge and 
Shoalhaven Heads encompassing the period preceding, during and immediately 
following the flood (June 19-25, 1976).  The portion of the curves for the 
period June 19-20 indicates the normal low-stage surface behavior and demon- 
strates the tidal dominance of the lower channel.  It is apparent from this 
low-stage curve that tidal amplitude undergoes only slight attenuation and 
deformation over the distance from the entrance to Nowra. A tidal lag of 
about 1 hour 45 minutes is also evident. With the onset of the flood water 
levels rose abruptly at both the upstream and river mouth stations. A 
flood peak of 5.09 metres at Nowra (2130 hrs. on June 21) was accompanied 
by a peak of 2.15 at the Shoalhaven Heads entrance, thus resulting in a 
maximum water surface gradient of 23 cm km"1 in the lower estuary. Flood 
flow completely obliterated the effects of tidal rise and fall at the Nowra 
Bridge over the period June 21-26. However, at the mouth tidal influence 
persisted throughout the flood even though marine waters were completely 
flushed from both entrances. 

Unfortunately it was logistically impossible to obtain direct current 
observations in the entrance during the flood peak; however, current, 
salinity-temperature and bathymetric data were obtained immediately fol- 
lowing the peak during the period of subsiding stage.  Figure 3 shows 
typical velocity profiles and water density structures in the Shoalhaven 
Heads entrance during ebbing and flooding tides on June 26-27.  The flood- 
stage river-mouth bar profile is also shown.  (In this figure and figures 
which follow, water density is expressed in units of 0^ t  which is related 
to density, ^ , by <f t  = ( £ -1) • 1,000 and is calculated from salinity 
and temperature data.) As the diagram indicates salt water was completely 
flushed from the entrance and flow was seaward at all depths during both 
phases of the tide. The influence of tides is strongly evident from a com- 
parison of the ebbing versus flooding currents: outflow was accelerated 
during ebbing tide and inhibited during flooding tide.  The ebb-tide out- 
flow attained surface speeds of over 2 metres sec"1 whereas surface outflow 
averaged only about 40-50 cm sec"l during flooding tide.  Strong bed shear 
accompanied the flood stage outflow on both tidal phases and pronounced sea- 
ward transport of bed load was evidenced from the presence of seaward-migra- 
ting mega-ripples with amplitudes on the order of 50 to 100 cm. 

Vertical density stratification in the entrance throat and over the 
river-mouth bar was negligible (Fig.3).  It has been shown elsewhere that 
the effectiveness of buoyancy in suppressing effluent turbulence depends 
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To a large extent on F', the dens line trie Froude number at the outlet 
(Hazashi and Shuto, 1967,1968; Wright and Coleman, 1971) where 

F'  = 
o 

where U is the mean outflow velocity, g is the acceleration of gravity, 
h' is the depth of the maximum density gradient and Jf is the density 
ratio 

/  = 1-     (?£/?8>    whereof    and    °| are respectively the 

densities of fresh water and sea water.  Throughout the high stage and 
falling stage period F' exceeded substantially the value of 16.1 regarded 
by Hayashi and Shuto (1967,1968) as necessary for fully turbulent effluent 
diffusion. 

1200   0   1200 hr 
25 June, 1975 

Figure 2: Water Surface Elevation Curves for Shoalhaven Heads and 
Nowra Bridge, June 19-25, 1975 
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Figure 3: Current and Density Profiles at the Mouth of the Shoalhaven 
River on Ebbing and Flooding Tides, June 26-27, 1976 

It is common on the southeast coast of Australia for increased stream- 
flow to coincide with the occurrence of powerful southeasterly waves. The 
floods of August 1974 and June 1975 were associated with lows situated over 
the coast which also generated high energy waves: the June 1975 flood was 
accompanied by a significant wave height of 7 metres. The dominant waves 
associated with the storm arrived from the southeast and had a peak period 
of 13 seconds.  Owing to the direction of incidence of these waves the 
Crookhaven entrance was comparatively sheltered from extreme energy condi- 
tions; however, the Shoalhaven Heads entrance was fully exposed to direct 
wave attack. 
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The most conspicuous influences of high wave energy on flood-stage 
outflow were wave-induced setup and increased effluent diffusion and 
deceleration. The importance of wave setup on the Shoalhaven Heads entrance 
is apparent from Figure 4 which shows simultaneous flood-stage water level 
curves from Shoalhaven Heads and Greenwell Point (situated just upstream 
from the Crookhaven Heads entrance) together with the significant wave 
heights for the same period. From the graphs it can be seen that flood- 
stage water levels were substantially higher at the exposed Shoalhaven 
Heads entrance than at the more sheltered Crookhaven outlet. At the time 
of the peak wave height, which preceded the flood crest by about 15 hours, 
water level at Shoalhaven Heads exceeded that at Greenwell Point by 60 

centimetres. 

0 1200 0 1200 0 1200 0 1200 0 1200 0 1200 0    1200 hr 
19 20 21 22 23 24 25 June, 1975 

Figure 4:   Simultaneous Curves of Significant Wave Height as Recorded by 
the Botany Bay Offshore Wave Rider and Water Surface Elevations 
at Shoalhaven Heads and Greenwell Point, June 19-25, 1975 
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The important role of waves in enhancing effluent mixing and decelera- 
tion was evident from a comparison of observations at the two outlets made 
on June 27 and 28 during falling stage as sea water reentered the extreme 
lower reaches of the distributaries. At the time of these observations 
river discharge had decreased to levels insufficient to flush completely 
the seawater from the channels but still significantly exceeded the tidal 
prism of the estuary.  Conditions such as these have been observed else- 
where to favour strong vertical stratification and salt-wedge intrusion 
under normal conditions (e.g., Wright, 1971). At highly stratified river 
mouths such as the mouths of the Mississippi River the outlet densimetric 
Froude number tends to maintain values near unity and outflow expands 
largely as a buoyant plume which experiences only gradual deceleration 
(Wright and Coleman, 1971,1974). Figure 5 shows the typical density ((ft) 
structure and current profile observed at the Crookhaven outlet during 
falling stage. A close analogy to the Mississippi model is apparent: 
there was a steep pycnocline, the densimetric Froude number was slightly 
less than 1 and there was a flow reversal just beneath the pycnocline. 
Seaward of the outlet the Crookhaven effluent expanded in the shelter of 
Crookhaven Heads as a buoyant surface layer with minimal lateral and verti- 
cal mixing. 

depth 

F=0.93 

Contours in fjf 

Figure 5:  Density and Flow Structure in and Seaward of the Crookhaven 
Mouth During Falling Stage, June 27, 1975 
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Outflow patterns at the exposed Shoalhaven Heads entrance during the 
same period contrasted sharply with those of the Crookhaven. From Figure 
6 it can be seen that denser brackish water had intruded a short distance 
into the Shoalhaven entrance by June 28, 1975. However, unlike the Crook- 
haven, flow through the Shoalhaven Heads outlet was seaward at all depths 
and the density structure indicated a vertically well-mixed condition owing 
to the action of breaking waves.  Immediately seaward of the entrance 
throat breaking waves caused rapid mixing and momentum exchange between 
effluent and ambient water.  In addition to intensified mixing, outflow 
was opposed by wave-induced shoreward transport of seawater which abruptly 
converged with the effluent immediately seaward of the seawardmost break 
point. The combined effect was to cause extremely rapid seaward decelera- 
tion of the outflow: maximum velocities decreased from 1.5 m sec"l at the 
entrance throat to 20 cm sec" within a distance of 2 channel widths 
(250 ra) seaward. This rate of deceleration was several times greater than 
that predictable from the theories or observations of fully turbulent or 
buoyant jets (e.g., Wright and Coleman, 1974) and must be attributable to 
wave effects. 

Zone of rapid mixing 
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wave induced     /7@ 
mass transport / I 
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Figure 6:  Density and Flow Structure and Two-Dimensional River-Mouth 
Morphology at the Shoalhaven Heads Mouth During Falling Stage, 
June 28, 1975. 
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The plan-view surface outflow patterns associated with flood discharge 
are illustrated in Figure 7 together with the resultant depositional mor- 
phology. Flow patterns shown in this diagram were determined by drogue 
and dye tracking and from aerial observations. Waves which broke over the 
crescentic river-mouth bar impeding seaward flow caused the effluent to 
spread abruptly alongshore. Flow divergence landward of the bar crest was 
accompanied by shoreward transport and emergence of seawater over the sea- 
ward front of the bar.  Lateral to the effluent centreline, velocity gradi- 
ents were extremely steep causing abrupt deposition and shoaling in the 
form of subaqueous levees. 

wave 
approach 

N^ 

I be^ch 

.5SS&  Breakers 

i/    Shoalhaven\ 
River 

^represents zone of saltwater  emergence 

Figure 7:  Horizontal Surface Outflow Patterns and Plan-View Morphology 
at the Shoalhaven Heads Mouth, June 28, 1975 
(lengths of arrows not proportional to current speed) 
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Flood-Stage River-Mouth Morphology 

The deposltlonal morphology produced by the flood stage outflow is 
shown in profile and plan in Figures 6 and 7.  Rapid wave-induced decelera- 
tion caused abrupt deposition of bed load resulting in a conspicuous river- 
mout bar at a short distance from the inlet throat.  The bar was wide and 
crescentic in plan-view and was situated at 2 channel widths seaward of the 
outlet (as compared with 4 to 6 channel widths at the mouth of the Missis- 
sippi: Wright and Coleman, 1974).  Surveys immediately after the flood in 
June, 1975, in August, 1975, and in December, 1975 indicated that the bar 
consistently had 2 crests.  The seawardmost bar crest was asaymetsical with 
a steeper landward face and appeared to be migrating shoreward under the 
influence of shoaling waves. 

In plan, the distinguishing features of the river mouth were: (1) a 
crescentic and highly regular river-mouth bar; (2) a constricted outlet; 
and (3) broad subaqueous levees which widen to shoreward and are surmounted 
by swash bars. The wide subaqueous levees are apparently associated with 
the combination of steep lateral velocity gradients and post-depositional 
reworking of river-mouth sands by shoaling waves. These levees were the 
most extensive depositional unit at the river mouth in terms of both surface 
area and sand volume.  Sediments returned shoreward by wave-induced swash 
bar migration over the levee/shoals accumulate adjacent to the entrance 
throat and constrict the mouth until a balance is achieved between the 
reconcentrated outflow and the waves. The crescentic bar and wide sub- 
aqueous levees of the flood-stage Shoalhaven mouth appeared to be analogous 
in form and function to the terminal lobes and ramp-margin shoals of ebb- 
tidal deltas (e.g., Hayes et al., 1970; Oertel, 1972). 

Low-Stage Outflow 

As the river returns to normal or low flows, saltwater quickly in- 
trudes into the lower reaches of the channel. Figure'* 8 shows the low 
stage density structure in the lower 15 km of the Shoalhaven estuary. 
Throughout most of its length the estuary is well mixed by tides.  At and 
immediately upstream from the Shoalhaven Heads entrance marine salinities 
prevail; salinities decrease progressively upstream becoming fresh a short 
distance aobve the Nowra Bridge. Under low stage conditions flow is bi- 
directional through the two entrances which function essentially as tidal 
inlets. Tidal influence extends to well above the Nowra Bridge and there 
is minimal tidal attenuation in the lower 15 km of the channel. 

Figure 9 shows a comparison of the low stage tide curves from the 
Shoalhaven Heads and Crookhaven entrances, and illustrates the continual 
effects of wave-induced setup on the Shoalhaven Heads outlet.  This setup 
impedes ebb outflow and augments flood tide inflow through the Shoalhaven 
entrance.  Under these low stage conditions waves breaking over the crest 
of the river-mouth bar impound ebb outflow, causing it to spread laterally 
along the inshore zone (Fig.10).  Sediment-laden efflux trapped in this 
way ultimately escapes by way of rips which prevail on either side of the 
large transverse bar, created by the river-mouth bar. 

A recent set of 25 hourly observations by C. Brown (Posford, Pavry, 
Sinclair and Knight Consulting Engineers, 1976) testified to the importance 
of wave setup in creating tidal transport assymetry through the Shoalhaven 
entrance. 

The results of these observations are summarized in Table I.  The 
table demonstrates that at the time of the observations (March, 1976) low 
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stage inflow through Shoalhaven Heads exceeded the outflow by more than 2 
times.  The excess inflow through Shoalhaven Heads exits together with the 
base flow of the river by way of the more protected Crookhaven entrance. 

Shoalhaven 
Heads 

-H 1       .        I 1- 
kms upstream from Shoalhaven rivermouth 

H 1 1 I    • 
12    .    13 14 15 

Figure 8:  Longitudinal Density Profile of the Lower Shoalhaven Estuary 
at Low Stage, August 11, 1975 

Main Channel Upstream 
from Canal 

Shoalhaven 
Heads 

Crookhaven 
Heads 

Flood (inflow) 

Ebb (outflow) 

9.6 x 106 m3 

13.6 x 106 m3 

11 x 106 m3     12 x 106 m3 

5 x 106 m3     22 x 106 m3 

Table 1:  Mean Flood and Ebb Tidal Discharges Through Shoalhaven Heads 
and Crookhaven Heads, March 13-14, 1976 
(Source:  Posford, Pavry, Sinclair and Knight Consulting 
Engineers) 
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Figure 9:  Simultaneous Tidal Curves for Shoalhaven Heads and Crookhaven 
Heads during Lov Stage, August 3-6, 1975 

Low-Stage Sediment Transport and Morphology 

During prolonged low-discharge periods the combination of shoaling 
waves, flooding tides and setup results in a net shoreward return of 
sediment which ultimately reenters the lower reaches of the lower Shoal- 
haven estuary. Much of this sediment accumulates as a flood-tidal delta 
just upstream from the entrance throat along the flanks of the channel; 
however, a significant proportion of the sediment migrates over 5 kilo- 
metres upstream and accumulates on tidal point bars and mid-channel 
islands. Analyses of sediments from the river mouth and lover Shoalhaven 
channel indicate a mixture of well-rounded quartz typical of offshore and 
open coast environments and riverine sani s consisting of angular rock 
fragments, feldspars and quartz. The percentage of riverine sand increases 
upstream from 30% to 507. at the river mouth to 100% at 13 km upstream. 

Figure 11 shows the depositions 1 morphology of the Shoalhaven Heads 
outlet as it appeared in January 1976 following a low-stage period of 5.5 
months. By this stage large swash bars had migrated shoreward over the 
subaqueous levees and entered the mouth as a complex succession of recurved 
ridges which substantially reduced the width of the outlet. The crescentic 
river-mouth bar had migrated shoreward while the southern subaqueous levee 
had become extended across the outlet by dominant southeasterly waves, 
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causing outflow to be deflected to the north. In profile the double- 
crested bar form previously described was still apparent. However, both 
crests had migrated approximately 100 metres shoreward and the outer 
crest had become more pronounced and 1.5 metres shallower.  In addition, 
the outer bar had increased in longshore width and had assumed a more 
regular form. Except for an outflow channel across the northeast quadrant 
the bar extended continuously shoreward to the beach on either side of 
the outlet. Where the river-mouth bar welded to the beach wide transverse 
bars surmounted by large emergent swash bars resulted.  The transverse 
bars were flanked on either side by large rips by way of which the wave- 
impounded river effluent escaped seaward (Fig. 11). 

Figure 10:  The Mouth of the Shoalhaven During Low Stage, January,1976 
Note Turbid Effluent Water Trapped Inshore of Surf Zone 
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Figure 11:   Low Stage Morphology and Outflow Patterns of the Mouth of 
the Shoalhaven, January, 1976 

Inspection of aerial photographs reveals that when conditions of low 
river flow and wave dominance persist for a prolonged period, bar sands 
will continue to enter the mouth, narrowing the throat and choking the 
outlet. This causes discharge to be increasingly diverted through the 
Crookhaven entrance. Eventually shoreward migration of the bar completely 
seals off the Shoalhaven outlet. Once sealed, the mouth remains closed 
until it is breached by the next flood (Fig.12). 
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Figure 12: 

The Mouth of the Shoal- 
haven as it Appears 
when Fully Closed Fol- 
lowing Prolonged Low 
Discharge Periods 

Summary and Conclusions 

The depositional morphologic patterns observed at the mouth of the 
Shoalhaven contrast drastically with patterns observed at river mouths in 
low-wave energy environments but are analogous in major respects to those 
of other wave-dominated river mouths.  It is inferred from this study that 
the distinguishing aspects of the morphology of the mouth of the Shoalhaven 
River are largely attributable to interactions between the river outflow 
and high-energy shoaling waves. Waves influence effluent behavior in at 
least two fundamental ways: (1) wave breaking and associated turbulence 
enhances mixing, obliterates vertical density gradients and causes more 
rapid deceleration; and (2) wave-induced mass transport and setup oppose 
the outflow, causing a local reduction in longitudinal hydrostatic gradient, 
"trapping" the issuing river water inshore and promoting abrupt lateral 
spreading of the outflow. 

The major morphologic features produced by these wave-effluent inter- 
actions Include: (1) a broad crescentic and highly regular river-mouth bar 
located at a short distance seaward of the outlet; (2) broad shallow sub- 
aqueous levees; and (3) a conspicuously constricted outlet. 
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CHAPTER 101 

RESULTS OF RIVER MOUTH TRAINING ON 
THE CLARENCE BAR, NEW SOUTH WALES, 

AUSTRALIA 

Cyril D. Floyd, Late Principal Engineer, Harbours and Rivers, 
Department of Public Works, N.S.W., Australia. 

Bruce M. Druery, Department of Public Works, N.S.W., Australia 

ABSTRACT 

A case study is given of river training works at the mouth of 
the Clarence River. The study spans a period of ninety years. 
Extensive hydrographic data from the later part of this period is 
presented and examined in detail. 

Prior to 1903 internal training walls had been constructed to 
stabilise the internal channel and stabilise the bar location at 
the mouth of the Clarence River. In 1956 construction started on 
entrance jetties with the aim of deepening the bar. The work was 
carried out over a period of 16 years. The slow rate of 
construction has allowed changes in bar depth to be compared with 
depths estimated by an empirical formula which relates bar depth to 
tidal flow and channel width. Results have shown that the 
empirical formula gives a reasonable estimate of bar depths and 
that bar depth is independent of jetty length. 

Results have shown that the behaviour of the bar is strongly 
affected by floods. Some details of bar volume and movement are 
presented. 

1738 



RIVER MOUTH TRAINING 1739 

1. GENERAL 

The Clarence River is the largest river reaching the coast of 
New South Wales. It is situated in the north of the state of New 
South Wales and the entrance lies on the southern fringe of the 
Australian cyclone area - see fig.?l. The Clarence has a catchment 
area of 8463 square miles (2190 km ). 

~v3 

NEW SOUTH WALES 

^. 
Ctnbtrr* • 

fltytfnty 

FIG  1 

.•^AUSTRALIA              \ 

Flow from the catchment is extremely variable. At times the 
flow can be zero for long periods and in flood, flows of up to 
600,000 cubic feet per second (16800 cubic metres per second) have 
been recorded at Grafton which is 40 miles (64 Km.) from the ocean. 
Normal fresh water flow is about 4000 cubic feet per second (113 
m /sec). 

Below Grafton a flood plain of about 127,000 acres (51,000 
ha.) acts as storage for flood flows so that the maximum flow at 
the entrance is much reduced and prolonged. Flood flows at the 
entrance exceeding the normal tidal flow at extreme spring tides 
are rare. 

The river is tidal for a distance of about 60 miles (96 Km.) 
from the ocean and the area of the tidal reaches is 34,000 acres 
(13,750 ha.). Tidal range in the ocean is 4.42 feet (1.34m.) for 
mean spring tides and extreme range is 6.58 feet (1.99m.). 

Maximum tidal flow through the entrance for a mean spring 
tide £4.42 ft. ocean range) is 88,000 cubic feet per second (2.5 x 
10 m per second) ebb tide a«d the total volume of flow is about 8 
x 10 cubic feet/ (2.26 x 10 m ). The maximum flow occurs at low 
water with a tide level of about 1 foot above I.S.L.W. 
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The     entrance and   lower   reaches   are    in   tidal    regime. 
Prevailing   swell    is from the south east and net annual    littoral 
drift,    from   south to north, is considered to be of the   order   of 
100,000 cubic yards. 

2. HISTORICAL 

The mouth of the river was first surveyed in 1845 but details 
other than the position of mean high water mark are not now 
available. A report several years later states that the mouth 
which was 6,800 feet (2060m.) wide consisted of a series of shallow 
tortuous channels which were not navigable. See fig. 2 

In 1860 the entrance had narrowed to 750 feet (228m.) and at 
this time plans were prepared to construct training walls and 
jetties to stabilise the location of the channel and the bar 
crossing. Details of this proposal are shown in figure 3. 

Following a series of floods in the years 1860 to 1880 the 
scheme was modified to that shown in figure 3 (Moriarty's 
proposals) but the work was abandoned in 1889 when a new scheme was 
approved as shown in figure 3. At that stage works constructed 
under the original proposal were as indicated in the same figure. 

The internal training walls of the 1889 scheme were 
constructed but the entrance jetties were not. The work stopped in 
1903 and apart from some additions and alterations to the internal 
walls no further work was carried out until 1956. 

Although no effective work was carried out on the entrance 
jetties other than a short length on the southern one the internal 
walls resulted in a stable location and a bar which with frequent 
dredging served reasonably well for coastal shipping until this 
declined during the war years 1939/45. 

3. WORK SINCE 1956 

Following on from a Parliamentary decision to establish a 
port at the mouth of the river, plans were prepared for the 
construction of jetties to improve bar depths. It is not possible 
to ascertain with any certainty what bar depth it was hoped to 
obtain but it seems that a channel depth of 20 feet (6.1m.) below 
I.S'.L.W. was the aim, with apparently a similar bar depth. 

The works proposed are shown in figure 3 and consisted of two 
jetties of unequal length, the northern being the longer. The 
original plan was not adhered to and during construction the width 
between the jetties was reduced and the southern jetty lengthened. 

Construction started in 1956 and continued until July, 1971 
when work ceased. During this period the entrance channel, bar and 
nearby areas were surveyed at frequent intervals (usually every 
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three to six months and quite often monthly). 

A rock reef with depths varying from about 23 feet on the 
south to 8 feet on the north lies between the ends of the old 
internal training walls. This reef is irregular and causes 
considerable turbulence at flood and ebb tides as well as during 
floods. Removal to a depth of about 23 feet below I.S.L.W. over a 
width of about 500 feet was included in the authorised works but 
has not been done. 

Construction started on the northern jetty and when it 
reached a distance of 2 ,150 feet seaward of the end of the old 
southern training wall (for convenience and also as an approximate 
indication of effective change in entrance geometry the end of the 
old southern training wall has been used as a reference point in 
this paper) work then transferred to the southern jetty which was 
constructed to an effective length of 2,750 by July, 1964. As this 
stage work again transferred to the northern jetty and it was 
extended to its final length of 3,950 feet seaward of the reference 
point by November, 1968. The final stage was the extension of the 
southern jetty to an effective length of 3,800 feet by July, 1971. 

The old internal training walls had been constructed with 
centre lines 1450 feet apart at their seaward ends. The new 
jetties commenced in 1956 were to be 1450 feet apart. 

In 1964 an assessment of tidal flow was first made. This 
indicated that the jetty spacing as authorised would not result in 
a channel depth of 20 feet below I.S.L.W. if tidal flow was 
distributed evenly between the jetties. A spacing of 1,200 feet 
centre to centre was then adopted as a compromise between 
navigation and flood needs. 

4.    RESULTS OF WORKS 

(a) Bar Formation 

Early surveys from 1860 to 1883 show bar depths of from 12 
feet to 15 feet below a low water datum (exact definition not 
known). The alignment of the entrance was due north as shown 
in fig. 4. Internal channels had ruling depths of about 14 
feet. 

The original scheme did not progress sufficiently to draw any 
conclusions on its effects. 

The works carried out under the 1889 proposal improved the 
internal channel depths and alignment and resulted in a 
stable mouth which was now aligned almost due east. A 
Symmetrical bar formed with a. natural depth of 12 feet below 
I.S.L.W. see fig. 5. Flow patterns through the entrance were 
irregular, a result of the reef between the ends of the walls 
and of the alignment of the internal channels. 
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In the period 1956-1959 the northern jetty was built to a 
point of 2,150 feet seaward of the reference line referred to 
earlier. At'this stage the bar depth was unchanged but the 
bar was in the form of an isolated shoal with deeper water 
between the shore and its two ends. The bed of the small bay 
between the entrance and Wooli Head had deepened by about 10 
feet - see fig. 6. 

From 1960 to 1965 the northern jetty length was unaltered and 
the southern one was constructed to 2,750 feet from base. 
The alignment of the inshore section of the south wall is 
such that it did not affect ebb flow through the entrance 
until mid-1961 when its effective length changed from nil to 
1,400 feet in a few months. Shortly afterwards the bar 
became asymmetrical and could almost be considered a half bar 
(figure 6). This condition continued until mid-1964 when the 
two jetties projected equal distances and the bar again 
became symmetrical. The bar was again in the form of a 
crescent shoal with deeper water shoreward of each end. 

With further extension of the northern jetty the bar remained 
symmetrical until the northern jetty was about 1,200 feet 
beyond the southern. The bar then again became asymmetrical. 
Further lengthening of the southern jetty did not alter this 
and the work ceased in 1970 with the northern jetty 3,950 
feet and the southern jetty 3,800 feet seaward of the base 
line. The last survey in 1973 showed no marked change - see 
fig. 7. 

(b)      Bar Movement 

Bar movement seems to have been strongly related to at least 
two factors :- 

1. The seaward advance of the jetties 

2. The occurrence of floods 

Referring to fig. 8, the solid line is a plot of the distance 
from the end of the southern internal training wall to the 
seaward extremity of the outer 20 ft. contour of the bar. 
The broken line is a similar plot for the inner 20 ft. 
contour. The progress in construction of the entrance 
jetties is also shown from the same baseline. 

On the whole it can be seen that the construction of the 
entrance jetties to a length of approx. 3900 ft. has caused 
the outer face of the bar to advance seawards by 1000 ft. 
and the inner face to advance seawards by 2600 ft. The 
result has been a progressive decrease in width across the 
bar. 

The abrupt peaks on the graph correspond to the occurrence of 
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a major flood in the river. During each flood sand in 
quantities up to 0.6 million cubic yds. (N.B. volumes are 
discussed under (d)), were deposited on the seaward face of 
the bar thereby causing it to advance seawards as much as 700 
ft. Scouring of the inner face of the bar occurred but the 
advance was seldom more than half that of the outer face. 

During the 12 months immediately after each flood, the outer 
face of the bar retreated to a new equilibrium position 
compatible with the position of the advancing jetties. After 
this 12 month period of adjustment the outer face was very 
stable and showed very little tendency to move. 

(c)  Bar Depth 

In a paper presented at the 1968 Coastal Engineering 
Conference (ref. 1) an empirical relationship for prediction 
of bar depths was derived from results of other river 
training works. 

This was in the form 

D =S01 UB  5W 

where Dn = depth over bar saddle measured below the surface 
when maximum ebb flow occurs for a tide of mean spring range. 

Qm = Maximum ebb flow for that tide channel. 

W = Surface width   when Qm occurs (all measurements in 
feet). 

In figure 9, DB is compared with measured bar depths (depths 
measured below water level for maximum flow during a tide of 
mean spring range, i.e. 1 foot above I.S.L.W.). 

With a full semi-circular bar the depth is taken as the best 
depth over the bar saddle. With a "half" bar the depth is 
taken on the centre line of the ebb flow as indicated by 
bottom contours. 

The correlation between bar depth and channel depth found on 
other entrances could not be checked here because of the 
turbulence resulting from the reef formation near the ends of 
internal walls. The bottom contours at all times were very 
irregular between the jetties. 

During the first stage of construction whilst the northern 
jetty was being built to 2,150 feet   the bar was consistently 
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at a depth of 12 feet or 1 foot less than calculated Dg. In 
the second stage whilst the southern jetty was being 
constructed to 2,750 feet bar depths fluctuated between 16 
feet and 13 feet. It returned to a depth of 12 feet for a 
short period as further lengthening of the northern jetty was 
started. Calculated Dg was 13.75 feet at this time. 

With further extension of the northern and southern jetties 
to their final length bar depths were generally between 0.6 
and 1.6 feet less than the calculated value of D„. 

Since the work stopped bar depths have been consistently 0.4 
feet deeper than calculated Dg. 

The period when bar depths are less than predicted Dg are 
when the northern jetty projects beyond the southern. 

Depths appreciably greater than predicted occur from the time 
the works first reduced the entrance width until the final 
width was established. 

Such consistent increases in bar depths as occurred followed 
reductions in the effective width of the channel. 

The comparatively small variation in bar depths from the 
predicted (- 1 3/4 ft. neglecting short term increases in 
depth due to local guttering by floods) is probably due to 
the slow rate of construction and the long pauses whilst 
jetties were brought up to equal lengths. Usually bar depths 
of as much as twice the predicted can be expected during 
construction. 

(d)  Sand Volume 

Within the limitations of early surveys, it appears that the 
volume of sand in the bays to the south of the river mouth, 
the bar, and the adjacent beaches and dunes has not 
significantly altered between 1860 and 1960. That is to say 
the early training works simply re-distributed the entrance 
bar and shoal with very little change in overall sand 
volumes. 

The results of detailed volume calculations for the period 
1962-1972 are shown in fig. 10. The volumes were calculated 
within a control area bounded by a line joining the ends of 
the internal training walls, the 42ft. sounding line, 1600 
ft. of Iluka Beach to the north and 800 ft. of Yamba Beach to 
the south. 

It can be seen that floods have supplied sediment in 
quantities up to 0.6 million cubic yards during any one year 
of floods. The total supply of sediment during 62/72 period 
was 1.5 million cubic yards. 
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The rate of removal of sediment from the bar system by 
littoral agencies was greatest immediately following periods 
of deposition. The maximum loss occurred in 1964 when 
approx. one million cubic yards was removed from the control 
area. The gross removal of sediment during the 62/72 period 
was 3.0 million cubic yards. 

There has been some accumulation of sand on Yamba Beach and 
on the new beach between Wooli Head and the southern jetty. 
This, however, has been accompanied by a compensatory 
deepening immediately seaward. 

It appears, therefore, that the small littoral drift from 
the south is deflected by Yamba Head and either enters the 
bar exchange system to eventually pass to the north or even 
passes around the bar. 

Volume calculations have not been sufficiently extensive to 
trace the path of the sediment removed from the bar. It is 
strongly suspected that the majority has moved northwards up 
the coast. 

5.   CONCLUSIONS 

The results of entrance jetty constructions over a period of 
sixteen years on this river confirm that bar depth can be related 
to tidal flow and channel width and is independant of jetty 
length. It follows that entrance jetties should not be any longer 
than is necessary to move the bar outside the beach system so that 
it may be reasonably stable. 

In this case jetties just long enough to transition smoothly 
to the required width would have produced the same bar depth. 
Possibly because of the sheltered position it might have been 
possible to obtain a satisfactory result with modification to the 
existing training walls. 

Floods have been an important factor in the behaviour of the 
Clarence River bar. While the inner face of the bar responded to 
construction of the entrance jetties by progressively moving 
seawards, it was found that floods were the necessary catalyst to 
bring about movement of the seaward face. There is an inference 
here that if construction of the jetties had been carried out at a 
considerably greater rate, the bar would have been eliminated for 
a time until re-established by flood and littoral deposits. 

The decrease in sand volume around the entrance would lead 
to the expectation that with a return of a period of more regular 
floods, the bar formation will cease to be that of a "half bar" 
and again assume a semi-circular shape. 
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TABLE 1 

DA TE  E IFFECTI VE JETTY DISTAI NCE TO EFFECTIVE BAR DEPTH IN 
LENGTH IN FEET* 20' CONTOUR CHANNEL WIDTH FEET AT MAX. 

IN FEET AT EBB FLOW MEAN 
MONTH YEAR SOUTH NORTH INNER OUTER EBB FLOW MAX. SPRING RANGE 

1947 _ _ 2100 4200 1420 12 
Aug. 1956 - - 2450 4800 - 12 
Sept. do - 2150 2580 4800 - 12 
Oct. do - - 2700 4800 - 12 
Nov. do - - 2700 4800 - 12 
Dec. do - - 2670 4530 _ 12 
Mar. 1957 - - 2500 4300 - 12 
April do - - 2400 4300 - 12 
Aug. do - - 2400 4300 - 12 
April 1959 - - 2500 4300 - 12 
Dec. do - - 2450 4350 - 12 
April 1960 - 2200 2750 4550 1420 15 
Oct. do - 2200 2950 4400 - 14 
Mar. 1961 1400 2200 2700 4350 1350 15 
June do 1500 2200 2800 4350 - 14 
Aug. do - - 2880 4350 - 13 
Sept. do - - 2940 4350 - 14 
Oct. do - - 2850 4350 - 14 
Feb. 1962 1900 2200 2850 4400 - 14 
April do - - 2700 4890 - 15 
June do - - 2800 4750 - 15 
Sept. do - - 3050 4650 - 15 
Nov. do 2100 2200 3000 4650 - 16 
May 1963 - - 3150 5150 - 16 
Aug. do 2250 2200 3200 5100 - 14 
Dec. do - - 3300 5040 - 13 
Feb. 1964 2550 2200 3150 4875 1350 12 
April do - - 3150 4750 - 12 
May do - - 3150 4785 - 12 
June do 2700 2200 3200 4650 - 12 
July do 2700 2200 3150 4650 - 12 
Nov. do - - 3350 4650 - 16 
Dec. do - - 3450 4650 - 16 
Feb. 1965 2750 2450 3450 4650 - 14 
Mar. do - - 3500 4650 - 15 
May do - - 3550 4680 - 14 
Oct. do 2750 2650 3800 4650 - 18 
Jan. 1966 2750 2750 3800 4670 1100 17% 
Mar. do - • - 3800 4700 - 16 
June do - 2850 3800 4700 - 16 
Aug. do - - 3900 4700 - 17 
Sept. do - - 3950 4650 - 16 
Dec. do - 3150 4050 4650 1060 17 
April 1967 - - 4350 4800 - 18 
July do - 3550 4800 5480 - 25 
Sept. do - - 4650 5250 - - 
Nov. do - - 4520 5150 - - 
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TABLE 1 (cont.) 

DATE  EFFECTIVE JETTY DISTANCE TO EFFECTIVE BAR DEPTH IN 
LENGTH ] IN FEET* 20' CONTOUR CHANNEL WIDTH FEET AT MAX. 

IN FEET AT EBB FLOW MEAN 
MONTH YEAR SOUTH NORTH INNER OUTER EBB FLOW MAX. SPRING RANGE 

June 1968 3850 4580 5200 . 16 
Aug. do - - 4650 5200 - 16 
Nov. do 2800 3950 4680 5200 - 17 
May 1969 2950 - 4700 5200 - 17 
Sept. do - - 4700 5150 - 16 
Nov. do 3150 - 4700 5200 - 17 
Dec. do - - 4700 5200 - 17 
Jan. 1970 - - 4770 5250 - 
Mar. do - - 4800 5250 - 18 
June do 3350 . 4850 5250 - 18 
Aug. do - - 4860 5300 - 18 
Dec. do - - 4950 5280 - 18 
May 1971 - - 4800 5430 1060 18 
July do 3800 3950 4950 5430 - 18 
June 1972 - - 5100 5350 - 18 
May 1973 - - 5200 5450 - 18% 

NOTE : * from baseline through end of south training wall. 
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CHAPTER 102 

SEDIMENTATION PROBLEMS AT 

OFFSHORE DREDGED CHANNELS 

by 

A. A. Kadib 

Coastal Engineering Specialist, Bechtel Inc., 

San Francisco, California U.S.A. 

ABSTRACT 

Estimating the rate of sediment deposition and annual 
maintenance dredging at offshore dredged channels have been two 
of the most challenging tasks confronting coastal engineers in 
the past 10 to 15 years.  Because of the complexity of the 
mechanism of sediment-flow interaction and the lack of available 
practical methods for estimating the sediment transport rate 
under waves and current action, it is felt that a simple and 
rational method is needed for describing sediment behavior at 
offshore dredged channels and estimating accretion rates.  It 
is hoped that this paper contributes to the answer of this 
problem. 

The paper describes the mechanism of sediment deposition 
and presents a simple method for estimating the rate of annual 
maintenance dredging.  The effect of using a submerged breakwater 
for relieving the sedimentation problem within the dredged 
channel is also presented. 

INTRODUCTION 

Along any reach of coastline where navigation works and 
other coastal structures exists or are contemplated, patterns 
and rates of long-term littoral and offshore sand movement and 
expected accretion are vital information for proper engineering, 
design and maintenance.  Sediment movement along the breaker 
zone and at the offshore area is controlled mainly by the action 
of the prevailing waves and currents of these locations.  When 
moving sediment loads encounter a partial obstruction such as a 
dredged channel, a condition is realized that is conductive to 
sediment deposition.  There are at least three basic types of 
man-made works at the offshore area which function as sediment 
barriers (Figure 1).  These consist of: (a) dredged navigation 
channels connecting super-tanker harbors with deep water 
offshore and up to 25 meter water depth; (b) dredged offshore 
channels for cooling water intakes for nuclear and liquefied 
natural gas plants; and (c) dredged offshore areas for open-sea 
loading and berthing terminals.  In a recent study, the question 
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came up concerning the economical feasibility of such offshore 
dredging activities and their impact on the overall shoreline 
processes operative in the project area.  In order to answer 
this question, estimates of the rate of sediment movement and 
the expected annual maintenance dredging are necessary 
preliminaries.  Unfortunately, there is no proven prediction 
method of general validity for quantitative estimates of 
onshore-offshore and longshore sediment transport rates, and 
designers usually rely on limited field data of questionable 
accuracy to formulate some feeling for the problem under 
consideration.  Because of the above difficulties and the 
fact that more accurate field data are usually expensive and 
difficult to get, it is felt that a simplified method is needed 
to estimate the rate of sediment movement for water depths of 
up to at least 20 meters. 

The approach described here is based on available 
theoretical studies'2' 3, t, 5, 6) and experiences gained with 
maintenance dredging at the Suez Canal offshore dredged channel, 
located at Port Said Harbor, Egypt(7, 8, 9).  items considered 
are: (a) factors contributing to sedimentation; (b) method of 
estimating deposition rate; (c) effect of using a submerged 
breakwater for relieving the sedimentation problem, and 
(d) optimum design for protection against accretion. 

FACTORS CONTRIBUTING TO SEDIMENTATION 

Consider any section along the offshore part of a dredged 
channel shown in Figure 2.  Assume that both the current and wave 
climatology in the vicinity of the dredged channel are known. 
This could be considered either as (1) an average steady current 
characterized by a velocity U, a wave height H, and a wave 
period T, or (2) as a known number of storms with a given 
duration and direction.  For the first case, the average currents 
and wave condition can be used to estimate the annual sediment 
effect, whereas for the second case, the effect of each storm 
can be evaluated separately and the annual effect can be obtained 
by integrating the effects of all expected storms within a given 
year.  In either case the basic flow field is the same.  This 
flow field (Figure 2-a) may be simplified as: 

• Steady current with an average velocity U, at 
water depth d,.  By continuity, this current 
will have velocity U„ at depth d?. 

• Maximum oscillatory current U. ,    at the 
bed, due to wave action.  This current may be 
expressed by the equation 

U = lii _i  (-, ) 
bed max T    Sinh 2 n   d, (x> 
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where 

H = wave height, 
T = wave period, 
L = wave length at water depth d. 

It is believed that the above flow velocities are the 
most important factors contributing to sediment movement in 
the vicinity of the dredged channel and their contribution may 
be summarized as follows: 

1.  Bed Load (Qb). . 

Einstein(5), Kalkanis^3) and Abou-Seida^2', 
proposed the use of a modified unidirectional bed load function, 
shown in Figure 3, for estimating the rate of bed load movement 
under wave action.  In order to use Figure 3, one has to 
calculate flow intensity Ys defined as 

(2) 

where 

5  = "hiding factor" for small particles in a 
sediment mixture and may be assumed unity 
for uniform grains, 

ys = specific weight of sediment, 
yf = specific weight of water, 
g = acceleration of gravity, 
D = sediment size, 
U = wave particle velocity at 0.35 D from the 

boundary. 

References (2), (3) and (5) show Ua is the most difficult 
factor to calculate in equation (2).  Analysis of the data 
reported by Abou-Seida(2) show that D can be approximated by 

U  = 0.5 U..    . (3) a       bed max 

Now with a known value of flow intensity ix,   the oscillatory 
bed load intensity <f>K can be obtained from Figure 3.  The 
oscillatory bed load rate q Is given by the equation 

- A   = ,YS-yfv1/2  1/2 n3/2 m 

The sediment concentration in the bed layer, C , is given by 
Abou-Selda*-2) as 
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Ca  "   2DU- (5) 

a 

and the bed load rate Q, is given by 

Qb = Ca a 0c (6) 

where 

a = thickness of the bed layer, assumed in this 
study as equal to 2 cm, 

U = local current velocity near the bed and 
including mass transport velocity due to wave 
action. 

2.  Suspended Load Q 

Theoretically speaking, wave motion, other than the 
breaking wave effect, lacks the existence of turbulence which 
is responsible for suspended sediment.  On the other hand, it 
has been observed that considerable amounts of sediment move 
in suspension under the combined action of waves and 
currents^»- 7> 11).  Therefore, it was decided to attack the 
suspension problem by assuming that the steady current effect, 
only, is responsible for suspended sediment distribution 
within any cross section along the dredged channel. 

If it is assumed that bed load takes place within 
a certain layer, the average concentration within this layer 
can be computed from equation (5).  From this concentration, 
C , at height, a, above the bed, the concentraction C  at a 
hieght, h, above the bed can be expressed by the well-known 
relationship (1) 

h _ r(d-h)a1 (7-. 

v 
in which Z = n

Sj,„ with V = fall velocity of the sediment 

grain, Ux = bed shear velocity; and d = the total water depth. 

According to Einstein^1', the suspended load Q 
can be written as 

Qs = 11.6 U* Ca a [P I]_ + I2] (8) 

where 

I, and I„ can be obtained from reference 1. 



1760 COASTAL ENGINEERING-1976 

P is determined from P = 2.3 ~-  in which 
o 

h  = bed roughness, o ° 

Prom equation (8), the suspended sediment load to 
the updrift side of the dredged channel and inside the channel 
can be estimated. 

METHOD OF ESTIMATING DEPOSITION RATE 

When an offshore channel is dredged, both the flow and 
sediment patterns, approaching from the updrift side of the 
channel experience some changes as the flow crosses the dredged 
channel.  This is shown in Figure 2,  Consider Figure 2-a where 
the channel is dredged to depth d~ below mean sea level, and the 
natural water depth to the updrift side of the channel is d, . 
Flow approaching the channel has a certain sediment load capacity 
which could be estimated using equations (6) and (8).  As the 
flow approaches the dredged channel, two main mechanisms will 
take place: 

• The dredged channel will act as a sand trap along 
most of its length and consequently most of the 
bed load Q, approaching the channel will deposit 
within the channel. 

• The suspended load, Q , on the updrift side of the 
channel will reduce to Q  across the channel.  This 

reduction is caused by a decrease in the steady flow 
velocity within the dredged channel. 

These considerations permit calculation of the rate of 
sediment deposition per channel unit width, Q,, according to the 
following equation 

%  -  % - % + Qb (9) 

where 

rate of suspended load reaching the channel/ 
unit width, 

rate of suspended load across the channel/ 
unit width, 

rate of bed load reaching the channel/unit 
width. 
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Equation (9) can be used for various natural water 
depths, d, , along the channel thus permitting calculation of 
the total deposition rate along the channel. 

As an example consider a dredged channel depth of 20 
meters with a natural water depth of 10 meters.  The annual 
rate of sediment deposition, Q,, is estimated under the following 
assumed conditions: 

average wave height (H) = 2.00 meters; 
average wave period T =8   seconds ; 
average bed material grain size D = 0.10 mm. 

Results of the computations are summarized in Table 1. 

TABLE 1 

Example of Estimating Sediment 
Deposition Along a Dredged Channel Section 

Item Sediment Rate m-ym/Year 

Qb 340 

Q 1700 
sl 

Qtotal = Qb + \ 2040 

Q 940 
s2 

deposition 

SUBMERGED BREAKWATER EFFECT 

Submerged breakwaters have been used successfully for 
relieving and reducing the sediment deposition along offshore 
dredged channels.  An example is the Suez Canal navigation 
channel which extends from the Port Said Harbor to natural water 
depth of about 15 meters.  (The Suez Canal Authority is presently 
deepening the navigation channel to accommodate ships with 
drafts up to 22 m).  Table 2 summarizes the annual maintenance 
dredging conditions along the offshore navigation channel during 
the period 1901 to 1966^ 
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TABLE   2 

Variation of Annual Maintenance Dredging 
Along the Suez Canal Navigation Channel 

(Port-Said Harbor) During the Period 1901-1966 

Period 
(Years) 

1901-1906 

Average Depth 
of Navigation 

Channel 
(m) 

9.5 

Mean Annual 
Dredging 

(million ro3) 

0.65 

Type of 
Protection • 
Against 

Accretion 
(Updrift Side) 

Full breakwater to 
water depth of 7.00 
meters 

1911-1916 11.50 2.25 Full breakwater to 
water depth of 9.00 
meters 

1917-1920 
1921-1923 

1939-1945 

12.00 
12.00 

12.00 

0.35 
1.25 

0.600 

Partial construction 
of a submerged 
breakwater about 
4 meters high 

Submerged breakwater 
to water depth of 
11.5 meters and about 
4 meters high above 
bottom 

1951-1955 
1961-1966 

13.00 
14.00 

1.4 
2.4 

Submerged breakwater 
to water depth of 
11.5 meters 

Table 2 shows that: (1) increasing the depth of the 
navigation channel causes an increase in the annual maintenance 
dredging; and (2) construction of the submerged breakwater 
has considerable effect on reducing the annual maintenance 
dredging. 

EFFECT OF SUBMERGED BREAKWATERS ON SEDIMENT AND FLOW PATTERN 

Consider a submerged breakwater with average height h 
above the bed and located to the updrift side of the dredged 
channel (Figure 5)-  The use of such a breakwater would have the 
following principal effects on the sediment and flow conditions 
in the vicinity of the dredged channel: 
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• The submerged breakwater could cause the bed load 
to either go around it or settle to the updrift 
side of the breakwater. 

• Portion of the suspended sediment load of relatively 
high concentration near the bed would also be 
partially prevented from reaching the dredged 
channel. 

• The submerged breakwater will generate a longitudinal 
current along its entire length which will transport 
sediment in the offshore direction away from the 
dredged channel. 

Quantitative analysis of the effect of submerged break- 
waters in relieving the sedimentation problem along the dredged 
channel is rather difficult.  It is believed that a reasonable 
answer to this problem is given by the rational method developed 
below. 

1. Submerged Breakwater Efficiency n• 

Consider a submerged breakwater with variable 

relative heights -r, where h is the breakwater height above the 

natural bed and d is the water depth as shown in Figure 5.  For 

any breakwater relative height -r the breakwater's sediment 

trapping efficiency, n, may be defined by the equation 

Qt(h/d) 
n = QThAFoI (10) 

where 

Q, (h/d)   = rate of sediment trapped by the 
breakwater for any relative height 
h/d, 

Q,(h/d=0) = rate of channel deposition without 
the breakwater. 

2. Sediment Risk Factor "R" 

Figure 4 shows the definition of the sediment risk 
factor R.  The physical meaning of R may be explained as follows: 

(a)  For h/d = 0; R = 1 and the expected annual 
dredging to maintain the dredged channel is 
equal to the annual rate of sediment 
deposition Q,. 
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(b) For h/d = 1; R = 0 and expected annual 
dredging = 0. 

(c) For h/d = any ratio, the expected annual 
dredging can be approximated by the equation 

Qdredging = «d x R (11) 

where 

Qdredging = *n•a}  maintenance a dredging; and 

£L       = annual rate of channel 
deposition for h/d = o. 

Using the definition of R as shown in Figure 5, 

Vs 

i.e. 

rr(d-h)a-,-,, 
/[Td=iThldh 

R = 2    y   (12) 
s 

d  ,. . .  0.4 U, 
rr(d-h)a-,..   * 

a
/[TdTi7h]dh 

and considering sediment particle grain size range from 0.075 mm 
to 0.2 mm and average steady flow velocities between 0.2 m/sec 
and 1.00 m/sec, the average values of the risk factor R for 
various h/d ratios are shown in Table 3. 

TABLE 3 

Average Values by Risk Factor R 

Breakwat 
Relative Hei 

er 
ght h/d 

• Average Value 
of R 

0 1 

0.2 0.36 

0.3 0.25 

0.5 0.125 

1.00 0 
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Using the sediment risk factors obtained in Table 3 
as a reduction in the deposition rate for h/d = o case, and 
equation (11), the annual rate of deposition for various breakwater 
relative height can be estimated.  The breakwater sediment 
trapping efficiency, n, can be computed from equation (10). 

Using the results of the example given in Table 1, 
the submerged breakwater efficiency and the estimated annual 
maintenance dredging is given in Table 4. 

TABLE 4 

Effect of h/d on %  Annual Dredging and 
Breakwater Efficiency ri 

n   %  Annual Dredging 
h/d R 

1 

m /year 

1100 

m /year 

0 0 

w.r.t. h/d •= 0 

0 100 

0.2 0.36 400 700 64 36 

0.3 0.25 275 825 75 25 

0.5 0.125 140 960 87 13 

1.00 0 0 1100 100 0 

It can be observed from Table 4, that submerged 
breakwaters with relative heights, h/d, between 0.3 and 0.5 
would have greater effect in reducing sedimentation problems 
inside the dredged channel.  Figure 5 shows the relationship 
between h/d and percent annual dredging needed to maintain the 
dredged channel.  The annual dredging is plotted as: 
(a) percentage of the total sediment load (Q = Q + Q.) 

estimated to the updrift side of the breakwater, and (b) percent- 
age of the expected channel deposition rate without the use 

of a submerged breakwater (-=• = 0). 

Examination of the data reported in Table 2 shows 
that the annual maintenance dredging for the Suez Canal    -, 
navigation channel (Port Said Harbor) reached 2.25 million m / 
year during the period 1911-1916.  A submerged breakwater 

(-r = 0.4) was constructed and completed during the period 

1939-1945.  After the submerged breakwater was completed, annual 
maintenance dredging reduced to 0.6 million m3/year which is 
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about 25% of the annual dredging without the submerged break- 
water.  To the writer's knowledge, this is the only field data 
available on the submerged breakwater effect which could be 
used to check the theoretical curve shown in Figure 5. 

OPTIMUM DESIGN FOR OFFSHORE DREDGED 
CHANNEL AND PRACTICAL APPLICATION 

The results of studies reported in this paper are useful 
for feasibility and economical evaluation of offshore dredging 
projects.  In practice the following steps are suggested: 

Step 1.   Collect field data on waves and current 
climatology, and bed material characteristics. 

Step 2.   For the proposed dredged channel geometry, 
estimate annual rate of deposition (which is 
equivalent to the expected rate of annual 
maintenance dredging).  This can be obtained 
from equation (9)- 

Step 3-   Estimate the average annual cost of dredging 
the dredged channel without the use of any 
breakwater protection. 

Step k.       Consider submerged breakwater protection 

schemes with various -r ratios.  For each -r, 

estimate average annual cost for: 

• Breakwater construction. 

• Expected annual maintenance dredging. 
The rate of maintenance dredging can be 
obtained from Figure 5- 

• Estimate average maintenance cost for 
the breakwater.  It should be noted 
that submerged breakwater does not need 
frequent maintenance as compared with 
full breakwater. 

Step 5•   Form step 4, get the average annual cost for 
various submerged breakwater schemes and 
plot the data as shown in Figure 6. 

Step 6:   From a plotting similar to that shown in 
Figure 6, one can usually find a design 
scheme which will minimize the average annual 
cost.  This scheme will give the most 
economical design. 
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SUMMARY AND CONCLUSIONS 

A rational method is presented to estimate annual 
maintenance dredging along offshore dredged channels.  The 
method is based on available theoretical studies on the subject 
of mechanism of sediment transport under wave and current 
action. 

The effect of protecting the dredged channel against 
accretion is discussed.  Efficiency of using submerged break- 
waters with various relative height for relieving the sediment 
deposition rate are analyzed; breakwaters with relative height 
0.3 to 0.5 were found to have high efficiency in reducing 
sediment deposition within the dredged channel. 
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Fig. 1-a DREDGED NAVIGATION  CHANNEL 

•20mt. 

Sea water intake structure 
-5mt. 

shore  line______ 
-r-r-r-r,  ,  i   i   i   '  ''  >   >   '   > 

Fig. l-b   OFFSHORE DREDGING FOR COOLING WATER INTAKES 

dredged   area  to   — 25 mt - 25 mi 

f     -TA ^r—TZZP'- 15 mt v..n          ^             -T* 

- 10 mt. 

T l   r r-i—T—r— i   i   1   I    1   i 7    1     1 '    ,     1   ' 1   i    )   i—r— 
shore line 

-, f 7—7 7 7 7—7 7—7- 
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Fig. 1   EXAMPLES  OF OFFSHORE  DREDGING 
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relative distribution of suspended load 
(d-h) alls. 
(d-a) 

a-lYL 
rj°-4 .4 U* 

bottom Ch/Ca 

R. .   . R       Suspended sediment above height  h 
KISK factor K =    TotQ| suspended sedime'nt available 

Fig. 4   DEFINITION  OF  THE RISK   FACTOR    R 
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100 
V   SWL 

Q 
deposition 

WJ// ) mi' 

o Q with respect to deposition 
rate for h/d = 0 

_* with respect to Q total 

^^Jh  |  Q total 

Q total = Qs, + Qb 

1.00 

Submerged breakwater relative height h/d 

Fig.5 EFFECT OF SUBMERGED BREAKWATER RELATIVE 

HEIGHT ON MAINTENANCE DREDGING 
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h/d ratio giving most economical design. 
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Fig. 6   OPTIMUM   ANALYSIS FOR THE MOST ECONOMICAL DESIGN 



CHAPTER 103 

STABILITY OF TIDAL CHANNELS DEPENDENT ON RIVER IMPROVEMENT 

by 

Volker  Barthel   *) 

1.   Abstract 

Many authors have dealt with the migration of sand in front of 
the German coast of the North Sea. Especially the movement of 
sand-banks and deep channels in the Weser-estuary was subject- 
matter of several investigations with different results. 

Thorough investigations of selected cross-sections point out, 
that the movement goes on in some regions. The important shipping 
channel however has obtained a certain stability during the last 
3o - 4o years, because the migration of sand occurs otherwise 
than in former days. 

This phenomenon coincides with the extensive and decisive river 
improvement measures in the inner part of the Weser-estuary. 

Current measurements in the investigation area demonstrate, that 
concentrated tidal currents in the deep channels guarantee a 
sufficient clearance for shipping purpose. 

It seems to be sure, that for the present no essential shifting 
of the main channel calls for important measures in the field of 
shipping, dredging and building of sea-marks. 

Introduction 

The estuaries of the navigable rivers in the Federal Republic 
of Germany flowing to the North Sea are deep cutting bights with 
fine sand bottoms. 

') Dipl.-Ing. 
Wasser- und Schiffahrtsamt Bremerhaven 
Am Radarturm 1, 2850 Bremerhaven, W.-Germany 

1775 
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The German tidal estuaries and 

(,o       the area of investigation. 

Fig. 

On Fig. 1 one can see a part of the German bight with the large 
tidal rivers Ems, Jade, Weser and Elbe. The investigation area, 
which is to be spoken about, lies inside of the Weser-estuary. 
A few  words of explanation to the situation: 

The Outer Weser has a length of about 6o km, extending from the 
open sea til Bremerhaven, and important port of transshipment of 
ore, cars, fruit, mixed cargo an with a most important container 
terminal* About 65 km upstreams lies the city of Bremen with its 
also important harbour at the lower Weser. 
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Between Bremerhaven and Bremen the harbours of Nordenham and 
Brake are situated. Ships with a draught up to 45 feet can go to 
Bremerhaven, those with a draught up to 35 feet can go til Bremen. 

The atlantic tidal wave penetrates in a wide-spread front into 
the North Sea and it has its largest tidal range on the right 
side, i.e. at the Scottish coast. The right branch proceeds very 
fast into southern direction whereas the left branch remains be- 
hind. Arriving at the German coast the tidal wave turns aside to 
the east and now follows the coast-line counter clockwise. The 
predominant tidal currents go in the same direction in the flood 
tide, the currents in the ebb-tide have a predominant direction 
from east to west. Caused by reflection and the deflecting power 
of the rotation of the earth there are some rotational tides in 
the North Sea which influence the directions of the tidal currents 
too. The tidal waves penetrate into the estuaries and are reflec- 
ted, absorbed and deformed dependent on the morphology of the 
estuary. But those phenomenons are well known. 

3. Morphological changes 

The evident north-east directing migration of sand in front of the 
German coast effected by dominant waves and currents carries 
material from the North Sea Reservoir and eroded sand from the 
East Friesian Islands. This material crosses the estuaries and 
causes permanent shift of the channels and sand banks in the reef 
region. 

On Fig. 2 one can see the migration of channels and sandbanks in 
two cross-sections in the Outer Weser from 191o til 1975. 
The two important tidal and navigable channels with depths down 
to 2o sometimes 25 m are the "Neue Weser" and the "Alte Weser". 
The surrounding sand-banks come up to a height of 2.5 m beneath 
the water surface and the other less important channels are not 
directly connected with the river - bed of the Weser. The drawing 
shows the movement of the center or the axis of gravity of the 
most important banks and channels referring to a fixed line. 
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MIGRATION   OF THE   CHANNELS   AND   SAND-BANKS   IN THE 
OUTER  WESER     1910 - 1973 

Ikm) DISTANCE FROM 
THE AXIS OF THE CHANNEL 

,.NEUE WESEFT1973 km 118,5 

-i—i—i—r 
1910 20   30    40    50   60   70 

l—i—i—i—i—i—r 
1910 20   30   40   50  60    70   80 

Fig.   2 

The movement is  also to be seen on a  simplified graph in 
i'ig. 3 
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MEAN  VELOCITIES OF MIGRATION 
M/YEAR    1940/60   1960/75 

EASTERN UNDERWATER SLOPE :__45 _       45 
WESTERN 20 25 

MIGRATION OF THE 10m-CONTOUR 
IN THE "NEUE WESER"19A0-1975 

Fig.   3 

You  see the  contours     of the  lo -  ra -   line   in the   "Neue Weser" 
in the  states  of   V)ko,   i960  and   1975.   The mean velocity of 
migration  is 

on the west side:  2o m / year 
on the east side:  ~ 60 m / year on an average. 
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Because of this provable migration the navigable channels, the 
buoys and the pertinent sea-marks (i.e. light houses, direc- 
tional beacons etc.) had to be transferred or given up several 
times in the past. 

The laws and regularities of this migration in the reef region 
have been discussed by saveral authors until now (Ref. 2,6,7). 
And there were different results of investigations: 

Some of them discovered, that it takes a sand-bank 60 - 7o years 
to cover the distance to the next sand-bank. Plate (Ref. 6) 
writes about the "return of similar forms" in the reef region. 
Gbhren (Ref. 2) presents an extensive classification of all these 
statements and points out a "return of similar states" every 
llo - 12o years. 

There are maps of the Outer Weser since 1859, which are suffi- 
ciently exact for an investigation of the migration in the reef 
region. Since 19I0 the maps are so exact that you can follow the 
motion of single cross-sections. In an extensive research of the 
morphological changes from that time until now it was found out, 
that the migration of sand in the decisive regions happens other- 
wise today than in former days. This finding seems to be of an 
eminent importance for navigation, building of sea-marks and 
dredging. 

In former days the penetration of flood in the reef region was 
delayed by a labyrinth of shallow channels and sandbanks, spread 
over the whole estuary. The sand migrating from west to east 
crossed the estuary in large sandbanks and underwater-dunes, the 
height of which was often only 2 - 3 m beneath the water surface. 
This undulatory motion seemed to lead to a recurrence of similar 
states in morphology in a period of llo - 12o years. This regu- 
larity still required a development, which was undisturbed by 
all artificial influences. 

After a thorough investigation of up to 8 cross-sections in the 
reef-region one can see, that the migration of large sand-banks 
nearly stops in parts of the cross-sections between 192o and 
193o. In Fig. 2 it is shown,  that especially 
in the "Neue Weser" and in the "Alte Weser" this effect is 
evident. The increase of the graph of "Neue Weser" and "Alte 
Weser" comes to zero, while in the time between 1859 and 192o 
it was nearly steady. The results of the other cross-sections, 
show the same trend. 
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PROPORTIONAL SECTIONAL 
AREA OF THE..NEUEWESER 
IN % 

35% 

30%- 

25%- 

20% 

n—i—i—i—r 
1910  20   30   40   50   60  70   80 

DEVELOPMENT OF  THE 
PROPORTIONAL AREA OF THE 
..NEUE WESER" REFERRING 
TO THE WHOLE CROSS SECTION 

-i r 
1910   20   30   40    50  60    70 

DEVELOPMENT OF THE MAXIMUM 
DEPTH IN THE ..NEUE  WESER" 

Fig.   k 

Fig. 4 presents the development of the channel "Neue Weser" 
(NW)« The left part indicates, that the proportional sectional 
area of the NW has been growing since 193o from 21 fa  to 33 f'   on 
an average. The development of the maximum depth in the NW shows 
an increasing tendency with deviations. That ist not so obvious 
in the AW. 

A careful study of the development of the cross sections in their 
chronological sequence gave the picture, which is to be explained 
in Fig. 5 in one cross-section, though it is to be found in 
nearly all of the analysed ones: Before 192o/3o the large sand- 
banks cross the estuary as a whole, leading to a permanent alter- 
ation of the navigable channels and the banks between them. But 
then there is a change in behaviour. The underwater - slopes 
moving from the west become steeper, a small underwater dune is 
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ALTERATION OF THE CROSS-SECTION KM 115 
FROM 1910-1975 

Fig,   5 
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separated from its origion bank and moves with increasing loss 
of size down to the bottom of the channel NW where it isn't to 
be found again. 

Where does this behaviour come from? 

Already in 1935 it could be proved, that the shift in the reef 
region had affected the conditions of the shipping channel of 
the inner part of the Outer Weser. Yet a mutual influence between 
inner and outer region could not be detected at that time. 

Within the period of 192o - 193o the large and important improve- 
ment measures and dredgings in the middle section of the Outer 
Weser were carried out and influenced the hydraulic conditions 
in a good manner. Misplacing of the unfortunate shipping channel 
into a better position, building of a lot of groynes and training 
walls and dredging led to a more undelayed penetration of the 
tidal wave and affected the concentration of tidal currents in a 
positive way. The further morphological development in the Outer 
Weser showed, that the river structures in connexion with dred- 
ging operations had fully achieved their effect. An extensive 
study of these facts was carried out in 197o/l972 and was lec- 
tured on the 14th CEC in Kopenhagen 1972*. It showed that most of 
these hydraulic and morphological developments began soon after 
those important improvement measures. (Hef. 5) 

70 

60 

50 

40 

30 

20 

10 

n% <M 81,0 
/ 

\ 
FA 

\ \J 
) \ 

\ J \ WA 

\ 
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—1— 

KM 87.5 

1880 1920 1970 1880 1920 1970 

DEVELOPMENT  OF THE  PROPORTIONAL   SECTIONAL   AREAS 
F0OF  THE CHANNELS   "FEDDERWARDER  ARM"   (FA) 
"WURSTER  ARM"(WA)   AND "FEDDERWARDER   PRIEL"(FP) 

Fig.   6 
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The maximum current velocities grew in parts of the river with 
3o ft.   The distribution of the quantity of flow in those parts of 
the river, which are divided into two branches, is of a great im- 
portance for the hydraulic behaviour. The development of this 
distribution was also satisfactory, as Fig. 6 shows in one example. 
Besides the whole river up to Bremen was deepened from l89o til 
now (12 • beneath SKN* in the Outer Weser). The mean tidal range 
in the Lower Weser grew from o.25 m to 3>5 m. 

4. Current measurements 

Though there was no opportunity to compare nowadays measurements 
with elder ones there were carried out a lot of measurements of 
current velocity and direction in the whole area to support the 
theory of nowadays behaviour of the reef region. The therefore 
required instruments are developed especially for an application 
in shallow water in Western Germany. All current meters were 
installed about 1,5 m over the bottom to record the currents 
near the bottom. The evaluation method for the measured values 
which are photographed by a camera is well - known (Ref. 3). 
During the interpretation great importance was attached to the 
ratio 

Ve max ,     SVe 
—       and    -ZTT- 
V  max SV 

and the maximum and resulting currents (Fig. 7,8) 

SV  „ = amount of the vector Fe,„ 
e,f '* 

•Kf 

I 
Ke 

Ve,f "   i   V-dt 

The interpretation of all measured values gives the following 
characteristics of currents in the investigation area: 

The maximum currents are situated in the deep channels, es- 
pecially at the west side of the "Neue Weser". The intensity 
of the currents, i. e. the amount of velocity with regard to it's 
time of influence, has it's maximum values in the same region. 
The time of less transportation of sand (v^25 - 3° cm/s) is 
very short here (  1 hour) and is growing with decreasing distance 
to the east side of the investigation area. (3.5 hours) 

SKN = the German word "Seekartennull" = mean low water of a 
spring tide 



TIDAL CHANNEL STABILITY 1785 

?ig.  7 
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The directions of the currents, which are affected by wind and 
rotational tides demonstrate the possible transportation of sand. 

The resulting current vector 

Ke 
V =    £   v dt 

Ke 

shows the displacement of a water particle during one tide. One 
can recognize, that the directions of the resulting vectors only 
in the "Neue Weser" (Fig. 8) correspond with the direction of 
the channel axis. In the other regions, especially on the sand- 
banks, there is an enormous displacement to the North   -East. 
The dependence of the resulting vectors' directions on wind- 
affected tides is very important. 

The ratio     ve max 
   and 

sv   finally shows, that there is a 
f 

predominance of flood currents in the "Neue Weser" and 
of ebb-currents in the "Alte Weser". 

There is every reason to believe that the migration of sand on 
the sea-floor is proportional to the fourth power of the current 
velocities (Ref. 1,4). Therefore the evaluation method includes 
the computation of the values. 

—•   (v  - vgr) • v 
3     and     ^_ (v - v  ) v 3 

T>f        * * Dc  e    gr   e 

v   = limiting value of velocity for the start of 
sand-transportation ( ~ 25 cm/a) 

D   = period of flood/ebb - current 
i - e 
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p—vr 

RESULTING VELOCITY -VECTORS 
OF AN —• AVERAGE TIDE 

=> WIND-INFLUENCED TIDE 

Fig.   8 

^    NY 

l~e MellumploteN—^     r~s^ 

REFERENCE NUMBERS FOR 

TRANSPORTATION  OF SAND 

—• IN AVERAGE TIDES 
IN WIND-INFLUENCED TIDES 
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Fig. 9 shows the resulting reference numbers of sand-transpor- 
tation which give another indication for the direction and amount 
of the movement of sand. 

5'   Conclusions 

Comparing the results of the current measurements with the view 
of morphological changes you see the following proceedings in 
the reef area: 

Effected by wave motion and tidal currents the sand is eroded 
at the steep underwater slopes of the NW and AW and crosses the 
deep channels as giant ripples, which seldom narrow down the 
required depth. On the back of the extended sand-banks the sand 
moves on zig-zag course with a resulting North-East direction. 
The migration in little ripples occurs there as well as the 
motion of larger underwater-dunes. At some places the underwater 
slopes come up to a speed of 6o m a year. The average speed is 
2o to 3° m a year. Both of the deep channels are changing their 
form; the crucial deep channel for shipping-especially in the 
NW is nearly steady however. Beside the tidal currents wave 
motion has especially on the sand banks an essential part in 
migration of sand. Therefore the direction of migration depends 
on the respective wind direction too. It will be the task for the 
next years, to filter the quantitative part of wave motion in the 
interaction between waves and currents by measuring. 

As a by-product of the investigations the cover-line of the 
same cross-section in different years (Fig. 5) gives a clue to 
the kind of material (sedimented or undisturbed) which can be 
found at dredging. 
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CHAPTER 104 

CHANGES DUE TO JETTIES AT TILLAMOOK BAY, OREGON 

Paul D. Komar1 and Thomas A. Terich2 

ABSTRACT 

Bayocean Spit, separating Tillamook Bay from the Pacific Ocean on 

the north'Oregon coast, underwent severe erosion following construction 

of a north jetty at the bay entrance in 1914-17. This erosion ultimately 

led to the complete breaching of the spit in 1952. Simultaneous to 

the spit erosion south of the entrance, the shoreline north of the north 

jetty advanced seaward by some 600 m (2000 ft). This pattern of erosion 

and deposition following jetty construction has generally been interpreted 

as the jetty blocking a large north to south net littoral drift in the 

area, estimated by a previous study at 620,000 m3/yr (800,000 yd3/yr). 

Our reexamination of the shoreline changes and patterns of erosion and 

deposition following jetty construction disagrees with this interpretation, 

and instead we conclude that all of the changes resulted from local 

rearrangements of the beach due to the disrupted equilibrium following 

jetty construction, but at the same time maintaining an overall condition 

of zero net littoral drift. This interpretation is supported by other 

evidence that indicates a near-zero net drift on this portion of the 

Oregon coast. Thus severe coastal erosion can result from jetty con- 

struction even in areas of zero net littoral drift. 

A new south jetty has been recently completed (1974). The result 

has been further realignments of the shoreline with accretion and shore-: 

line advance immediately south of the south jetty. This provides 

further confirmation that a zero net littoral drift exists in the area. 

This study also demonstrates the effects of building only a single 

jetty rather than a pair of jetties. Following construction of the north 

jetty, the outer bar or ebb-tide delta at the Tillamook Bay inlet grew 

appreciably in size. Sand deposited there came from erosion of Bayocean 

'School of Oceanography, Oregon State University, Corvallis, Oregon 97331. 

department of Geography, Western Washington State College, Bellingham, 
Washington 98225. 

1791 " 
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Spit further to the south. The shoal growth pushed the main channel 

at the entrance against the north jetty where it has remained since 

jetty completion. In the process, the channel became much deeper and 

narrower than the channel geometry prior to jetty construction. 

INTRODUCTION 

Bayocean Spit on the northern Oregon coast, about 80 km (50 miles) 

south of the Columbia River, separates Tillamook Bay from the Pacific 

Ocean (Figure 1). This spit has had a long history of development and 

Figure 1: Tillamook Bay and Bayocean Spit. 

erosion. The development and ultimate financial failure of Bayocean Park, 

a resort community built on the spit early in this century, has been 

discussed by Terich and Komar (1974). The final demise of the community 

resulted from erosion to the sand spit following construction of a north 

jetty at the Tillamook Bay entrance in 1914-17. Erosion over some 
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thirty-five years progressively narrowed the spit, and in 1952 it was 

breached at its narrowest point. This breach has been subsequently 

repaired by the construction of a dike, and recently a new south jetty 

has been constructed. The purpose of the present paper is to analyze 

the shoreline changes that resulted from the jetty construction and led 

to the erosion of Bayocean Spit. This example of shoreline erosion 

resulting from jetty construction is unusual in that, as will be shown, 

this area of the Oregon coast has a zero or near-zero net littoral drift 

along its beaches. Thus the shoreline changes and erosion are not the 

more familiar case of jetties blocking a net littoral drift, causing 

erosion in the downdrift direction. This study also demonstrates the 

results of constructing only a single jetty under such conditions, 

rather than a pair of jetties. 

LITTORAL DRIFT ON THE OREGON COAST 

With the exception of the section of coast near the mouth of the 

Columbia River, the Oregon coast is a series of long pocket beaches 

separated by pronounced rocky headlands. All evidence indicates that 

these areas are experiencing a seasonal reversal in the sand drift 

along the beaches, but with a zero or near-zero net littoral drift over 

a several years time span. This is best demonstrated by the effects of 

jetty construction on patterns of shoreline erosion and accretion. 

The study of Komar, et al. (1976) investigated these patterns for all 

jetty systems on the Oregon coast with the exception of the Columbia 

River jetties. Our study found that following jetty construction, 

sand would in general accumulate adjacent to the jetties, both to the 

north and south, filling in the pockets formed between the jetties and 

the pre-jetty shorelines which curved inward at the entrances. Our 

study showed that the amount of deposition adjacent to the jetties 

depended on the sizes of the pockets formed by the jetty construction. 

Deposition commonly occurred both north and south of the jetty systems, 

and the relative amounts of shoreline accretion on opposite sides of 

the jetties could in no way be taken as infering a net littoral drift 

along the coast. Sand for this shoreline advance next to the jetties 

came from erosion of the coast at greater distances from the jetties. 
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The shoreline alterations following jetty construction continued until 

the shoreline became essentially straight and parallel to the prevailing 

wave crests, at which point zero net sand transport was again achieved 

and a new equilibrium reached. As will be shown in this paper, this 

pattern of deposition adjacent to the jetties and erosion at greater 

distances along the coast also explains the shoreline alterations at 

the Tillamook Bay entrance that led to the destruction of Bayocean Spit. 

The pattern of changes there, however, was complicated by the fact that 

only a north jetty was constructed initially, not a pair of jetties. 

Deposition around jetties therefore indicates that, except near 

the Columbia River, the Oregon coast beaches have, as close as we can 

determine, a long term zero net littoral drift. This is also supported 

by observations that there is a seasonal reversal in the general transport 

directions due to the patterns of storm systems. During the summer 

months waves prevail from the northwest, causing a southerly sand 

transport along Oregon beaches. During the winter months the transport 

is to the north due to waves arriving mainly from the southwest. The 

wave data is inadequate, however, to actually carry out any calculations 

of littoral drift rates in an attempt to demonstrate a zero net drift. 

Similar to the jetties, the rocky headlands show no indications 

of blockage of a net littoral drift, there being no accumulations of 

beach sand either to the north or south sides. What little study that 

has been done of heavy minerals in the beach sands also indicates that 

there is no bypassing of littoral sands around these headlands, which 

is reasonable considering their sizes and that they extend to considerable 

water depths. It is because of these barriers that the Oregon beaches 

can be described as pocket beaches of varying size. The only net 

littoral drift required within a pocket beach is the small amount 

necessary to redistribute the beach sand away from its sources to the 

complete stretch of beach. Previous studies (for example, Komar and 

Rea, 1976) have shown that sea cliff erosion is the primary source of 

beach sands in most areas, the river sands being trapped within the 

estuaries. Therefore even a net drift required for sand redistribution 

within the Oregon pocket beaches will be very  small. 
Because there is essentially a zero net drift of littoral sands 
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on the Oregon coast beaches, the erosion of Bayocean Spit following 

jetty construction clearly is not another example such as the Santa 

Barbara, California, breakwater, or the Port of Madras, India, where 

the coastal erosion resulted from blockage of a large net littoral 

drift by jetty construction. 

SHORELINE CHANGES FOLLOWING CONSTRUCTION OF A NORTH JETTY 

The principal sources of information on the shoreline changes 

utilized in this study are: (1) surveys undertaken by the Corps of 

Engineers, Portland District, before and after jetty construction; 

(2) aerial photographs from a variety of sources; (3) field studies of 

old shorelines and other features that are still visible; and (4) the 

writers' surveys in the case of the more recent construction of the 

south jetty at Tillamook Bay. In addition to the shoreline changes, once 

erosion became appreciable on Bayocean Spit, the Corps of Engineers, 

Portland Dsitrict, monitored the rates of retreat of the dune bluffs 

and coastal property on the spit; this data has also been utilized. 

Since most of the shoreline changes and spit erosion occurred more than 

twenty-five years ago, we have had to rely primarily on historic data 

rather than on our own measurements. There is of course a certain 

amount of uncertainty in doing this. 

A north jetty at the entrance to Tillamook Bay was begun in 1914 

and completed in 1917. For economic reasons, an accompanying south 

jetty was not constructed at that time. The most apparent immediate 

response to the north jetty construction was a shoreline advance to 

the north of the jetty, documented in Figure 2. The buildout of the 

shoreline there nearly kept pace with the jetty extension. As in the 

cases of jetty construction elsewhere on the Oregon coast, and already 

discussed in this paper, this deposition adjacent to the north jetty 

occurred primarily so that the pocket formed between the jetty and the 

pre-jetty shoreline, which curved inward toward the bay entrance, 

would be filled. The shoreline built outward only until it became parallel 

to the prevailing wave crests, at which point long term changes ceased. 

The overall position of the shoreline has changed very little in the 
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PACIFIC OCEAN 

TILLAMOOK BAY JETTY 

High tide shorelines north of 

jetty, 1914-1971. 
0 0.5 I 

km 

Figure 2: The shoreline advance north of the north jetty at the 
Tillamook Bay entrance after its completion in 1917. The 1914 
shoreline gives a typical pre-jetty location. 

past forty-some years, the only alterations being due to partial jetty 

degradation and reconstruction in the 1930's. 

The sand accumulation north of the north jetty amounted to some 

6,000,000 m3 (8 x 106 yd3). The second most apparent effect of the 

north jetty construction was the resulting erosion of Bayocean Spit to 

the immediate south. Based on this pattern of deposition to the north 

and erosion to the south, previous studies generally concluded that there 

must be an appreciable southerly net littoral drift. Based on accumulation 

rates north of the north jetty, this littoral drift was estimated at 

600,000 m3/yr (800,000 yd3/yr) by the Corps of Engineers (1970), but 

placed at a lower estimate of 140,000 m3/yr (180,000 yd3/yr) by O'Brien 

(1930). We have already summarized the evidence that argues against such 

a net littoral drift on the Oregon coast. In the case of the Bayocean 

Spit and Tillamook Bay area, the pronounced headland Cape Meares exists to 

the immediate south (Figure 1). If such a large net drift did exist, 

this cape should also block the transport causing a buildout of the 

beach there to the north; there is no noticeable buildout, the beach 

in fact being principally gravel and cobbles-, not sand as on the beach 
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to the north fronting the spit, and the cliffs near Cape Meares are 

undergoing extensive erosion. As already indicated, the deposition 

north of the north jetty following its construction can be better 

interpreted as changes resulting from local rearrangements of the 

beach due to the disrupted equilibrium caused by the jetty's presence 

but at the same time maintaining an overall condition of zero net drift. 

It is difficult to determine when noticeable dune and property 

erosion began on the spit itself following construction of the north 

jetty in 1914-17. O'Brien (1930) indicated that there was considerable 

erosion at that time just to the north of Cape Meares (Figure 1), off 

the spit itself. He also mentioned, however, that the spit itself had 

suffered little change, "although the channel has moved northward against 

the jetty, probably due to the decreased sand pressure from the north." 

This channel migration following jetty construction and the growth of 

the shoal outside the bay entrance will be documented later. The sand 

deposition at the bay entrance came from erosion of the beach along 

the length of Bayocean Spit. From O'Brien's comment it would appear 

that there may have been some beach erosion at that time but the 

erosion had not yet reached the dunes nor threatened any property in 

Bayocean Park. 

O'Brien (1930) also mentioned that the north jetty had weathered 

down appreciably. For this reason, the north jetty was reconstructed and 

lengthened in 1932-33. After this reconstruction erosion on the spit 

became very apparent. Even while reconstruction was in progress erosion 

began to undermine the sidewalk fronting the natatorium of Bayocean Park, 

built close to the beach, and by 1936 the structure's roof had collapsed 

(Figure 3). Erosion of the spit was progressive, although some winters 

were more severe than others and caused rapid dune and property retreat. 

For example, during January 1939 a storm broke a small gap along the 

narrow southern end of the spit, washing sand and gravel into the bay. 

The natatorium was finally completely destroyed by this storm (Figure 3). 

Maximum recession of the top of the dune bluff was 7.5 m (25 ft) with an 

average recession of 2 m (7 ft). In addition to the loss of the natator- 

ium, four houses were undermined and lost, nine were immediately threatened, 
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Figure 3:  Progressive 
erosion of the natator- 
ium on Bayocean Spit. 

1340 

and six had to be moved back for safety. 

Washovers of the spit occurred during subsequent winter storms 

until on 13 November 1952 storm waves together with high tides entirely 

breached the spit's narrowest southern section, initially removing a 

1200 m (4000 ft) long segment of spit. This breach progressively widened, 

becoming nearly a mile wide at high tide. The breach developed into the 

natural opening for the bay, the northern entrance with the jetty beginn- 

ing to shoal and close (Figure 4; 1955 survey). Waves rolled through 

the breach producing swells within the bay, causing some erosion to farm- 

lands on the bay's edge. For this reason it was decided to close the 

breach, so in 1956 work was begun on a rubblemound dike, set back within 

the bay. The construction of this dike and the difficulties in closure 

are discussed by Brown, et al. (1958). It was anticipated that the 
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Figure 4: Progressive erosion to Bayocean Spit leading to its 
breaching in 1952, necessitating the placement of a dike 
closing the breach. 

pocket in the shoreline seaward of the dike would fill and re-establish 

a sand beach fronting the dike, which it did as can be seen in the 1971 

survey of Figure 4. 

SHOAL DEVELOPMENT AND CHANNEL CHANGES AT THE BAY ENTRANCE 

Although erosion occurred along most of the length of Bayocean 

Spit following construction of the north jetty, there was some deposition 

to the immediate south of the jetty (as well as to the north, as already 

seen). This deposition to the jetty's south at the bay entrance was in 

the form of a substantial growth to the outer bar or ebb-tide delta. 

As will be discussed later, it is estimated that some 3.3 x 106 m3 

(4.3 x 10s yd3) of sand was added to this shoal following jetty construction. 
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TILLAMOOK   BAY 
ENTRANCE 

22 September 1941 

Figure 5: TiHamook Bay entrance before (upper) and after (lower) north 
jetty construction in 1914-17. 
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The changes in the shoal and bay entrance are illustrated by Figure 5, 

the upper survey showing the entrance prior to jetty construction and 

the lower being typical of the entrance after construction. It is seen 

that there was an increase in the overall size of the outer bar shoal 

and a reduction in water depths. Under moderate to high wave conditions, 

this shoal became entirely covered by breaking waves and surf, making 

it a hazard to boats using the entrance. 

Figure 5 also shows that the channel leading from the bay entrance 

was pushed northward against the jetty by the growth of the shoal. The 

channels at the entrances to the Umpqua and Coquille Rivers on the Oregon 

coast similarly migrated until they became adjacent to the single jetties 

that were initially built there (Komar, et al., 1976; Kieslich and Mason, 

1976). Such a response to a single jetty rather than a pair of jetties 

has also been shown to occur on other coasts (Kieslich and Mason, 1976). 

In addition to the growth of the outer bar and migration of the 

main channel following construction of the north jetty at Tillamook Bay, 

there were changes in the geometry of the channel outside the entrance. 

This is shown in Figure 6 which compares channel cross-sections before 

(June 1914) and after (June 1920) jetty construction. It is seen that 

after jetty development the channel became much deeper and narrower than 

existed prior to construction. These changes are presumably the response 

of the channel to the pressure from the south by the shoal growth. However 

changed in depths and widths, the channels before and after jetty construc- 

tion did not differ significantly in cross-sectional areas. In addition, 

the changes in geometry did not extend inward along the channel into the 

entrance itself. Figure 7 shows a number of channel cross-sections 

immediately north of the spit at the entrance's narrowest point, some 

before and some after jetty completion. There are no noticeable effects 

there due to the addition of the north jetty. Despite the changes in 

channel geometry just outside the entrance and the growth of the shoal, 

the entrance itself remained relatively unchanged and bore the same 

relationship to the tidal prism within the bay according to O'Brien's 

(1931, 1939) relationship. 

Although this study undertook no field investigations of the 

currents and waves in the area of the entrance, the changes in the channel 

position and geometry, and the growth of the outer bar shoal can be 
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TILLAMOOK   ENTRANCE 
Channel cross-sections 

before (June 1914) 
after (June 1920) 

jetty construction 

0 500 
meters 

PACIFIC    OCEAN 

Figure 6: Deepening and narrowing of the channel following 
construction of a north jetty. 

understood in terms of the findings of previous studies of inlets. Processes 

in the vicinity of inlets are complex in that they are the combined results 

of tidal-currents, wave action, and possible effects of salinity and 

thermal stratification resulting in a net inward flow at the bottom of 

the channel. The main ebb flow currents generally act to carry sand from 

the bay and nearshore areas to the offshore where it is deposited in the 

form of a delta, sometimes called the "ebb-tide delta." If located on a 

coast with a zero net littoral drift, this delta would be symmetrical and 

arcuate in shape. The existence of a net littoral drift would produce an 

asymmetry. Although the main ebb flow is directed offshore, currents move 

inward toward the entrance in the nearshore, from both sides of the inlet. 

Two eddies or gyres may develop on flanks of the main ebb channel 

emanating from the inlet; one gyre would be a clockwise flow, the other 
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TILLAMOOK   BAY   ENTRANCE 
CHANNEL   CROSS-SECTION 

Figure 7: Cross-sections of the Tillamook Bay entrance before and 
after construction of the north jetty. 

counter-clockwise, but both would produce currents directed toward the inlet 

on their shoreward sides. Lynch-Blosse and Kumar (1976) subscribe to such 

gyres being important at inlets, and discuss modifications where longshore 

currents are superimposed due to a general oblique wave approach to the 

coast. Dean and Walton (1975) point out that the ebb current can be 

viewed as a jet directed seaward, the high velocities in the central current 

of the jet transferring momentum outward and entraining adjacent waters, 

giving rise to the gyres described above. As a result, during ebb flow 

from the inlet there will be inward moving currents close to the shore, 

transporting sand toward the inlet and aiding the development of the 

flanking outer bars or shoals. During tidal flood flows the water converges 

toward the inlet from all sides, especially in flood channels to the flank 

of the deeper ebb channel. Thus the flood currents also aid in the devel- 

opment of flanking shoals. 

Wave action generally acts to counter growth to the outer bar 

of the inlet. It does this by transporting sand back onshore to the beaches. 
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For this reason, on coasts of high wave conditions (like Oregon) the outer 

bars of inlets tend to be smaller than on coasts of small waves (Dean and 

Walton, 1975; Walton and Adams, this volume). However, wave refraction 

over the shoal can also aid in the development of the outer bar, and some 

studies have suggested that this process may be more important than the 

current gyres already discussed (Hayes, et al., 1971; Hubbard, this volume). 

Refraction of the waves around the outer bar causes a longshore current 

directed toward the inlet from both sides, thus working in concert with 

any ebb-tide gyres and flood-tide currents acting in the area. With an 

overall oblique wave approach to the inlet area, the longshore current may 

be inward toward the inlet on only the updrift side. 

As seen in Figure 5 (upper), typical flanking outer bars existed 

at the Tillamook Bay entrance prior to jetty construction. There was a 

seaward offset of the northern shoreline which is sometimes taken to 

indicate a net littoral drift (Hayes, et al., 1971; Lynch-Blosse and 

Kumar, 1976), but there is no consistency as to whether the shoreline 

offset is updrift or downdrift of the inlet. The presence of an offset 

at the Tillamook Bay inlet in an area of zero net littoral drift casts 

doubts on offset direction as an indicator of net drift direction and 

on the theories of origin of the offset which rely on the presence of 

a net littoral drift. 

The construction of the single north jetty at the Tillamook Bay 

inlet provided additional protection from the wave activity. This 

protection would allow for further growth of the south flanking shoal, 

the north flanking shoal becoming covered by the shoreline advance to 

the north of the north jetty. The growth of the south flanking shoal 

was presumably due to the continuation of an eddy gyre in this region 

during ebb tide, and perhaps due to wave refraction effects, both 

described above, but with a decrease in the wave activity that had acted 

to  reduce  the size of the shoal. This is partly verified by model 

studies conducted at the Waterways Experiment Station on the Masonboro 

Inlet, North Carolina, and reported in Dean and Walton (1975, page 137). 

Like the Tillamook Bay entrance, the Masonboro Inlet has only a single 

jetty. The model studies indicated that shoal growth resulted from 

(a) the jetty's sheltering of the shoal area, thereby creating a sand 
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trap, and (b) a large eddy or gyre carrying sand toward the inlet on 

both ebb and flood currents. 

It is seen that all factors affected by the installation of a north 

jetty at Tillamook Bay would act to increase the growth of the south 

flanking shoal. The shoal growth pushed the channel northward against 

the jetty, and the pressure from the developing shoal also presumably 

accounts for the narrowing and deepening of the channel. 

INTERPRETATION OF SHORELINE CHANGES AND THE BUDGET OF SEDIMENTS 

As already indicated, a closer inspection of the changes following 

construction of the north jetty does not agree with the interpretation of 

a large net littoral drift identified by earlier studies (Corps of 

Engineers, 1970). The overall pattern of erosion and deposition is 

illustrated schematically in Figure 8, and it is seen that the pattern 

is symmetrical north and south of the jetty, complicated by the fact that 

only a single jetty was installed. Although erosion occurred along most 

Manhatten Beach 

Figure 8: Patterns of erosion and 
deposition following construction 
of a north jetty but prior to the 
south jetty development. 
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of the length of Bayocean Spit, there was a net deposition just to the south 

of the jetty in the form of growth to the flanking outer bar. Following 

jetty construction, sand moved northward from most of the length of the 

spit and accumulated in this shoal growth. As will be shown shortly, 

the loss of sand from the spit erosion can be approximately balanced by 

the amount of sand deposited on the shoal plus that carried into the bay 

during the 1952-56 breach. 

To the north of the jetty sand accumulated and the shoreline 

advanced (Figure 2). Deposition there probably derived its sand from 

beach erosion further to the north, symmetrical with the northward 

movement of sand on the spit to the inlet. This overall pattern of 

deposition adjacent to jetties and erosion at greater distances was 

shown to occur at other Oregon coast jetty systems (Komar, et al., 1976), 

and was reviewed earlier in this paper. Erosion to Bayocean Spit was 

much greater than erosion to the north of the jetty at Manhatten Beach 

and Rockaway Beach (Figure 8) because of the longer stretch of beach 

that exists to the north. Only a small amount of sand had to be 

eroded per unit length of shoreline to supply sand to the accretion area 

immediately north of the jetty. In contrast, Bayocean Spit is only a 

small segment between the jetty and Cape Meares on the south (Figure 8) 

so that a larger amount of sand had to be supplied by each unit length 

of spit shoreline erosion to support the shoal growth next to the inlet. 

We have attempted to put sediment volumes on the patterns of 

erosion and deposition illustrated in Figure 8 by the development of 

a budget of sediments. This budget is for changes following the 

completion of the north jetty in 1917 but before the construction of 

the south jetty in 1969. Our estimates are given in Figure 9. Depo- 

sition to the north of the jetty amounted to some 6 x 106 m3, which 

agrees with previous estimates of the fill (Corps of Engineers, 1970). 

As already indicated, this sand deposition came from beach erosion further 

to the north; that erosion value is given in Figure 9 in parentheses 

because we have no actual measure of the erosion other than the supposi- 

tion that it will balance the deposition north of the jetty. Of course 

any transfers of sand around the jetty during or after construction would 

alter this exact balance; unfortunately we have no way to evaluate such a 
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Figure 9: Budget of sediments for 
areas of erosion and deposition 
following construction of the 
north jetty at Tillamook Bay. 

transfer around the north jetty, but believe it to be small, especially 

in comparison with the volume of sand deposited to the north of the 

jetty. This belief is in part supported by the continued existence of 

a shoreline offset north and south of the jetties, even after construction 

of a south jetty. This suggests that the jetties are an effective 

barrier to longshore movements of sand on the beaches; otherwise sand 

would presumably transfer from the north to the south beach until they 

have equal offshore extents. 

We estimate that the flanking outer shoal to the south of the 

jetty increased in volume by 3.3 x lo6 m3 following jetty construction. 

This estimate is based on comparisons of bathymetric surveys such as 

those of Figure 5, before and after jetty completion. Our estimate 

shows reasonable agreement with the results of Walton and Adams (this 

volume). They place the total volume of the outer bar of Tillamook Bay 

at 15 x 106 m3, so the measured growth volume is small in comparison. 

Of special interest is that Walton and Adams show that outer bars on 
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coasts with small wave energy are some 23% larger than bars on coasts 

with large wave energies. If we reason that the growth of the Tillamook 

inlet outer bar is due to the additional protection offered by the jetty 

from wave attack, and employ their 23% resulting growth factor, one 

obtains a volume increase of 3.5 x 106 m3, almost exactly the same as 

our measured increase (3,3 x 106 m3). 

Erosion of Bayocean Spit and the area to its immediate south up 

to Cape Meares amounted to some 5.7 x 106 m3 (Figure 9). This estimate 

is based on measured beach and dune bluff retreats and heights of the 

dune bluffs and sea cliffs. 

The other large transfer of sand in the area was into the bay 

when the spit breached in 1952 and remained open until 1956. This volume 

of deposition and loss from the seaward side of the spit is estimated at 

1.5 x 106 m3, and is based on the volume of spit removed by the breaching 

process (which gives a minimum transfer) and shoaling values within that 

portion of the bay. This estimated volume is considered to be much poorer 

than our estimates of spit erosion or deposition near the jetty. 

There is also the possibility of some deposition on the inner 

shoal (flood-tide delta), within the bay at the jettied entrance. The 

surveys of the entrance area, before and after jetty construction, suggest 

that deposition within the bay in this area was small, but we could not 

make satisfactory measurements from the available data. 

Altogether there is a reasonable accounting for the transfer of 

sand from erosion areas to deposition areas in the region of Bayocean Spit 

and Tillamook Bay following construction of the north jetty. The shoal 

growth and sand entering the bay through the breach together account for 

4.8 x 106 m3 of deposition. This is close to the 5.7 x 106 m3 of 

estimated erosion from the spit. Considering the inaccuracies of these 

estimates, the results demonstrate that the patterns of erosion and 

deposition can be accounted for by local rearrangements of nearshore 

sands following construction of the north jetty, without blockage of 

an appreciable net littoral drift by the jetty. 
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CONSTRUCTION OF THE SOUTH JETTY 

The hazardous channel conditions which developed due to the growth 

of the outer bar following construction of the north jetty prompted renewed 

considerations for construction of a south jetty. Construction of a south 

jetty was begun in April 1969 and completed in 1974 with a total length 

of 2000 m (6,500 ft). 

Even as the south jetty was being constructed, sand accumulated 

between it and the curved pre-jetty shoreline, causing a shoreline advance 

to the south. This accumulation continued until the shoreline became, 

straight and parallel to the prevailing wave crests, the same as des- 

cribed earlier for other jetty systems on the Oregon coast as well as 

for the earlier construction of the north jetty. This provides further 

proof for a zero or near-zero net littoral drift in the area. 

SUMMARY OF CONCLUSIONS 

(1) With the exception of the section of coast near the Columbia 

River, the Oregon coast is a series of pocket beaches separated by pro- 

nounced rocky headlands. There is a zero or near-zero net littoral drift 

within these pockets. Shoreline changes due to jetty construction are 

therefore not due to blockage of a net drift. 

(2) Following completion of a single north jetty in 1917 at the 

Tillamook Bay entrance, the shoreline built outward to the immediate 

north. This accretion occurred to fill the embayment created between the 

jetty and the pre-jetty shoreline which curved inward toward the bay 

entrance. Deposition continued until the shoreline became straight and 

parallel to the prevailing wave crests, at which time a new equilibrium 

was achieved with a zero net littoral drift. 

(3) Bayocean Spit to the south of the Tillamook Bay entrance 

suffered severe erosion following construction of the north jetty, cul- 

minating in its breaching in 1952. Initially, sand eroded from the spit 

moved northward and was deposited at the entrance in the form of growth 

to the outer bar (ebb-tide delta). Later when the spit breached, consid- 

erable quantities of littoral sediments were also carried into the bay. 

(4) Growth of the outer inlet bar or shoal following construction 
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of a north jetty can be understood in terms of wave and current processes 

acting at inlets. The single jetty offered increased protection from the 

waves and perhaps augmented flanking currents flowing inward toward the inlet. 

(5) Considerable coastal erosion can result from jetty construction 

even in coastal areas that are not experiencing a sizeable net littoral 

drift; blockage of a net drift by jetty construction is not a necessary 

prerequisite for erosion. 
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CHAPTER 105 

CHANGES IN INLET OFFSET DUE TO STABILIZATION 

Dennis K. Hubbard 
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Columbia, S. C. 29208 

ABSTRACT 

Available evidence indicates southward littoral transport through the 
Mem'mack Embayment. In apparent contradiction, the beach on the southern (Plum 
Island) side of the inlet has built seaward of the updrift beach. This phen- 
omenon is related to a balance between storm and fair weather conditions. Wave 
observations under a variety of surf conditions show that during storms, sand is 
transported southward along the face of the nearshore bar fronting Plum Island. 
During calm periods sand is moved northward along the beach until it is trapped 
by the southern jetty and removed from the then active tidal current transfer 
system. Using discharge data and wave measurements from the Merrimack Inlet 
area, Bruun's bypassing coefficient (r = Qis/Qmax. where Qis is the longshore 
transport rate in M-fyyr and Qmax is the maximum inlt discharge in M^/sec) was 
computed for storm and fair weather conditions. During storms, the bar bypassing 
observed in the field was clearly indicated. During calmer periods tidal current 
transfer was predicted. This relationship is considered only an approximation 
as it does not consider many important physical parameters (grain size, near- 
shore slope, wave type, etc.). 

INTRODUCTION 

The literature is replete with references concerning bypassing of sand 
around tidal inlets. Numerous researchers have considered the importance of 
this process to engineers (Angas, 1960; Bowman,1960; Bruun and Gerritson, 1960; 
Caldwell and Lockett, 1965; Dean and Walton, 1975; Herron and Harris, 1967; 
Hodges, 1955; McDonald and Sturgeon, 1956; Watts, 1962). These studies have 
generally shown that the type and rate of bypassing that occurs are dependant 
upon the volume of sediment supplied to the inlet (littoral drift) and the 
ability of the inlet to flush this material from its throat (related principally 
to tidal prism). Furthermore, the nature of this relationship will be re- 
flected in the morphology of an individual inlet and its associated sand bodies. 

At Murrells Inlet, S. C, (Fig. 1) net longshore transport rate is small 
and sand tends to reside in the inlet system. The near balance between sand 
entering and leaving the inlet causes it to be choked with sand. In this 
case, bar bypassing dominates at the expense of local navigation. At Kiawah 
Inlet, S. C. (Fig. 2) another type of bypassing, channel abandonment, occurs. 
Over a period of 10 months, the sand that had accumulated on the updrift side of 
the inlet was bypassed as the main channel was closed and a path further up- 
drift was initiated (Fig. 2). 

Whatever the process responsible for bypassing, introduction of a large 
structure into the littoral zone (a jetty, for example) results in a significant 

1812 
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Figure 1.  Low tide photograph of Murrells Inlet, S. C. Note the large 
shoal occupying the channel cross-section.  This is a result of the near 
balance of sarid moving in and out of the inlet. 

Figure 2,  Bypassing at Kiawah Inlet, 
S. C.  These photographs show the con- 
figuration of the inlet in April, 1975 
(A), November, 1975 (B) and February, 
1976 (C).  Note the abandonment of the 
main ebb channel between April and 
November, 1975 followed by swash bar 
development in February, 1976. 



1814 COASTAL ENGINEERING-1976 

modification of the bypassing process. In most documented cases, the 
resultant pattern of erosion and deposition is similar to that shown in 
Figure 3; that is, accretion along the updrift beach at the expense of the 
eroding downdrift beach. 

The Merrimack River Inlet is located in northeastern Massachusetts near 
the Massachusetts-New Hampshire border (Fig. 4). The inlet separates two 
active Holocene barriers, Salisbury Beach to the north and Plum Island to the 
south. A variety of coastal defense structures have been used to stabilize the 
inlet and retard the rate of erosion along adjacent beaches. Since their con- 
struction however, these structures have been responsible for many problems 
(Hubbard, 1974). The jetties, built in sections since 1912, have effectively 
stabilized the position of the inlet while causing localized erosion on the nearby 
beaches and river front. Despite the apparent effectiveness of the jetties as 
barriers to littoral transport, the downdrift side of the inlet does not show the 
serious erosion usually associated with structures of this type. In fact, the 
downdrift beach is presently undergoing rapid progradation. Both field obser- 
vations and mathematical considerations are presented to explain this phenomenon. 

Figure 3. Low tide aerial photograph 
of the Cape Cod Canal entrance. Note 
the erosion-deposition pattern re- 
sulting from interruption of littoral 
transport. Sand is moving toward the 
viewer. Photo by Miles 0. Hayes. 
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Figure 4. Map showing the location of 
Merrimack Inlet.  The top of the figure 
follows the Massachusetts-New Hampshire 
border.  The inset is a low tide aerial 
photograph looking northward over Plum 
Island (foreground) and Merrimack Inlet. 
Note the well developed nearshore bar 
system that extends past the inlet 
mouth. 

Sediment Dispersal 

Several lines of geomorphic evidence indicate a southward transport of 
littoral material through the Merrimack Embayment (Fig. 5). First, the seaward 
displacement of the 20 meter contour near tne southern end of the embayment 
suggests that Ipswich Bay is a sink for material moving in that direction. 
Bothroyd (pers. comm.) has observed an accretionary beach at Castle Neck. Also, 
the southward migration of Plum Island by spit growth on its downdrift end 
(Farrell, 1969) indicates a sediment supply to the north. Finally, grain-size 
trends along Plum Island and Castle Neck beaches (Anan, 1971) and on the Mer- 
rimack ebb-tidal delta (Hubbard, 1975) also suggest southward littoral trans- 
port through the area (Fig. 5). 

Morphology and Hydrodynamics 

One would expect that under these conditions the beach on the northern side 
of Merrimack Inlet would be accreting while the southern beach eroded. To the 
contrary, the downdrift shoreline extends approximately 300 meters seaward of 
the northern beach. Furthermore, rapid accretion has been observed adjacent to 
the inlet since the 1967 rehabilitation of the south jetty. 

If we consider that this offset is the result of some factor other than the 
jetties, then the downdrift offset inlet should have persisted when the jetties 
were absent. Analysis of existing charts of Merrimack Inlet show that although 
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Figure 5.  Summary of evidence for south- 
ward sand transport in the Merrimack 
Embayment. 
1) seaward displacement of the 20 m 

contour in Ipswich Bay. 
2) recurve spit growth on the southern 

tip of Plum Island. 
3) grain-size trends. 

the inlet was offset downdrift in 1741, by 1776 the inlet configuration had 
changed to that of an updrift offset (Fig. 6). 1809 saw the reestablishment of 
the downdrift offset. These and other reversals were probably related to the 
by-passing of sand around the inlet. Under natural conditions, the inlet 
therefore did not persist as a downdrift offset. The flip-flopping observed 
between 1741 and 1900 ceased abruptly however after the jetties were built in 
the early 1900's. A 1940 photograph from Chute and Nichols (1942) shows that 
the present configuration had already developed at that time (Fig. 7). It 
seems logical therefore, that the pattern of erosion and deposition observed 
at Merrimack Inlet is related to the presence of the jetties. 

This pattern results from a balance between the dominant northeasterly 
storm waves and the prevailing southeasterly waves generated during fair weather 
conditions. It can be seen in Figure 8 that during storms the sediment moves 
uniformly southward except for a divergence in transport direction occurring 
immediately downdrift of the inlet. At this point a break in the nearshore bar 
occurs through which waves pass and break directly on the beach. Immediately 
updrift of the gap the bar reaches its highest elevation in response to the 
retardation of sand flow along the shoal. This adjustment of the waves to the 
topography of the nearshore bar results in northward sand transport during 
storms along the beach immediately downdrift of the jetty and the retention of 
sand in this part of the system. 
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Figure 6. Configuration of Merri- 
mack Inlet in 1741, 1776 and 
1809. These charts show the 
variability of inlet offset 
before stabilization. 

Figure 7. Aerial photograph looking westward across Merrimack Inlet.  Note 
the similarities between this photo and Figure 9.  From Chute and Nichols 
(1942). 
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SOUNOINGS IN   METERS 

Figure 8.  Wave refraction around the Merrimack ebb-tidal delta.  The numbers 
in the inset are longshore current velocities measured during northeast wave 
approach. 

During higher tidal stages, be they astronomical or meteorological, the 
entire beach comes under severe wave attack. Sand is removed from the beach and 
moved offshore toward the permanent nearshore bar and to the south (Fig. 9). 
The bar on the updrift side of the inlet extends nearly to the beach and pro- 
vides a point of entry for sand into the by-passing system. 

During fair weather, sand is moved landward and toward the north under the 
influence of the prevailing southeasterly waves (Fig. 9). On the south side of 
the inlet, this landward transport occurs through the migration of entire seg- 
ments of the permanent nearshore bar onto the beach (Fig. 10). Once on the 
beach, this sand moves northward until it is trapped by the southern Merrimack 
jetty. 

Bruun (1966) presented a formula to determine whether the movement of 
littoral material past an inlet would occur by the development of an inlet 
shoal or by tidal current transfer. Using a ratio between littoral drift 
(Q-|s in M-fyyr) and maximum inlet discharge (Qmax in M3/sec) in twenty-eight 
inlets, he was able to determine whether tidal current transfer or bar bypassing 
would dominate in each case. Empirically, r values (r = Qis/Qmax) less than 
10 - 20 indicated predominant tidal current transfer while values greater than 
200 - 300 implied bar bypassing. 

Using the maximum spring-tidal discharge of 2500 m-Vsec measured in the 
Merrimack Inlet, a value of 7.5 X 10^ M-Vyr was calculated as the volume of 
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Figure 9. A (above). Sand transport patterns observed during storm conditions. 
The X indicates the point of attachment of the nearshore bar on the 
northern side of the inlet. 

B (below). Sand transport patterns observed during fair weather. 
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Figure  10.     Bar migration under  fair weather  conditions.     Note the  transition in 
morphology from that of a longshore bar on 12 March  to  a transverse bar on 
4 July.     The X is  in  the same location on all maps. 

longshore drift necessary to initiate bar by-passing.    Using these data and 
formulas from the Shore Protection Manual   (U.S. Army,  1973), longshore trans- 
port rates for the Merrimack Inlet area were computed.    Using the relation- 
ships, 

rls 100.6 (H 3/T) sin°<0 

Q   =  (7.5 X 103) P-, 

(1) and, 

(2) 

where:    P]s = surf zone approximation for the longshore component of wave 
energy flux 

Hb = breaker height 
T   = wave period 
•CQ = angle between deepwater wave crest and shoreline 
Q   = longshore transport rate 

it was determined that an 8 ft.  (2.4 m) wave with a deepwater approach angle 
between 30° and 45° and a period between 6 and 9 seconds could initiate bar 
bypassing.    Waves observed during northeasters are commonly above this height. 
Also due to the strong effect of local waves during storms, these periods and 
angles are representative. 
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Waves in excess of three meters were observed by Abele (1972) during a 
northeaster on 19 February 1972. According to the U. S. Army (1973) relationships, 

Q = (7.5 X 103) Pls        (2) and, 

P1s = 32.1 Hb5/2sin 2% (3) 

where ^ = angle between crest of breaker and shoreline, breaking waves with a 
height of 10.7 ft (3.25 m) and an approach angle of ten degrees (values consis- 
tent with Abele's (1972) data) could transport volumes of 8.75 X 105 M3/yr. The 
corresponding r value of 350 is above the value needed to initiate bar bypassing. 
Prevailing southeasterly waves during fair weather periods average 1 ft (30 cm) 
in height and have characteristically small breaker angles. Equations 2 and 3 
were used to determine longshore transport rates and subsequent r values for 
30 cm waves approaching at various angles. The bypassing coefficient corres- 
ponding to a breaker angle of 45 degrees (most breakers approach at angles 
less than five degrees) was computed as 2.8. This is well below the value of 
r = 20 for tidal current transfer. It should be pointed out that because the 
nearshore bar is a permanent feature it is both the wave condition and littoral 
drift volume (which are admittedly related) that determine the mechanism of 
inlet bypassing in this case. Bruun's relationship is therefore an indication 
of what is going on rather than an explanation of the process itself. 

CONCLUSIONS 

1) Several lines of evidence indicate net southward littoral transport through 
the Merrimack Embayment. 

2) Despite this, the beach south (downdrift) of Merrimack Inlet is presently 
accreting. 

3) This phenomenon is the result of a balance between storm and fair weather 
conditions: 
a) During storms, sand moves off the beach and southward along the per- 

manent nearshore bar that extends past Merrimack Inlet. 
b) During fair weather, sand moves landward and toward the north along 

the beach. Under these conditions, sand is trapped by the southern 
jetty. 

4) Bruun's bypassing relationship can be used to at least partially explain 
this phenomenon. During storms the volume of drift is high enough to 
bypass the inlet along the nearshore bar face. Under calmer conditions, 
tidal current transfer which is blocked by the jetties occurs. 
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ABSTKACT 

This paper presents some general properties on topographic change on the 
shore and sea bed in the vicinity of ports and harbours constructed on the 
sandy beach, mainly with the case study of Kashima Port.  Following three 
characteristics of the topographic change due to prolongation of breakwaters 
are discussed; that is, 

i ) The shoaling and the change of topography in the area surrounded by 
breakwaters and shoreline, 

ii ) Topographic change of artificial beach in the updrift beach of 
breakwater having the long oblique part, 

ffl. ) Erosion and accretion of downdrift beach due to the prolongation of the 
oblique part of breakwater. 

INTRODUCTION 

Port Kashima, the biggest new industrial port in Japan, has been 
constructed on the central part of a bow-shape sandy coast of 70 killometers 
long facing the Pacific Ocean as shown in Fig. 1 and Fig. 2.  Since 1961, 
before the start of the construction works, many kinds of field investigations 
and model experiments have been conducted by the Port Construction Office of 
Ministry of Transport and the Port Construction Office of Ibaragi Prefecture 
under the continuous co-operation of Port and Harbour Research Institute. 

Authers had reported the some results of these investigations on the 
characteristics of this coast before the begining of the construction works in 
the 10th Conference on Coastal Engineering ( S. Sato and N. Tanaka, 1966 ). 
Furthermore, one of authers had already presented a paper on the topographic 
change during the early period of the construction works in the 12th Conference 

1824 
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Fig. 1 The location of Kashima 
Port and other harbours 
mentioned in this paper. 

Fig. 2 Kashima Coast and the location of 
Kashima Port. 
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Fig.   3 The terminology in this paper. 
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on Coastal Engineering ( S. Sato and I. Irie, 1970 ).  Therefore, this paper 
composes a series with these other papers.  The terminology emplyed in this 
paper is given in Fig. 3. 

THE CHARACTERISTICS OF THE COAST AND THE LITTORAL DRIFT OF KASHIMA COAST 

The northern portion of Kashima Coast has a narrow beach with the cliff 
of Kashima Plateau and the Naka River flows out to the sea at the northern 
end.  The southern portion is a part of the alluvion formed by the Tone River 
and has wide beach with sand dunes.  The influence of the discharged materials 
from these two rivers is restricted in the area near to their river mouth, and 
it is considered that the source of sand drifted in the central portion should 
be the coast itself. 

The natural topography before the port construction was comparatively 
simple and stable.  At the central portion where Kashima Port is located a 
sand dune of about 8 meters high above L. W. L. ran along the coast and the 
backshore was 50 to 80 meters wide and 3 to 4 meters high.  There were along- 
shore bars at 100 to 300 meters seaward from the shoreline which were of 0.5 
to 2 meters deep at the crest and of 1.5 to 3 meters deep at the trough.  In 
the offshore area of those alongshore bars, the sea bed topography was very 
smooth and depth contour lines ran parallel each other until the water depth 
reaches to 20 meters.  But, the area less than 40 meters beyond 20 meters in 
water depth is very gentle in the bottom slope and reaches to the seaward edge 
of the submerged terrace and depth contour lines make complex curves.  The 
sea bed slope was about 1/10 to 1/30 in the forshore, about 1/50 to 1/60 in 
the inshore and about 1/100 to 1/120 in the area shallower than 20 meters 
depth in the offshore. 

Waves approach almost perpendicularly to the coast from the direction of 
northeast to east-southeast, though the southerly waves exceed the northerly 
ones a little in summer and the oppsite takes place in winter.  The annual 
predominant direction of waves depends on the frequency of typoons approached 
to this coast; in the year when typoons frequently attack this coast, the 
southerly waves prevail.  The maximum significant wave observed in this coast 
has been about 6.5 meters in height and almost 10 to 13 seconds in period. 

The mean diameter of bottom materials is about 0.15 millimeters in the 
offshore zone and 0.2 to 0.6 millimeters in the inshore zone.  The alongshore 
littoral transport per year has been estimated to be the order of 600,000 
cubic meters both in the southerly and northerly directions, though the 
southerly transport slightly exceeds the northerly one ( S. Sato and N. Tanaka, 
1966 ). 

CONSTRUCTION WORKS OF PORT KASHIMA 

The general plan of Port Kashima was set in 1962, but it was modified in 
1968 according to an increase of ship sizes as shown in Fig. 4. 

The construction works began at April 1963 with dumping of rubble stones 
for the south jetty of the working basin for small crafts.  By April 1975, 
the north breakwater of 1050 meters long, the parallel breakwater of working 
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Fig. 4 The general plan of Kashima Port 
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basin and the south breakwater of 4300 meters long have been completed. 

In April 1965, the dredging works of the inner basin was begun without 
disturbing the shoreline in the outer basin by cutter-suction dredgers which 
entered into the inner basin through the beach of the working basin by cutting 
it.  The shoreline in the outer basin was cut in September 1968 to connect 
the inner basin to the outer basin.  The dredged sand has been dumped on the 
beaches of both sides of the harbour.  In the period from April 1965 to April 
1975, the amount of the sand dumped on the beach has reached to about 50 
millions cubic meters. 

In this period, the bulkheads were constructed for reclaimed land in the 
both side of the harbour and the submerged breakwater was also built in front 
of the south man-made beach. The processes of these works are shown in Fig. 
5 and Fig. 6. 

SHOALING OF THE OUTER BASIN OF HARBOUR FOLLOWING THE PROLONGATION 
OF BREAKWATERS. 

Figure 7 shows sounding maps for each summer in the period from 1963 to 
1968, during which the breakwaters were constructed but no dredging works were 
initiated in the outer basin.  In this figure, solid lines indicate the 
constructed portions of breakwaters and dotted lines denote the portions where 
only the rubble mound base of caisson was constructed. 

The comparison of the sounding maps of 1965 and 1966 indicates that the 
depth contour lines shallower than 5 meters moved landward at the middle of 
coast between the south and north breakwater and affshoreward near 
the both breakwaters, as the rectangular parts of those breakwaters were 
prolonged.  This tendency became much clear with the prolongation of the 
oblique part of the south breakwater and the depth contour lines took more 
convex shape.  Moreover, the mean direction of the beach in the outer basin 
became to take more oblique angle to the shoreline of former days, and the 
most receded point of shoreline was shifting northward with the prolongation 
of the oblique part of the south breakwater; this can be seen from the 
comparison of the sounding maps of 1967 to 1968. 

On the other hand, the central portion of the outer basin was shoaled, 
the depth contour lines deeper than 7 meters becoming concave in shape as shown 
in the maps of 1966 to 1968. 

Severe scouring were seen in the vicinity of the tip of the breakwaters 
when they were in the surf zone, as well as at the inside of the rubble mound. 
These characteristics of the sea bottom topography around breakwaters are 
commonly found in other harbours as reported by Sato and Irie ( S. Sato and 
I. Irie, 1970 ). 

Figure 8 indicates the volume change of sand in the outer basin in the 
same period as that of Fig. 7.  Solid lines indicate the change of sand volume 
in each area shown in the note of this figure as well as that of the total 
area of the outer basin, while the dashed line is the volume change of the sand 
dumped on the south coast.  In this four years, sand of about 2 millions 
cubic meters increased in the outer basin in total and the accretion of sand 
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Fig. 6 The length of constructed structures and 
the amount of dumped sand onto beach. 
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took place in the area B, D and E which are located near the south breakwater. 
On the other hand, the area A and C were scoured gradually.  These pattern 
of the volume change of sand is considered to be closely related to the 
diffraction of waves and formation of the counter-clockwise circulating 
currents in the outer basin as reported by authers ( S. Sato and I. Irie, 1970 
and N. Tanaka, 1974 ). 

In Fig. 8, the change of the total volume of sand of the outer basin seems 
to have close correlation with the amount of sand dumped on the south coast. 
Figure 9 shows the distribution of fluoresent tracers injected in the offshore 
zone of the south coast on 12th of August, 1967.  The result clearly indicates 
the movement of sands which move offshoreward along the south breakwater and 
enter into the outer basin going around the tip of the south breakwater. 

TOPOGRAPHIC CHANGE OF ARTIFICIAL BEACH CONSTRUCTED USING THE DREDGED SAND 

As mentioned above, since April 1965, dredged sands have been discharged 
onto the south coast and the amount of the these sand reached to about 22 
millions cubic meters until March 1971.  The change of the shore line in this 
period is shown in Fig. 10.  In this figure, the x, y and z axes indicate the 
alongshore distance from the south breakwater, the distance between the shore- 
line and the datum line, and the years of survey, respectively.  Therefore, 
the thick solid lines represent the shape of the shoreline at a certain time 
and the thick dashed-dot lines indicate the change of the distance between the 
shoreline and the datum line. 

The shoreline of the south coast began to advance seaward near the south 
breakwater due to the discharge of dredged sand, and the beach continued to 
extend seaward or southward until 1970.  But, after the winter of 1970, 
although discharge of dredged sands was continued, the artificial beach began 
to be eroded from the neighbourhood of the south breakwater and this erosion 
was extended southward. 

In pace with the change of the shoreline, the beach profiles also changes 
as shown in Fig. 11.  The slope of sea bed in the part shallower than 10 
meters deep became steeper gradually with the advancement of the shoreline, 
but after the beginning of the erosion, the slope returned toward the original 
one the reverse process of that mentioned above. 

Figure 12 indicates the relationship between the advancement of the 
shoreline and the slope of the sea bed at each water depth.  The slope of sea 
bed became steeper with the advancement of the shoreline and reached to a 
certain critical slope for the water depth of 10 meters and less.  The average 
values of these critical slopes were as follows: 

range of water depth average value of the critical slope 
0 to 2 meters 1/25 

meters 1/50 
meters 1/60 
meters 1/65 
meters 1/100 

The difference between these critical slope and the natural one before fill is 
the largest in the area of 2 to 4 meters depth, and it becomes small in both 
the shallower or deeper area. 

2 to 4 
4 to 6 
8 to 8 
8 to 10 
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Fig. 13 The change of depth contour lines in the offshore side of 
the south breakwater. 
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Some amount of sand discharged onto the south coast was transported by 
waves and currents to the offshore side of the oblique part of the south 
breakwater forming a submarine bank along the breakwater.  But, after the 
winter of 1970, this submarine bank was also rapidly scoured.  The change of 
depth contour lines of 4, 8, 12, and 20 meters deep is shown in Fig. 13.  In 
this figure, the attention is called for the fact that the contour lines of 
16 and 20 meters deep moved offshoreward even after the beginning of scour of 
the submarine bank. 

Figure 14 is the distribution of the difference of the water depth 
surveyed in the different years; i. e., the upper figure is the difference of 
depth in the period of the growth of the submarine bank from April 1965 to 
August 1970 while the lower one is the difference in the period of scouring 
of bank from August 1970 to March 1973.  In the period of the growth of the 
submarine bank, the decrease of the water depth was the largest near the 
bending point of the south breakwater.  The area of considerable shoaling 
extended from that point toward the tip of the breakwater forming a belt within 
the distance of about 200 meters from the breakwater.  On the other hand, in 
the period of scouring, the scouring was found only around the bending point 
of the south breakwater, and the extent of scouring was the severest along the 
foot of the breakwater.  The offshore area of this zone was continuously 
shoaled even after the beginning of the scouring of south coast. 

Such the examples of the erosion at the updrift side of a long oblique 
breakwater are found in many other ports as in the cases of Sendai Harbour and 
Hachinohe Harbour shown in Fig. 15.  These two harbours are located at the 
end of long sandy beaches facing the Pacific Ocean, where waves from the down 
drift side are sheltered by a headland.  Although updrift side of these 
harbours are shoaled over the wide area, the erosion of the same pattern as 
Kashima Port is found near the breakwater of the updrift side. 

Such erosion at the updrift side of a long oblique breakwater may be 
considered to be caused by the currents formed along the breakwater due to 
waves.  Fig. 16 indicates examples of experimental results on the currents 
due to waves around the breakwater prolonged obliquely.  The experiments were 
conducted using a fixed bed model having the bottom slope of 1/15 in the 
landward of the shoreline and 1/30 in the seaward of it.  Model waves of 4 
centimeters in height and 0.8 seconds in period were acted from the direction 
perpendicular to the shoreline.  In this figure, thick solid lines indicate 
the breakwater, and the origin of the co-ordinate is taken at the point of 
intersection of the shoreline to the breakwater. 

In every case, currents which flow updriftward along the breakwater and 
the shoreline are formed. These currents turn their direction offshoreward 
at a certain point, the position of which goes away from the breakwater with 
the increase of the length and obliquity of the breakwater. The velocities 
of these currents also increase with the length of breakwater, but the 
increase of the length in the offshore area of the surf zone is not so effective. 

EROSION AND ACCRETION OF DOWNDRIFT BEACH BY THE PROLONGATION OF BREAKWATER. 

Figure 17 shows the sounding maps for each winter in the period from 1970 
to 1973 in which the oblique part of the south breakwater was prolonged beyond 
the tip of north breakwater.  The dotted lines in each maps represent the 



1836 COASTAL ENGINEERING-1976 

M 
G 
O 
H 

a) 
CO ,c o 

1H fi 
O •H 

si 
CD o 

-a to 
•H EC 

CO 
•a 

4J s 
4-1 ra 
•H 
M u 

"0 0 & 0 
3 ,£> u 
0) to 

,G IS 
4-> 

•H 
4J to 
CO -0 

(3 fi a) 
0 CO 

•H 
CO —' 
0 
VJ n 
CD o 

4J 
<U M 
4J M 

to 
M-l a) 
O n   . 

J2 ^ 
CO 
0) OJ    14 

r-| 3   3 & O1 O 

I. •rl  ,Q 

M ,o  to 
W o ta 

r.    to     ;£  ff 

O  d^d o   d/o 

P/o o  o ?, o   W T 19  o o   T  f  T 

BS/3 3 o/? 3fTt?«;/ 
4J    ffl    OJ 

IS J3 
M-t 4J 
o <u 
- -°   B 
o 

•H 4-1 T3 H 
O CD tO 

>, 0) 
CO OJ >i 
OJ > 
O    k   -U 

^ CO   o   co   a) 

•o a) j: « 

&0 OJ 4-1 O, M-l 
•HJJ.HO TH 
h  H 13 t) T3 

3 



HARBOR-CAUSED CHANGES 1837 

CM 

— ^ 

1 - 

^, "" 
^\v 

V 

VN\A 

s 
t 

7 

\ 

V 
\4 "• 

i 

- 7V 
\     1 \ 

\=> 

v.* 

/ h 1       II \ 
t 

I 

A.*> 

/ 

 > 
i^r 

i 

lit 

in 

WAVE SET UP   tO [ 

o> O 
> o> 
ID en 
13 

oo 
0 • 
4J o 
01 II 
3 •a 

T> 0 
•rl 

0} U 
4J at 
B p. 
0) 
(J * 
n a 

J3 
PI 00 
0 • •H 

cu 
U ,C a 
4) 01 a > 
•H ot 
H u 
4) 
0.^ 
K 
01 1* 

rH 
iH 3 
01 cr 

T3 •H 
O i-l a & o 
o> 
43 T) 
4J cu 

60 
m C 
o O 

r-l 
m O 
4J IJ 
H p. 
3 
CO to 
01 u 
n 0) 

4-1 
"4-1 « 
0 1 
(0 tfl 
oi 01 

rH n 

a ..O 

01 * .C 
w 4J 



1838 COASTAL ENGINEERING-1976 



HARBOR-CAUSED CHANGES 1839 

depth contour lines of one year before. 

In the area sheltered by the south breakwater at the outside of the north 
breakwater, the depth contour lines shallower than 15 meters moved seaward 
year by year.  At the north side of these shoaled area, the zone shallower 
than 5 meters in depth was eroded.  Moreover, these shoaling and erosion zone 
seem to extend to the north and the deeper area with the prolongation of the 
south breakwater. 

Figure 18 indicates the change of the distance between the shoreline and 
the datum line measured along the fixed surveying lines in the north coast. 
At the line of No.27 to 39 located near the north breakwater, the shoreline 
advanced seaward gradually during the early years and after a certain years 
the advancement of shoreline was accelerated rapidly.  At the lines of No.15 
and 21, the shorelines moved seaward or landward slowly during the early 
years, but after a certain years the shorelines receded suddenly and then 
advanced again few years after.  Furthermore, at the lines of No.3 to 9 
located the most far away from the north breakwater, the shorelines were 
stable or erosive in the early years, but they were eroded rapidly after a 
certain years.  The sudden change of shoreline movement occurred earlier at 
the line near to the north breakwater than the farther one.  This fact means 
that the boundary between the shoaled area near the north breakwater and the 
eroded area of north side of it was shifted northward year by year. 

Figure 19 indicates the relationship between the position of the tip of 
the south breakwater and the most eroded place or the north boundary of the 
accreted area near the north breakwater.  In this Figure, dates written along 
the south breakwater and the shoreline indicate the times when the tip of the 
south breakwater, the most eroded place, and the boundary of the accreted area 
were located at respective positions.  The thin solid lines and dashed-dott 
lines are the lines connecting the tip of the south breakwater to the most 
eroded place and the boundary of the accreted area at the same date, 
respectively. 

In this figure, three solid lines run almost parallel each other, keeping 
the constant angle of 45 degrees with the predominant wave direction. 
Likewise, the three dashed-dot lines run parallel, keeping the angle of 30 
degrees. 

Figure 20 shows the distribution of differences of the water depth between 
the sounding maps of December 1970 and March 1973 as well as two lines which 
make the angle of 45 degrees and 30 degrees with the predominant direction of 
waves at the tip of the south breakwater.  It is known from this figure that 
the area remarkablly shoaled in the offshore area is also in the south side 
of the line of 30 degrees. 

The above mentioned pattern of the change of the sea bed topography can 
be found frequently in other harbours as shown in Fig. 21, which indicates the 
changes of shorelines measured on aerial photographs.  Harbours shown in this 
figure are located on the sandy beach facing the open sea.  In these examples, 
the angles of the line connecting the tip of the main breakwater and the most 
eroded place measured from the wave direction are among 40 to 50 degrees.  On 
the downdrift side boundary of accreted area, this angles are among 20 to 30 
degrees. 
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No.25 No.30 No.35 No.40No.4l 

Fig.  20 
The distribution of 
deffrences of the 
water depth between 
the sounding maps of 
Dec. 1970 and Mar. 
1973. 

Fig. 21 Examples of the topographic change at the downdrift side of 
harbours ( Kashiwa-zaki Harbour, Oharai Harbour, Khochi 
Harbour and Hitachi Harbour ). 
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As demonstrated in the example of a model experiment shown in Fig. 22, 
the cause of this kind of topagraphic change is considered to be the currents 
formed in the downdrift side of this harbour due to waves diffracted at the 
tip of the main breakwater.  The experiment was performed in the same model 
in the former chapter under the same wave condition.  Due to wave diffraction, 
the wave height becomes small behind the breakwater.  As the result of this 
decrease of wave height, the wave set-up also decreases from the open portion 
toward the sheltered area behind the breakwater as shown in the upper graph 
of Fig. 22.  This alongshore gradient of the wave set-up is considered as the 
main cause of the currents which transport bed materials toward the sheltered 
area behind the main breakwater. 

CONCLUSION 

The following points were made clear as the general properties on the 
change of the topography of sea bed caused by construction of new ports, that 
is: 

1 ) When the oblique part of updrift side breakwater did not cover the tip of 
the downdrift side breakwater, the outer basin was shoaled remerkably. 
Almost all the materials entered into the outer basin were carried by the 
circulating currents and were deposited behind the updrift side breakwater 
of at the central portion of the outer basin.  The central part of the 
beach in the outer basin was eroded due to these currents.  As the result 
ot these change, the shoreline in the outer basin took convex shape. 

2 ) When the shoreline advanced due to the discharge of dredged sands, the 
profile became steeper gradually and reached to a critical one.  But, in 
the erosion period, the slope of man made beach returned toward the 
original one taking the reverse process with one in the progressive period. 

3 ) After the length of the oblique part of updrift side breakwater reached to 
about 2,000 meters, the updrift beach of this breakwater was severely eroded 
due to currents formed along the oblique part of updrift side breakwater. 

4 ) Since the time when the oblique part of updrift side breakwater was 
prolonged beyond the tip of downdrift side breakwater, a certain place of 
the downdrift beach began to be eroded, and the harbour side of this 
eroded place was accreted.  The position of this eroded place and the 
boundary of accreted area were shifted with the prolongation of the 
updrift side breakwater. 

5 ) The line connecting the tip of updrift side breakwater with the most eroded 
place or the downdrift side boundary of the accreted area alway kept a 
constant angle with the predominant wave direction.  These angle were 
about 40 to 50 degrees for the most eroded place and 20 to 30 degrees for 
the boundary of the accreted area, respectively. 

6 ) The cause of this change of sea bed topography is considered to be the 
currents formed in the downdrift side of the hatbour due to waves 
diffracted at the tip of updrift side breakwater. 
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Fig. 22 An example of a model experiment on the 
currents formed in the downdrift side 
of the harbour due to waves. 



CHAPTER 107 

IMPACT OF YACHTING MARINAS ON BEACHES 

by 

J.P. LEPETIT^ 

The development of tourism resulted in the construction of 
very many small yachting harbours along the French mediterranean 
shore during recent years. Some of them were constructed on the rocky 
foreland located at the end of sandy beaches. Such beaches being a 
priori stable, no particular sedimentation investigation was carried 
out. In several cases, the construction of a port led to rapid evolu- 
tion of the beach, accretion occuring in the vicinity of the port and 
erosion elsewhere. 

1 - NATURE OF THE PROBLEM 

When a port is situated on a sandy shore experiencing si- 
gnificant littoral drift, many precautions are taken to ensure the 
continuity of sediment transit (by passing) or to remedy the conse- 
quences of its interruption. 

It is not the same in  the case of a sandy beach enclosed 
between two rocky forelands and appearently stable. Generally there 
is very little net sand movement from one beach to another past the 
headlands and the coastal line does not change significantly with ti- 
me. This can be misleading giving the impression that there is little 
or no longshore transport of sediment : this however is not the case 

*  Chef de la Division Hydraulique Maritime - Laboratoire National 
d'Hydraulique de Chatou - Electricite dc France - Chatou - France. 

1844 
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as the resultant littoral drift along a shore is usually a balance 
between sand movement due to swells from opposing directions which 
may individually transport very significant quantities of material. 
Even though the resultant sediment movement due to the two opposing 
swells produces zero drift on a stable beach between two rocky head- 
lands, a change in only one of the terms can induce spectacular evo- 
lution. 

To illustrate such a mechanism, let us consider the schema- 
tical case of a west-east oriented beach submitted to two swells, ha- 
ving different origins (north-west and north-east, as in fig. 1), but 
the same frequency. In the natural state, the north-west swell indu- 
ces a littoral drift eastwards when the north-east swell does the sa- 
me westwards. On average, they cancel each other out and the shore is 
stable during a long period of time ; it comes under the influence 
only o  alternated evolutions, generally small, as the continuance of 
each swell is limited. 

Now, let us build a port with an enveloping breakwater at 
the west end of the considered beach (fig. 2) ; this port will achie- 
ve a sheltered zone from the north-west swell, where the transit 
eastwards becomes zero and where the only transit westwards, due to 
the north-east swell subsists. The equilibrium is broken and a net 
littoral drift appears in the sheltered zone ; the sand accumulates 
at the port entrance and, to satisfy continuity, the rest of the 
beach erodes. The evolution so induced is therefore doubly harmful : 
the port access is endangered and the beach disappears. 

This mechanism and the consequent beach evolution are very 
obvious and the explanation of the damage suffered is easy for the 
specialists in the subject. Unfortunately, the mechanism is less evi- 
dent a priori and the engineers, having overcome their apprehension 
about the stability of the shore in its natural state, do not feel 
the need to get advice from these specialists before designing a 
project. 

2 - AN EXAMPLE OF EVOLUTION VERIFIED IN SITU 

A spectacular example is provided by Bormes-les-Mimosas 
port (fig. 3), which was constructed on a rocky foreland separating 
two beaches of very fine sand, the first at the north and the second 
at the south. This port includes a jetty constructed on the rocky fo- 
reland oblique to the shore and a breakwater parallel to the shore. 
The entrance to the port is open to the north beach. The beach expe- 
riences swells from the east which ara almost parallel to the shore, 
and produce very little drift, swells from the south-east creating a 
south-north transport of sediment and north-east swells producing a 
contrary north-south movement. The port works considerably after the 
effect of the swells and result in a large zone on the south beach 
sheltered from the north-east swells and, on the north beach, a zone, 
as important as the first, sheltered from south-east swells. As a 



1846 COASTAL ENGINEERING-1976 

consequence of the imbalance, more sand is transported along the north 
beach from north to south than formerly and similarly more sand is 
transported along the south beach from south to north, procuding si- 
gnificant accretion in the vicinity of the port during the course of 
two or three years. 

Figure 4 shows the evolution of the shoreline on each side 
of the marina during its construction. 

On the upper part of the figure, only the south part of the 
breakwater is built, but it already creates a sheltered zone on the 
south beach where a beginning of accretion is clearly visible. 

In the middle part, the accretion is increasing fastly and 
propagating to the north like a sand wave. The advencing of the break- 
water to the north also induces an accretion on the north beach. 

The last picture of figure 4 is a copy of a postcard showing 
the marina after completion. The accreation on both sides of marina 
is clearly visible. 

Plan views of figure. 5 show the initial configuration of the 
shoreline in 1968 and in 1973 after completion of the marina. There is 
a uniform recession of the north beach shoreline and it is quite evident 
that the sand trapped near the marina comes from this beach. But as 
the volume of sand trapped is greater than the volume lost by the 
beach, a part of it comes probably from offshore erosion which occu- 
red in front of the breakwater. 

Another erosion occured on the south beach and a groyne was 
constructed to stop this erosion and its extension to the whole beach. 

The advance of the shoreline at the south is more than 100 m, 
and on the side of the entry channel the accretion necessitates main- 
tenance dredging. 

3 - MEANS OF STUDY 

For reasons of cost and time allowed, it is not possible to 
carry out a study on a movable bed model for each yacht-port to be 
built, but the noted evolutions may be anticipated thanks to simple 
studies on drawings. Such studies consist of the determination of the 
direction where the existing in situ swells come from, the establish- 
ment for these swells of wave refraction diagrams giving the propaga- 
tion of swells as well as their angle of incidence with the shore and 
diffraction diagrams giving the effect of the port on the swells 
spreading. By reasoning from the results of these calculation or from 
the operation of a littoral drift mathematical model, it is possible 
to estimate both the effect on sand transport and the resulting evo- 
lution of the shoreline. 
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4 - POSSIBLE REMEDIAL MEASURES (fig. 6) 

In order to avoid such a type of evolution, it is necessary 
to desing ports that don't create sheltered zones from certain swells 
outside the structures. For that, the pegging out of the port along 
the shore shall correspond with a maximum possible accuracy to the 
extent of the zone where the spreading of various swells is disturbed 
by the presence of the port structures. The best way seems to desing 
a port including two convergent breakwaters, the direction of each of 
them corresponding to the swells extreme origine. In the case of an 
asymmetrical port that includes only one breakwater starting from the 
shore, it seems necessary to build on the other side a groin long 
enough to allow the sands transit to stop just at the limit of the 
sheltered zone created by the port. 

CONCLUSION 

It should not be forgotten that a beach seeming stable is in 
fact in dynamic equilibrium under the action of various movements of 
sand that cancel each other out. Therefore, it is enough to change one 
of these to disturb the general equilibrium and provoke rapid evolu- 
tion. The construction of a port, even of small importance, in the 
vicinity of sandy beaches must consequently be preceded by a minimum 
study by drawings, that will allow an assessment to be made of the 
future evolution resulting from port construction and the definition 
of a certain number of safeguards that will be used if the noted evo- 
lution is effectively as dangerous as the predicted one. 
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FIGURES SE RAPPORTANT A L 'ETUDE INTITULEE: 
THE IMPACT OF YACHTING MARINAS ON BEACHES 

by 
J. P. Lepitit 

Fig.A- EVOLUTION  OF  SHORELINE DURING 
MARINA  CONSTRUCTION 
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CHAPTER 108 

HARBOUR INLETS ON TIDAL ESTUARIES 

Hans Vollmers 

Two important points should be considered, if a harbour 
mouth is planned, on a river: 

1. The traffic conditions especially the navigation must 
be considered (i.e. large width of the mouth) 

2. The sedimentation should, be small (i.e. small width of 
the mouth) 

These conditions are contradictory. Harbour mouthes are 
lateral enlargements. The current doesn't follow these 
enlargements, a separation sheet forms which is charac- 
terized by eddies. A more or less great mass of water is 
in movement in the enlargement. These rotating movements 
are called "vortices". One distinguishes "primary vortices", 
"secondary vortices" etc. depending on the initiating 
current (Fig. 1). 

The deposition of sediment 
in lateral enlargements de- 
pends on the characteristics 
of the vortices, because the 
exchange of liquid, material 
has interacted, with the ex- 
change of transported, ma- 
terial. Normally the coarse 
material deposits in area a 
and. the fine material in 
area b (Fig. 1 ) , c 

Primary 
vortex 

Secondary 
vortex 

Fig. 1 

Generally one   can define the 
reasons for sedimentation 
as follows (Fig. 2). 

1. Current effect (vortex in the harbour mouth caused, by 
energy exchange) 

2. Tide effect (fill up of the harbour basin during the 
flood tide) 

3. Density effect (density current caused by different 
salinity in the estuary and. the har- 
bour entrance) 

* 
Dr.-Ing. Baud.irektor, Bund.esanstalt fur Wasserbau 

Hamburg, Germany 

1854 
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a. Current effect b. Tide effect c. Density effect 

The current effect is dominant for the sedimentation in 
harbour mouthes situated, on rivers with one-directional 
flow. If it is possible to influence the primary vortex 
the sedimentation will be smaller. Fig. 3 shows possible 
ways to displace or to diminish the primary vortex. 

SEPARATION   POINT 
CROSS-SECTION 

DISTURBANCE STREAM 

DISTURBANCE  OPENING 

DISTURBANCE STEP 

CORE VORTEX ZONE 

PARTITION   FLUME 

Fig. 3 

There is the "vortex zone", the "vortex zone" restricted, 
on the border current (core vortex zone), a so-called, 
"disturbance opening" and. a "disturbance step". These 
method.es are based, on an alteration of the downstream 
geometry of the harbour mouth. 
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Fig. 5 

It is possible to influence 
the separation zone i.e. 
the velocity gradient be- 
tween the river flow and 
the vortex area with a so- 
called "partition flow". 
The "partition flow" is 
directly taken from the 
river flow, but only the 
upper layer with smaller 
sediment load. 

The influence of the prim- 
ary vortex with the "di- 
sturbance step" may be 
seen on Fig. k.   The practi- 
cal use of a "vortex zone" 
is demonstrated on a har- 
bour at the Rhine River. 
Above one can see the situ- 
ation before the alter- 
ation of the mouth and be- 
low there is the new en- 
trance. Now the deposition 
zone has been located down- 
stream (Fig. 5). 

In estuaries it is very 
difficult to find a satis- 
fying solution because the 
current direction changes 
rhythmically. Neglecting 
the density effect, the 
following happens (Fig.6): 
During the flood tide, 
the current effect and 
tide effect superpose mu- 
tually, i.e. the current 
intensity is very great 
starting on the stagnation 
point. During the ebb tide 
the two effects work 
against one another. Be- 
cause vortices are move- 
ments with no much energy 
small currents can de- 
stroy the development of 
a vortex. 

These general considera- 
tions were used for a case 
study in the Ems-Estuary- 
Model at the Bundesanstalt 
fur Wasserbau in Hamburg. 
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Flood, Ebb 

To  Fill 

Stagnation 
Point 

To  Empty- 
Fig.   6 

The model includes the River Ems and. has been built as 
a fixed bed. model, with the possibility to also investi- 
gate sections with movable bed. The horizontal scale 
is 1:500, the vertical is 1:100. Since the Ems is a 
boundary river between the Netherlands and. the Federal 
Republic of Germany a number of problems also arose for 
the Dutch authorities. The new entrance of the Delfzijl 
harbour was one of these problems (Fig. 7). 

Fig. 7 

The general situation of the Delfzijl harbour is shown 
in Fig. 8. 20 years ago the harbour was only the basin 
on the left, the bight of Watum was the acces channel. 
Because the sedimentation in the bight of Watum increas- 
ed., it was necessary to dredge a new acces from the main 
channel Borkum - Emden. The industrial development and. 
the sedimentation in the near field, zone of the old. en- 
trance led. to the enlargement of the basin and. the con- 
struction of the new entrance. The old. entrance will be 
closed, later on. Contrary to usual harbours with vertical 
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development to the river the Delfzijl harbour is practi- 
cally only a parallel channel under tidal influence. It 
could be expected that very bad current conditions would 
appear if the old entrance was closed. Therefore the model 
investigations were concentrated to improving the current 
situation in the new entrance. 

I 
VARIANT OF ENTRANCE 2 

CO cu 
FMS-ESTUARY 

LOCATION MAP OF THE DELFZIJL HARBOR 

Fig.     8 

The estimation of the different investigated variations 
has been carried out with the aid of the surface current 
visualised with photographed scraps of paper and with the 
aid of velocity measurements in a medium water depth at 
certain points. 

FLOOD 

Fig. 9 
EBB 
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The current situation for V2 (new entrance open, old en- 
trance closed) can be gathered from Fig. 9. During the 
flood tide there is a velocity concentration on the right 
jetty which produces a large vortex in the main basin. 
The current effect and tide effect are superposed upon 
one another. During the ebb tide the tide effect i.e. 
the outflow from the basin dominants the current effect. 
There is no rotating flow in the entrance zone. In this 
case the current effect is especially small caused by the 
diversion of the upstream jetty. 

Fig. 10 shows clearly that using a "vortex zone" there 
is no possibility to avoid the primary vortex in the har- 
bour mouth. Only in the first flood phase one can see a 
relativly good, velocity distribution in the entrance cross 
section. Subsequently, large vortices appear. 

Fig. 10 EB B 

Geometrical alterations were not sufficient to suppress 
the overlapping of current and tide effect. Finally the 
only possibility was to renounce the closure of the sea- 
side entrance and to produce a stream against the tide 
and current effect in the new entrance. For this reason 
a systematic investigation has been started with diffe- 
rent widths (100, 65, 50, h0  m) of the old entrance. The 
development of the surface current for an inlet width of 
100, 65 and kO  m is demonstrated by the following photos. 
The results of the investigation with three various inlet 
width are 

a) 100 m(Fig. 11): The energy slope is sufficient to 
prevent the inflow on the upstream jetty. In the first 
flood phase there is practically no movement. Later, 
a uniform outflow appears in the harbour mouth. During 
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the ebb tide the current enters the harbours on the 
downstream jetty, a small vortex now turns in the 
large basin. 

FLOOD V10    100 m 

V?   .   . 

;•••.:>•• .•:•.-•.;-: 

EB B 
Fig.    11 

b) 65 m (Fig. 12): For an opening width of 65 m one can 
see nearly the same surface current distribution. 

EB B 
Fig. 12 
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kO (Fig. 13): This width is not sufficient to avoid 
the inflow on the upstream jetty in the first flood 
phases. Only in phase k   an outflow occurs. 

FLOOD V10   40m 

EBB 

Fig.     13 

During the ebb tide the current distribution is nearly 
the same for all opening widths. 

To help confirm the observations of the surface currents, 
velocity measurements were carried out in medium water 
depth in certain points. Fig. 8 shows these measuring 
points. The velocity has been measured either in flood/ 
ebb direction or vertically to it. Fig. 14 may help ex- 
plain. 

— B 

• 
I 
I 

 -A - + 
A   Ebb    Flood   A 

A: 3, 4, 11, 12 

B: 1, 2, 9, 10 (13-17) 

t 
Fig. 14 
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At the velocities for V 7a und V 8, there are high inflow 
rates in C 14 and also in C 16. The oscillations in C 15 
depend on the position of the current meter. The outflow 
distribution in C 13 has the same characteristic for V 7a 
and. V 8 (Fig. 15) . 
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Fig. 16 to Fig.19 demonstrate the results of the test 
series V 1O in comparison with V 1 (old. harbour without 
the new entrance) and. V 2 (new harbour, old. entrance 
closed). In C 1 one can see clearly the increase of velo- 
city depending on the width of the old. entrance. The de- 
crease of velocity in C 2 in relation to the increased 
width depends on the situation of C 2 because this point 
is influenced, by the jet-stream (Fig. 16 and. Fig. 8). 

In the harbour channel the velocity relationship is clear. 
With decreasing width the velocity also decreases. This 
clearly appears during the ebb tide in C k   (Fig. 17). 
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The points C 11 and C 12 are situated in the main current 
in front of the new entrance. The distribution is typical 
for a tide flow. The smaller and oscillating ebb veloci- 
ties in C 11 are influenced by the upstream jetty and. the 
outflow from the harbour basin (Fig. 18). 

In C 10 the difference of the current situation between 
closed, and. opened, old entrance is clearly recognizible. 
There is a very high inflow during the flood, tide and. a 
small outflow in the ebb tide. In C 9, one can notice a 
permanent outflow during the whole tide, (flood.: vortex 
in the harbour mouth; ebb: emptying of the harbour) 
(Fig. 19). 

In the test series V 10 the graduation between as well 
flood, and. ebb as the width of the old. entrance is very 
good. For V 10fan ebb inflow is not possible because 
for this test the old. entrance has been closed, during the 
ebb. 

Following the model tests it was proposed, not to close the 
old entrance and. to observe the situation. After finishing 
the construction in nature a number of velocity measure- 
ments were made in the two entrances and in the harbour 
channel. Up to now the results are not completely analysed.. 
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In general one can say the following: 

The model results are in a fair agreement with the nature. 
But concerning the vertical distribution of velocity there 
are phenomenon which need special investigations to ex- 
plain it. 

In contrariety to a vortex which is produced, by an one- 
directional flow and. which shows a good, agreement between 
surface and bottom current, one observes different rotat- 
ing systems in lateral enlargements under tidal influence. 

Measurements in the entrance to the Kiel-Kanal may ex- 
plain this phenomenon (Fig. 20). Certainly in this case 
the density effect is of great importance. In Fig. 21 
and 22 the normal velocity distribution during the tide 
has been measured in the Elbe River in front of the en- 
trance. One can recognize also the displacement of the 
slack-water. Fig. 21 shows the first flood, phase. In the 
surface area there is a fillstream in the entrance and. 
near the bottom the water flows out. During the ebb tide 
the distribution of surface and. bottom current is also 
quite different, which is demonstrated by Fig. 22. 
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ABSTRACT 

A sand circulation pattern has been determined for Price Inlet, South 
Carolina, using wave refraction diagrams, littoral process measurements, bed- 
form orientations and inlet hydraulic data.    The dominant process acting on 
the ebb-tidal  delta is wave swash which impedes the ebb-tidal  currents and 
augments the flood-tidal currents.    This produces a net landward transport of 
sand on the ebb-tidal delta as evidenced by the landward migrating swash bars. 
Bedform orientations and velocity measurements taken on the swash bars also 
support this conclusion. 

Countering the general  landward transport direction is the ebb dominance 
of the main channel.    This dominance can be explained by higher inlet efficiency 
at low water than at high water.    Consequently, bay tide phase lag is larger at 
high than at low water resulting in a longer flood duration.    This causes higher 
mean ebb-tidal currents and a consequent larger potential net ebb transport of 
sand.    This inlet characteristic explains why little sand is transported inside 
the inlet, why the throat remains scoured and why sand entering the main channel 
is carried seaward. 

INTRODUCTION 

Wave refraction diagrams, littoral process measurement, bedform orienta- 
tions and inlet hydraulic data were used to determine the pattern of sand move- 
ment at Price Inlet, South Carolina.    A knowledge of sand transport in the vi- 
cinity of inlets is important in understanding ebb-tidal delta morphology and 
how sand naturally bypasses tidal  inlets.    This study verified certain conclu- 
sions of previous investigations and generated a sand circulation model which is 
a further development of one proposed by Hine (1975). 

Physical Setting 

Price Inlet is located 15 km north of Charleston Harbor between two 
beach-ridge barrier islands of Holocene Age (Fig.  1).    The inlet is backed by 
an extensive system of salt marsh and meandering tidal creeks and is connected 
to the Intracoastal Waterway.    The inlet has no fresh water influx other than 
local precipitation.    The mean tidal  range is 1.5 m, and the mean tidal prism 
is 14 million cubic meters.    During spring tides, these parameters may increase 
to 2.1 m and 20 million m3, respectively.    The dominant annual onshore wave energy 
comes from a northeasterly direction,  (FitzGerald, 1976). 

1868 
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• 

J    CAKIS INlll 

OIWHS Ml 

CWAHEStON '   RBtACH INlll 

Figure 1. Aerial view and location map of Price Inlet, 
the well-developed ebb-tidal delta. 

South Carolina.  Note 

Review of Previous Work 

Detailed field investigations of sediment transport patterns in the 
vicinity of tidal  inlets were initiated by Bruun and Gerritsen (1959).    Based 
on studies at Eyerlandse Gat Inlet on the Dutch coast, they recognized the se- 
gregation of flood and ebb channels and the resultant sand transport.    Oertel 
(1972; 1975), working on the Georgia coast, observed the importance of breaking 
waves on swash bars and the interaction between the wave bore and the ebb-tidal 
currents.    He also recognized that ebb-deltas have separate regions of flood and 
ebb dominance.    Dean and Walton (1975) traced the flow pattern during maximum 
current velocity through Redfish Pass, Florida, and concluded that the lateral 
transfer of the expanding ebb jet momentum caused entrainment of adjacent waters. 
Entrainment,  in turn, would explain flood dominance of the marginal flood channels. 
They also stated that the seaward transport of sand was due to tidal  currents; 
whereas, the landward movement of sand was probably due to wave forces.    At the 
Chatham Harbor estuary, Massachusetts, Hine (1975) demonstrated the seaward trans- 
port of sand in the main ebb channel and recognized wave-induced landward migrat- 
ing swash bars. 

Ebb-Delta Morphology 

The large intertidal  and shallow subtidal  accumulation of sand that fronts 
Price Inlet conforms well to the ebb-tidal  delta model developed by Hayes  (1975), 
(Fig.  2).    The major components of this model are the following:  a main ebb channel 
that ends at the terminal  lobe, the seaward dipping lobe of sand; channel margin 
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linear bars which flank the main ebb channel; swash platforms, shallow sub- 
tidal sheets of sand located on either side of the main ebb channel; swash 
bars, intertidal sand bodies occurring on the swash platforms; and marginal 
flood channels, located between the swash platforms and the adjacent beaches. 
At Price Inlet, the northern channel margin linear bar is connected to a num- 
ber of large coalescing swash bars. On the southern part of the ebb delta, 
the channel margin linear bar is attached to a series of elongate landward- 
migrating swash bars that parallel the shoreline of Capers Island for almost 
a kilometer. The main ebb channel and marginal flood channels are well de- 
veloped at the inlet (Fig. 1). 

mi 
^2 

A 
B 

Ebb   dominated 
Flood dominated 
Wave dominated 
Swash  bars 
Channel margin 

linear bars 

Figure  2.     Typical ebb-tidal delta morphology   (After Hayes,   1975).     The 
ebb jet maintains  a deep  central  trough,   the main ebb  channel, 
flanked by  channel margin linear bars  and wide arcuate swash 
platforms.     Wave action on the swash platforms  generate land- 
ward migrating swash bars.     Marginal  flood  channels  separate 
the channel margin linear bars  from the adjacent beaches. 

Different patterns  indicate which areas  are  dominated 
by ebb  currents,   flood  currents  or waves. 
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SAND TRANSPORT PATTERNS 

Transport to the Inlet 

On the central South Carolina coast, there is dominant southward trans- 
port of coarse-grained littoral sediment although short term reversals in trans- 
port direction do occur.    This is determined from wave observations, geomorphic 
evidence and trends of accretion and erosion (Finley,  1975; Stephens, ejt a]_.,  1975). 
Sand enters the ebb-tidal delta complex by longshore transport from the north. 
Flood-tidal currents and wave bores carry the sand to the marginal flood channels 
and to the channel margin linear bars.    The marginal flood channels constitute 
pathways for sand transport into the main ebb channel as demonstrated by the flood 
oriented sandwaves and megaripples which floor these channels.    Current measure- 
ments in the marginal flood channels also reveal a dominant landward flow (Fig. 3). 
Wave bores and flood-tidal currents across the swash bar-channel margin linear bar 
complex probably deliver the bulk of sediment to the main ebb channel.    At low 
tide, wave action transports a portion of the incoming sand in a southerly direc- 
tion along the periphery of the swash platform. 
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Figure 3. Current velocity curves at Price Inlet, August 15, 1975.  Note the 
dominance of landward currents in the marginal flood channels.  Wave 
bores traveling across the swash bars cause a super-elevation of 
the water surface in the marginal flood channels, thus augmenting 
inlet-directed currents. 
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Transport in the Main Ebb Channel 

From high resolution seismic studies of the channel bottom and monitor- 
ing of bedform migrations over many tidal cycles, it is evident that no signifi- 
cant amount of sand moves landward through the throat.    Therefore, the main 
channel must be ebb dominated.    Seismic profiles made with a 3000 hz EG&G uni- 
boom system, reveal  a gently (3 deg.) seaward dipping surface of probably 
Pleistocene age (Colquhoun,  1976; pers.  comm.) underlying the inlet.    At the 
throat, the channel is scoured to this surface; further seaward, the Holocene 
ebb-tidal delta wedge gradually thickens to reach a maximum of 6 meters (Fig.4). 
SCUBA-diving has identified a 10-20 cm thick layer of coarse sand and shell  frag- 
ments at the throat bed.    Bottom traces of the main ebb channel made over a com- 
plete tidal  cycle indicate that no bedforms migrate across the inlet throat.    Al- 
so, sandwaves and megaripples which floor portions of the channel bottom remain 
ebb oriented. 

^S^^^S^C 
^ jJtAWi^vjvtf'rt, 

TERTIARY SURFACE 

Figure 4.  Seismic trace and interpretation through the main ebb channel.  The 
trace runs seaward from the inlet throat (left) where the channel 
is scoured down to the Pleistocene surface.  The Holocene ebb-tidal 
delta, a wedge of coarse grained clastic sediments, overlies the 
Pleistocene horizon and reaches a maximum thickness of 6 meters. 

It is here proposed that the ebb dominance of the. inlet is a function of 
the hydraulic characteristic of the inlet-marsh system.    Keulegan (1967) has de- 
fined a repletion coefficient as a measure of the impedance to flow through an in- 
let.    The coefficient is proportional to the quantity Ac/A[, where Ac is cross- 
sectional area of the inlet throat and A5 is the surface area of the water in 
the bay.    During flooding, Ab increases rapidly as the lower marsh and tidal 
flats are covered with water.    On the other hand, steep banks of the inlet 
throat cause only minor changes in Ac during the tidal cycle.    Consequently, 
flow through the inlet is much more efficient at low water than at high water, 
(Table 1). 
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Table 1 

Mean Tidal Range (1.52 m) 

Average low water 
Average high water 

Ac 

1002 
1093 

Ab Ac/Ab 

.00040 

.00017 
2,541,000 
6,543,000 

Spring Tidal Range (2.1 m) 

Average low water 
Average high water 

994 
1110 

2,347,000 
7,563,000 

.00042 

.00015 

Note: Areas in square meters 
Ac - inlet cross-sectional 
At, - bay area 

area 

At ocean high tide, there is a substantial landward surface slope 
through the inlet as a result of the high impedance. Thus, the inlet will 
flood during early ocean ebb. Inlet impedance is greatly reduced at low tide, 
and the lag between ocean and bay lows is insignificant (Fig. 5). This inlet 
characteristic results in a longer flood duration, an average of 44 minutes at 
Price Inlet. Boon (1975) and Byrne (1976), working at Wachapreague Inlet, Va., 
have also documented the same trend, and ascribe the cause to distortions of 
the tidal curve. Due to the diurnal inequality, successive ebb and flood tidal 
prisms are not necessarily equal, but the mean ebb prism equals the mean flood 
prism. Because the ebbing period is shorter than the flooding period, the mean 
ebb currents are stronger than the mean flood currents. 

Figure 5.  Hypothetical relationship between ocean and bay tides at Price Inlet. 
As the ocean reaches high water, inlet efficiency, Ac/Ab, the ratio 
of throat cross-sectional area to the surface area of the bay, is low 
and the water level inside the inlet lags that of the ocean.  There- 
fore, the inlet floods even after the ocean has begun to ebb.  At low 
tide, inlet efficiency is high, and the bay water level closely fol- 
lows that of the ocean.  This results in a longer flood duration than 
ebb duration.  At Price Inlet, the average difference is 44 minutes. 
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Maddock (1969), using sedimentation flume data, established that total 
sediment transport rate is proportional to the cube of the current velocity. 
His transport equation for a velocity range of .1 to 2 m/sec and a mean grain 
size range of .3 to .7 mm is: 

V = 4.03 (L/p) 

where V is velocity,  (m/sec), p is mass density of the fluid,  (kg/m3), and L 
is the total sediment load, kg/m/sec.    Assuming the validity of the relationship 
for tidal inlets, Maddock's formula has been used to determine sand transport 
rates at Price Inlet.    Using hydraulic data measured at the inlet,  the weight 
of sand passing through the inlet throat has been calculated for ebb and flood 
tidal  cycles of varying tidal ranges.    It is seen in Figure 6 that a fairly 
close relationship exists between potential  load and tidal range, and that ebb 
currents will transport far more sand than flood currents. 

U9CI 100 110 120   130 140 150 160 170 180 190 200 210 220 230 
xjidal Range (CM) 

Figure 6.  Potential load (tons/tidal cycle) has been determined at the throat 
section of the main ebb channel using Maddock's (1969) relationship 
where bedload transport is proportional to the cube of velocity. 
The individual values were computed from current velocity data 
measured at Price Inlet for varying tidal phases (neap to spring 
tides).  Except for very low tidal ranges, potential ebb transport 
predominates. 

Sediment transport calculations show a potential net ebb transport rate 
of 364,000 tons/year through the inlet throat at Price Inlet.    A net longshore 
sand transport rate of 128,000 tons/year toward the inlet was estimated from 
wave parameters measured on Bull  Island just north of the inlet (Kana,  1976). 
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Consequently, the potential net ebb discharge of sand through the inlet is more 
than capable of removing sand entering the inlet and keeping the channel scoured. 

Effects of Wave Refraction 

Sand in the main ebb channel is ultimately carried to the seaward por- 
tion of the ebb delta where the mean depth is typically 2 m. The dominant north- 
east waves breaking in this area at low tide generate a net southward sand trans- 
port. Due to wave refraction on the swash platform, a sediment transport rever- 
sal occurs just south of the delta. Figure 7 demonstrates a net transport of 
sediment toward the inlet north of point A regardless of deep water wave approach 
direction. Inside the swash bars, the transport of sand toward the inlet is aug- 
mented by flood-tidal currents. The transport reversal is partly responsible for 
reintroducing sand into the inlet and in building the beach directly south of the 
inlet. This mechanism is thought to cause downdrift offsets (Hayes, 1970). 

Swash Bar Processes 

Swash bar development and migration is a continuous process on the swash 
platform. Over the past four years, many swash bars have formed in these areas 
and migrated toward the inlet to form swash bar-channel margin linear bar com- 
plexes. Both of these bar complexes have recently increased in volume; the 
southern one has migrated landward; whereas, the one to the north has remained 
essentially stable with the bulk of its accretion on the seaward side. During 
an 8 month period from August 1975 to April 1976, the 1 to 2 m slipface which 
fronts the entire southern bar complex migrated approximately 100 m. Process 
measurements on the southern bar complex indicate that its landward migration 
is related to wave swash (Fig. 8). The bore created by waves breaking on the 
swash bars impedes the ebb tidal currents but augments the flood tidal currents, 
resulting in a net landward transport of sand. Bedform orientations, shell 
alignment and current lineations reflect this landward sand .transport (Fig. 9). 
The most common large scale bedform on the bar complexes are linear and cuspate 
megaripples. The migration of the bar complex will continue until it welds to 
the beach, causing an increased downdrift offset at the inlet. Aerial photo- 
graphs document at least five episodes of bar welding at Price Inlet since 1941. 
A more complete description of ebb tidal delta morphology at Price Inlet and as- 
sociated shoreline changes is discussed by FitzGerald (1976). 

The momentum of the wave bore across the swash bars causes a water level 
set-up behind the southern bar system. This causes the water to exit through 
the southern flood channel even during a portion of the ebbing cycle (Fig. 3). 
This flood dominance was explained as jet entrainment by Dean and Walton (1975), 
a process which is believed to be minimal at Price Inlet. There is a smaller 
water level set-up in the northern flood channel due to the attitude of the 
bar with respect to the updrift beach and the incoming waves (Fig. 1). 
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Figure 7.  Wave refraction diagrams for 10 sec waves indicate that regardless 
of wave approach direction, wave refraction around the ebb-delta 
causes a sediment transport reversal just south of the delta at 
location A.  This mechanism is partly responsible for reintroducing 
sand into the main channel and for accretion of the downdrift beach. 
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Figure 8.  Velocity measurements on the southern swash bar-channel margin linear 
bar complex on August 20, 1975, show that landward currents predominate. 
The velocity asymmetry is a result of wave swash retarding the ebb cur- 
rents and increasing the flood currents. 

V Current lineation 
V Ripples 
V Cgspate megaripp 
v*.  Linear megaripple 

- Sandwaves 
UU  Bar slipface 

Figure 9.  Bedform orientation map of the intertidal portion of the ebb-tidal 
delta at Price Inlet.  Note from rose diagrams that the dominant 
bedform orientation on either side of the main ebb channel is toward 
the inlet, indicating landward sand transport. 
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CONCLUSIONS 

The sand circulation pattern (Fig.  10) on the ebb-tidal delta of 
Price Inlet illustrates dominant landward transport except along 
the periphery of the swash platform where southward transport oc- 
curs.    Countering this general  landward transport pattern is the 
seaward transport of sand in the main ebb channel. 

The ebb dominance of the main channel is explained as a result of 
greater inlet efficiency at low water than at high water.    Landward 
currents generated by wave bores dominate the swash platform and the 
swash bar-channel margin linear bar complex.    Wave set-up behind the 
southern bar system augments the inlet-directed currents in the 
southern marginal flood channel.    This process occurs to a lesser ex- 
tent in the northern flood channel. 

Assuming that velocity cubed is proportional to total sediment trans- 
port, a potential net ebb transport of 364,000 tons per year was de- 
termined for the inlet throat.    This value, compared with a net long- 
shore transport rate toward the inlet of 128,000 tons per year, in- 
dicates that all sand entering the main channel will be carried sea- 
ward and the throat will remain scoured. 

/ 

TRANSPORTING 
AGENTS 

'--TTJ / f Wave action or 
'   ; wave swash at MLW 

/!   \ Wave action or 
//        wave swash atMHW 

I Flood tidal 
currents 

! Ebb tidal currents 

Figure 10.  Sand circulation pattern for Price Inlet determined from wave re- 
fraction diagrams, littoral process measurements, bedform orienta- 
tion and inlet hydraulic data* Note the different wave effect at 
low and high tide, the seaward transport in the main channel due to 
the dominant ebb-tidal currents, and the landward transport on the 
ebb delta due to wave swash. 
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CHAPTER 110 

BEACH HAVEN AND LITTLE EGG  INLETS,   A CASE  STUDY 

12 3 Joseph DeAlteris   ,  Thomas McKinney   ,  and James  Roney 

ABSTRACT 

A comprehensive investigation of coastal processes 
active within and in the vicinity of Beach Haven and 
Little Egg Inlets was completed as part of the Coastal 
Processes Investigation for the proposed Atlantic Genera- 
ting Station.  The suspected complex nature of this dual 
natural inlet system was documented and a process-response 
model is presented to relate the more significant physical 
forcing functions to observed morphologic and hydraulic 
changes.  A rising sea level, a net littoral drift from the 
north and the sediment scouring power of the flow in the 
two main channels serving the tidal basins are the princi- 
pal factors related to the geographic and hydraulic stabi- 
lity of the system.  The results of the study can be used 
to evaluate the potential impact, if any, of the proposed 
Atlantic Generating Station on the adjacent coastal environ- 
ment. 

INTRODUCTION 

Beach Haven and Little Egg Inlets are juxtaposed 
natural tidal inlets located midway along the New Jersey 
Coast, U.S.A. (Figure 1).  As part of the Coastal Proces- 
ses Investigation, for the proposed Atlantic Generating 
Station, a study was made of these inlets and their adja- 
cent beaches to obtain baseline data on the dynamic nature 
of this complex natural system.  The necessity for a study 
of this type was noted by the Atomic Energy Commission 
(1973) in their report on the Workshop for Offshore Nuclear 
Power Siting.  The inlet study included the following task 
investigations: 

1.  A study of the recent geomorphic history of the inlet 
complex using historical shoreline and bathymetric 
charts dating from 1840 to 1974, site aerial photo- 
graphs dating from 1933 to 1974, and the biweekly moni- 
toring of beach profiles in the vicinity of the inlet 
channels. 

1 Pandullo Quirk Associates, Wayne, N.J.  07470 
2 Dames and Moore, Cranford, N.J.  07016 
3 Franklin Institute, Philadelphia, PA 19103 
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2.  A study of the hydraulic characteristics of the inlet 
complex including analyses of short-term and long- 
term changes in the cross-sectional areas of the in- 
let throats, of the storage basin characteristics for 
each of the inlets, and tide and velocity measurements 
at the inlet throats. 

The purpose of this paper is to present the methodology 
and results of these individual task studies and a process- 
response model for the long and short-term evolution of the 
inlet complex. 

Previous studies in this area include the contributions 
of Shepard and Wanless (1971) which provides a general 
discussion of the coastal geological features and Charles- 
worth (1968) which discusses marine sedimentation processes 
in the inlets.  Caldwell (1966) estimates the net littoral 
drift in this area to be approximately 500,000 cubic yards 
per year to the south.  Fair weather waves in the study 
area are generally from the SE, are less than 3 feet in 
height, and have periods of 5 to 6 seconds, (Darling, 1968). 
Storm generated waves are generally from the NE, are greater 
than 3 feet in height, and have periods greater than 7 sec- 
onds.  The mean ocean tide range at Atlantic City Steel 
Pier (10 miles to the south) is 4.1 feet; the spring tide 
range is 5.0 feet.  The tides are semi-diurnal in nature. 
The Beach Haven-Little Egg Inlet system is located at a 
sharp boundary between two distinctly different sediment 
regimes in the New Jersey coastal sector (McMaster, 1954). 
The beaches to the north of the inlet system are charac- 
terized by medium to coarse sand with an opaque heavy min- 
eral assemblage while the beaches to the south are charac- 
terized by fine sands with a hornblende heavy mineral assem- 
blage.  DeAlteris and Vespucci (1975) describe the quar- 
ternary stratigraphic sequence of the inlet complex based 
on the results of borings along the transmission line route 
(Figure 2). 

The general limits of the study area included Beach 
Haven and Little Egg Inlets, their respective storage 
basins and the beaches adjacent to the inlet (Figures 1 
and 2).  The Beach Haven Inlet throat channel is located 
between the southern terminus of Long Beach Island and 
Sheepshead Marsh.  The channel presently reaches a max- 
imum depth of 48 feet (Referenced to MLW).  The storage 
basin served by Beach Haven Inlet includes Little Egg 
Harbor and Manahawkin Bay.  The overall dimensions of 
these bays are 15 miles long by 3 miles wide.  The bays 
are flanked on the landward side by fringing upland marsh. 
The average depth of bays is 3 feet (Referenced to MLW). 
Within this storage basin, there are significant reduc- 
tions in tidal amplitude and phase lags in the tide curve. 
Beach Haven Inlet channel is about 2 miles long and has 
large ebb and flood tidal deltas at each end. 
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The Little Egg Inlet throat channel is located between 
the northern flank of Little Beach Island and Sheepshead 
Marsh.  The channel presently reaches a maximum depth of 52 
feet (Referenced to MLW).  The storage basin served by 
Little Egg Inlet consists of Great Bay and the lower 
reaches of the Mullica River.  Great Bay is a large open 
bay, approximately 4 miles in diameter, with an average 
depth of 6 feet (Referenced to MLW).  There are no signifi- 
cant reductions of the tidal amplitude or phase lags in 
the tide curve within Great Bay.  Great Bay is surrounded 
by fringing salt marsh that periodically floods on spring 
tides.  The lower portion of the Mullica River is tidal 
in nature and is therefore included in the storage area. 
The mean annual discharge of the Mullica River is about 
0.1% of the mean tidal discharge of the inlet and there- 
fore has not been considered in the tidal hydraulic analy- 
sis.  The Mullica River is flanked by fringing upland marsh. 
The outer inlet channels of Beach Haven and Little Egg 
Inlets are presently separated by Tuckers Island Shoal. 

GEOMORPHIC HISTORY OF THE INLET COMPLEX 

Using copies of the original hydrographic survey boat 
sheets available from the National Ocean Survey for the 
period 1840 through 1954 and the results of a bathymetric 
survey conducted in 1972 by E G & G, the history of the 
inlet channels and adjacent beaches was investigated. 
The individual charts were adjusted to a common scale and 
grid for comparison purposes and the results of these ef- 
forts are summarized in Figure 3. 

In 1840, two inlets were present, separated by a 
large island called Tuckers Island.  The primary channel 
was Little Egg Inlet between Little Beach and Tuckers 
Islands.  The maximum depth of the channel was 59 feet. 
Some flow also passed between Tuckers and Long Beach 
Islands, but data are not available on the channel dimen- 
sions.  Between 1840 and 1873, accretion on the southern 
end of Long Beach Island caused it to extend southward, 
overlapping Tuckers Island.  Long Beach Island had grown 
almost 13,000 feet south of its 1840 location.  Tuckers 
Island decreased from about 12,000 feet in length to less 
than 5,000 feet. 

The closure of Beach Haven Inlet's outer channel in 
the 1870's, had a pronouned effect on the northern limb 
of the channel at Little Egg Inlet.  Tidal flow from Little 
Egg Harbor was routed through the narrow passage between 
Tuckers Island and the peninsula to the west.  Deep scour 
occurred over an area extending far into Little Egg Harbor. 
Depths to 50 feet were present in several places, showing 
the effect of increased constriction of the channel.  By 
1903, Long Beach Island had grown more than 7,000 feet and 
completely absorbed Tuckers Island.  At this point, con- 
ditions seemed to reach a state of quasi-stability with a 
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single inlet (Little Egg Inlet) relieving both Great Bay 
and Little Egg Harbor and with Beach Haven Inlet outer 
channel temprarily non-existent.  With a single channel 
serving the two basins, tidal velocities were apparently 
sufficiently high to prevent further deposition or con- 
striction of the channel.  This semi-stable condition con- 
tinued until 1920, with the maximum southerly extent of 
Long Beach Island occurring in 1915.  The effect of the 
constriction was most apparent in the channel, which 
was now 3 miles long and had depths in excess of 60 feet. 

In 1920, equilibrium was upset and Long Beach Island 
was breached at a point 20,000 feet north of the 1972 
position of Little Egg Inlet.  The new inlet established 
itself rapidly, eroding into Long Beach Island to form a 
major topographic feature.  The previous cycle of south- 
erly migration, closure of the northerly inlet, and sub- 
sequent growth to a semi-stable single inlet condition 
had been completed and the cycle begun anew.  The survey 
of 1935 indicated that Long Beach Island had grown south- 
ward several thousand feet, while Tuckers Island had erod- 
ed considerably.  This survey showed increased scour in 
the northern portions of Beach Haven Inlet.  The inlet 
was narrower and the channel apparently deepened.  Little 
Egg Inlet to the south,showed signs of shoaling.  A deep 
gorge was maintained, but it was reduced to a very nar- 
row breadth.  The northern branch of the channel which 
lead into Little Egg Harbor had been completely buried. 
By 1954, Tuckers Island was reduced to an intertidal 
shoal, and the axes of the two channels were separated 
by about 7,000 feet at their closest point.  By 1972, 
the separation had reduced to little more than 3,000 feet 
with Little Egg Inlet remaining in a stationary position. 
All movement can therefore be attributed to the southerly 
migration of Beach Haven Inlet. 

Using aerial photographs dating from 1933 to the 
present, a more detailed study of the recent evolution 
of the inlet complex was accomplished.  The most inter- 
esting result of this study is shown in Figure 4 and 
suggests a correlation between the rate of migration of 
Beach Haven Inlet and fluctuations in the rate of sea 
level rise and storm action.  The sea level curve is 
taken from Hicks (1973) and the distance of inlet migra- 
tion was determined by measuring on the aerial photo- 
graphs from a fixed reference point on the barrier to the 
inlet channel.  The periods of rapid southerly inlet 
migration correlate with periods of rapid sea level rise; 
while periods of minimal southerly inlet migration and 
short-term reversals correlate with periods of minimal 
sea level rise and lowering of sea level. 
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In order to provide data on short-term changes on 
the beaches adjacent to the inlets, a beach profiling prog- 
ram was initiated in the summer of 1973, and continued 
for a period of 18 months. Using a horizon leveling 
method adapted from Emery (1961), the beach profiles 
were measured on a bi-weekly schedule.  The area under 
each profile was represented as cubic feet of sand per 
linear foot of beach.  This was plotted as a time series 
and a first order regression line calculated for each 
profile to represent the trend, (Goldsmith and others, 
1975).  The results of the profiling program (Figures 5 
and 6) indicate that the profiles which show the most 
dramatic trends of erosion and/or accretion are located 
in and adjacent to the inlets.  The profiles located at 
the distal portions of both prograding spits on Long 
Beach and Little Beach Islands, (1-3, 1-3A, 1-4, 1-5,2-1) 
show accretional or relatively stable trends, suggesting 
continued inlet-directed drift along these beaches. 
Seaward of these segments, zones of significant erosional 
trends are noted on both Long Beach and Little Beach 
Islands.  The exact mechanism of the erosional trend at 
Profile No. 2-2 on Little Beach Island spit is not clear, 
but the refraction pattern for waves from the northeast 
suggest that in addition to the suspected interaction of 
Little Egg Inlet flow, wave energy concentrations into 
this zone may also be an important factor. Most of the 
remaining ocean-facing portions of Little Beach Island 
show a slight erosional trend during the measuring per- 
iod.  Profile No. 2-2A on the north end of Little Beach 
shows a high accretional trend.  This is also suggested 
by the shoal in the nearshore area as outlined by the 
10 foot contour line (Figure 2).  The shoal is elongated 
parallel to the trend of the outer channel of Little Egg 
Inlet.  The details of the processes controlling this 
accretional nodal point are also lacking.  However, it 
may represent the confluence of the northerly directed 
littoral drift derived from the eroding beaches to the 
south on Little Beach and the tidal ebb flow of Little 
Egg Inlet. The proximity to the dominantly erosional 
segment at Profile No. 2-2 also suggests a transport 
contribution from that source, perhaps aided as well by 
the tidal flow from Little Egg Inlet.  In contrast to 
these inlet influenced beach profiles, the beach profiles 
facing the Atlantic Ocean are more subdued in both their 
short-term changes and long-term accretion/erosion trends. 
This is attributed to the more uniform wave energy dis- 
tribution along this section of shoreline. 

HYDRAULIC CHARACTERISTICS OF THE INLET COMPLEX 

The tidal prism represents the volume of water enter- 
ing the storage basin in a given tidal cycle.  If the 
basin surface remains horizontal throughout the bay as 
the tide rises and falls, then: 

P= Tidal Prism = H x A„ (1) 
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where AR is the basin area and H is the average differ- 
ence between high and low tide elevations in the bay. 
In practice, however, there may be considerable differ- 
ences in tide range within the bay accompanied by phase 
lags of several hours.  Computation of tidal prism is then 
considerably more complex and a straightforward prism 
analysis is possible only by making discharge measurements 
at the inlet throat. 

The tidal prisms for Beach Haven and Little Egg 
Inlets were first calculated from Equation 1 using 
average values for mean and spring tide ranges.  For 
Little Egg Harbor, the basin was subdivided into eight 
sections for which the range was relatively constant 
and the total prism was taken as the summation of the 
sectional prisms.  The result of this calculation is 
given in Table 1 for mean and spring tides.  It is 
emphasized that this calculation is only a crude first 
approximation.  There is a significant phase lag in sur- 
face elevation within Little Egg Harbor because of the 
time involved for the tidal wave to proceed up the shal- 
low bay.  For Great Bay, the phase lag is on the order 
of one hour,, therefore the volumetric calculation of 
tidal prism should be reasonable (Table 1).  However, 
for Little Egg Harbor, the phase lag between high water 
in the inlet and in the upper bay is about three hours 
and therefore the calculation of tidal prism simply based 
on storage basin area and tide range may be subject to 
considerable error. 

Analyses of inlet throat discharges were made, 
based on measured velocity profiles and tide varying 
channel cross-sectional areas.  Velocity data taken 
at hourly intervals at the surface, mid-depth and near • 
bottom over an entire tidal cycle were obtained from the 
Corps of Engineers, Waterways Experimental Station. 
Cross-sectional areas for each section were evaluated 
from Alpine Geophysicals' 1974 bathymetry.  The raw 
current data from each station were plotted as a func- 
tion of time and smoothed by fitting a sinusoidal type 
curve to the data.  From the velocity data and the chan- 
nel cross-sections, the channel discharges were calcu- 
lated.  These values were then adjusted to be repre- 
sentative of a spring tide range and are shown in Table 1. 

To a good approximatation, the hydraulic stability 
of a "sandy" inlet may be characterized by a unique re- 
lationship between the cross-sectional area at the en- 
trance and the spring tidal prism.  Based on a wealth 
of empirical data, 0 Brien (1969) postulated, 

A = (2 x 10 "5) P spring (2) 
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where A = Cross-sectional area at the throat at MSL 
(ft ), Pospring = Volume of tidal prism at spring 
tide (ff3). 

The implication is that tidal prism or "tidal 
power" is the forcing mechanism which maintains and 
determines the entrance channel. The term "stability" 
does not imply that the inlet will not change over time 
but rather that the system is in a state of dynamic 
equilibrium.  A "stable" inlet implies a long-term 
balance between scour capability of tidal currents 
and depositional potential from littoral drift. 
Dramatic or permanent changes in storage basin char- 
acteristics of a tidal inlet system will then be 
manifested by a change of the entrance channel cross- 
sectional area.  One such mechanism might be a geo- 
morphic alteration of the storage basin which would 
change the tidal prism.  A stable inlet will adjust 
to such changes with a new entrance channel which 
again permits a state of equilibrium. 

Many inlets are not in fact totally "sandy".  In 
a given inlet, one might expect to find a wide range 
of sediments, ranging from cohesive silts and clays on 
the channel flanks to shells and gravels on the chan- 
nel bottom.  Given some sand, however, it appears that 
the adjusting mechanism is generally sand transport 
as sands are most easily eroded (DeAlteris and Byrne, 
1973).  This explains, in part, why a unique maximum 
velocity (about 3.5 fps) is approximated in many in- 
lets and a wide range of inlets may be characterized by 
Equation (2), (O'Brien, 1969).  In particular, Little 
Egg and Beach Haven Inlets are at least partially sandy 
so that O'Brien's relationship should be a valid inter- 
pretation of their "stability . 

Given the present spring tidal prism (adjusted 
discharge, Table 1), the equilibrium cross-sectional 
areas were computed from Equation (2).  These results 
are shown in Table 1 and are compared with actual 
sections given by recent' bathymetry.  The results in- 
dicate that the measured cross-sections at Beach Haven 
and Little Egg Inlets are approximately equal to the 
"equilibrium cross-sections . 

Within the accuracy of O'Brien's relationship and 
combined with the inaccuracies of the present analysis, 
one may conclude that Little Egg and Beach Haven Inlets 
are at present hydraulically in equilibrium or stable 
type inlets . 
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Historical changes in the bathymetry of Little Egg and 
Beach Haven Inlets were studied to gain some insight 
into the long-term stability or variability of the area. 
Hydrographic boat sheets showing both inlet channels, 
were available for 1903 and 1935 and Alpine Geophysical 
Associates' data for 1972 and 1974.  A "throat" was 
identified for each inlet and the cross-sectional area 
was computed from the chart bathymetry.  The cross-sec- 
tional areas of these sections are given in Table 2. 
Note that while a particular inlet may change drastic- 
ally  (even disappear), changes in the combined inlet 
area are relatively minor.  For 1903 and 1935, the 
total Beach Haven and Little Egg cross-sectional areas 
were nearly identical at about 73,000 ft. , compared 
with recent cross-sections which average about 97,000 ft. 
Adjacent geomorphic changes must therefore also be con- 
sidered.  Great Bay was formerly serviced by an addi- 
tional inlet slightly north of Brigantine Inlet, com- 
monly called Wreck Inlet.  Since 1933, Wreck Inlet has 
migrated some 1,400 feet southward until merging with 
Brigantine Inlet in 1963.  Wreck Inlet serviced Great 
Bay by means of Great Thoroughfare which is still pre- 
sent, but in a very reduced state.  Simultaneously, 
Brigantine Inlet was narrowed from 3,000 feet in 1940 
to its present width of 700 feet.  One may conclude, 
therefore, that at one time, significant quantities 
of tidal flow were interchanged between the Wreck Inlet- 
Brigantine Inlet system and the southern portions of 
Great Bay.  Great Thoroughfare is no longer an avenue 
for significant flow so that Great Bay is almost ex- 
clusively serviced by Little Egg Inlet.  In view of 
the previous discussion of hydraulic stability, the 
changes in total entrance area from 1903-1935 era to 
present, seems at least qualitatively reasonable.  The 
effective tidal prism for Little Egg Inlet is now con- 
siderably larger, encompassing all of Great Bay.  As the 
storage basin area and tidal prism have increased during 
the last 30 years, the inlet cross-sectional area has 
increased to preserve hydraulic stability. 

Short-term changes of the inlet channel cross-sec- 
tions were also investigated by periodic bathymetric 
measurements along five transects across the Beach Haven 
and Little Egg Inlet channels.  The measurements were 
made using a small boat, a precision fathometer and an 
electronic range finding device.  The raw profiles were 
corrected to MSL with local tide data. Channel cross- 
sectional areas were computed using a limited baseline 
length that included the central channel and its flanks 
only, not the wide peripheral shoal areas.  During the 
monitoring period, the area changes were minimal (less 
than 10 per cent of the average area).  In all cases, 
the actual morphologic changes occurred on the seaward 
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flank opposite the marsh.  This is due to the geology 
of channel cross-section, that is, sands occur on the 
seaward or updrift flank while cohesive sediments are 
found on the channel bottom and on the channel flank 
adjacent to the marsh. 

SUMMARY AND CONCLUSIONS 

The results of these inlet studies were directed 
toward assessments of the geomorphic and hydraulic 
stability of the inlet channels.  Beach Haven Inlet is 
geographically unstable due to the steady southwestward 
elongation of Long Beach Island.  During the last 20 
years, Beach Haven Inlet has migrated southwest at a 
mean rate of 160 feet per year.  Fluctuations in this 
rate along with mean shoreline recession rate, corres- 
pond well to fluctuations in the local rate of rela- 
tive sea level rise.  During the next 50 years, it is 
speculated that Beach Haven Inlet will merge with Little 
Egg Inlet forming a single entrance to the sea, after 
which a new break-thru inlet will form on the northern 
portion of Long Beach Island.  This sequence occurred 
under identical circumstances between 1873 and 1923. 
This speculation presumes that there will be no attempt 
to stabilize this natural system.  Hydraulically, Beach 
Haven Inlet appears stable.  That is, during the last 
75 years, the cross-sectional area of the inlet throat 
has remained relatively constant at approximately 36,000 
square feet.  The measured tidal prism for Beach Haven 
Inlet when plotted against the throat cross-sectional 
area, lies reasonably close to O'Brien's curve.  Little 
Egg Harbor, the storage basin for Beach Haven Inlet, is 
long, narrow and shallow.  Within this storage basin, 
there are significant reductions In tide range and phase 
lags in the tide curve.  In contrast to Beach Haven Inlet, 
Little Egg Inlet is geographically stable; only the outer 
inlet channel thru the ebb tidal delta has migrated in 
the recent past.  Little Egg Inlet appears hydraulically 
stable, that is, the inlet throat cross-sectional area 
has remained relatively constant.  Both the calculated 
and measured tidal prisms when plotted versus the channel 
throat cross-sectional area, lie reasonably close to 
O'Brien's curve.  Between the surveys dated 1936 and 1973, 
the inlet throat cross-sectional area increased from 
37,000 square feet to its present size of 59,000 square 
feet.  This increase in cross-sectional area can be re- 
lated to an increase in tidal prism served by the inlet 
due to the closure of Wreck Inlet, a former inlet on the 
south side of Little Beach Island.  Hydraulically, Little 
Egg Inlet is distinctly different from Beach Haven Inlet. 
There are no significant reductions of the tidal amplitude 
or phase lags in the tide curve within Great Bay. 
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CHAPTER 111 

OFFSHORE SEDIMENTARY PROCESSES AND RESPONSES 
NEAR BEACH HAVEN-LITTLE EGG INLETS, NEW JERSEY 

Thomas   McKinney, Joseph   DeAlteris, 
Yung Y. Chao,2 Lloyd Stahl, and James Roney 

DAMES & MOORE 
Cranford, New Jersey 

INTRODUCTION 

The offshore region in the vicinity of the Beach Haven and Little 
Egg Inlets of New Jersey is the site of the proposed Atlantic Generating 
Station, a floating nuclear power plant to be constructed 2.8 n. mi. offshore 
by Public Service Electric and Gas Company (Figure 1A).  In order to assess 
the impact of this proposed project on the region, a comprehensive study of 
the nearshore and offshore region was conducted. A complete synopsis of this 
study is available in PSESG (1976).  This paper presents the results of the 
investigations into the sedimentary processes operative in the offshore 
region. The dynamics and coastal evolution of the nearshore region is sum- 
marized in DeAlteris et al, (1976; this conference). 

The proposed Atlantic Generating Station (AGS) is located offshore 
of the complex and transi.ent tidal inlet system of Beach Haven and Little Egg 
Inlets. These inlets are the major hydraulic connections between the Atlan- 
tic Ocean and the Great Bay and Little Egg Harbor estuaries. A large, roughly 
triangular ebb-tidal delta is present at the mouths of and between the two 
inlet channels. The major offshore bathymetric feature is a broad linear 
sand ridge, the Beach Haven Ridge, which trends northeast and reaches a 
maximum elevation of -28 feet (NLW) (Figure 1A).  The AGS site is located on 
the landward flank of the ridge and partially in the adjacent trough in about 
40 feet of water.  Landward of the wide, northward-deepening trough, the 
ocean bottom slopes gently up towards the ebb-tidal delta of Beach Haven and 
Little Egg Inlets. The offshore zone adjacent to the proposed AGS is sepa- 
rated from an extensive tidal marsh lagoon system by a broken chain of 
barrier islands, from Long Beach Island on the north to Little Beach and 
Brigantine Islands on the south. 

The Beach Haven Ridge is one of a system of sand ridges which occur 
on the shelf surface.  In recent years the origin of these features has been 
the subject of a number of studies.  Duane et al, (1972) studied the sand 
shoals on the inner portions of the eastern continental shelf of the United 
States.  Swift et al, (1973) review the question of the ridge and trough 
topography of the Middle Atlantic Bight.  A detailed description of the 
geomorphic elements of the inner New Jersey continental shelf for this region 
is presented in PSESG (1975). Duane et_al, (1972) suggested that the shore- 
face-connected ridges originated in a shallow nearshore environment in re- 
sponse to the interaction of south-trending, shore-parallel, wind-driven 
currents and waves during winter storms.  They suggest that as sea level 
rises, and the shoreface retreats, the shoals are abandoned and isolated as 
"relict" features on the shelf surface. This .concept was proposed i(n part by 
Moody (1964) from studies of the ridge system at Bethany Beach, Delaware. 

Duane et al, (1972) recognized two categories of shoreface-connected 
ridges based on their orientation to the shoreline and their inferred re- 
sponse to the coastal hydraulic regime: 

Pandullo Quirk Associates, Wayne, New Jersey 
2Rutgers University, New Brunswick, New Jersey 
3Franklin Institute, Philadelphia, Pennsylvania 

1899 
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Type I Ridges - Ridges with wide angle to the shoreline (over 30 ) 

Type II Ridges - Ridges with low angle to the shoreline (less than 
30°) . 

Type I ridges are oriented transverse to the wind-driven storm 
currents and essentially parallel to the direction of wave attack.  The Type 
II ridges would be oriented nearly parallel to the storm-generated currents 
and normal to the wave attack. During the initial stages of development, the 
low angle ridges (II) have the morphologic responses of wave-built bars 
(Duane et al, 1972; McHone, 1972). Wide angle ridges, such as those studied 
by Moody (1964), are more responsive to the coast-parallel storm currents and 
may migrate to the south. Moody's data showed that for a 42-year period, 
migration rates were about 10 feet per year. These cases of ridge migration 
were noted for the shallow segments of the shoreface-connected ridges. 

Moody (1964) also suggested that considerations of wave refraction 
indicated that the wave orthognals tended to converge over crests, producing 
nearbottom residual wave currents which would converge obliquely shoreward 
toward the crests. The wave refraction patterns may also be an important 
generating mechanism for the shoal topography (Moody, 1964; Goldsmith and 
Colonell, 1970). Thus, ridges oriented parallel to the prevailing storm wave 
attack, would produce consistant patterns of wave convergence on the north 
side of their connections with the shoreline, causing erosion in this area. 
The ridges would tend to perpetuate themselves by a feedback mechanism during 
the retreat of the coastline. 

The Beach Haven Ridge cannot be classified as a typical shoreface- 
connected ridge. Duane et al, (1972) define the shoreface-connected ridges 
as those ridges outlined by, but landward of the isobath that defines the 
shoreface (usually the 30 ft isobath).  In the study area, the nearshore 
profile is dominated by the sedimentary buldge of the tidal delta from the 
double inlet system (Figure IB). The Beach Haven Ridge is located adjacent 
to the basal segments of this progradational feature which has been deposited 
over the shoreward edge of the ridge system (Figure IB).  Thus, the position 
of the ridge is comparable to the isolated, "relict" linear shoals elsewhere 
on the inner shelf and its location adjacent to the rising nearshore profile 
(shoreface) is due to its proximity to the large inlet system. The Beach 
Haven Ridge forms a low angle with the shoreline and would be comparable to 
Type II ridge of the shoreface-connected ridges, suggesting a response com- 
parable to a longitudinal bedform in relation to the inferred controlling 
processes. Thus, its position beyond the upper shoreface and its orientation, 
parallel to the storm currents (Type II), both suggest a degree of stability 
of position and a lower sedimentary transport climate.  The studies conducted 
in the offshore zone tend to substantiate these inferences. 
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GEOLOGIC FRAMEWORK 

The geologic studies carried out in conjunction with soil investi- 
gations of the AGS site are presented in detail elsewhere (Stahl et al, 1972; 
PSE&G, 1972). These investigations support previous findings which indicate 
that the ridges on the inner shelf were formed by nearshore dynamic processes 
subsequent to the Holocene transgression of the shoreline (Field and Duane, 
1976). 

In addition, the AGS studies indicate that a backbarrier sand unit 
is differentially preserved below the sand ridge and that the underlying 
Holocene lagoonal clay unit below this is locally exposed in the landward 
trough. The subsurface data thus suggests that during shoreface retreat, the 
backbarrier unit was differentially eroded from the trough and its residue 
was deposited in the adjacent ridge (Figure IB). The preservation of the 
backbarrier facies below the ridge suggests that, once the ridge formed, it 
did not migrate substantially and thus protected the underlying backbarrier 
sandy units from further erosion in this earlier upper shoreface setting. 
This pattern of long-term stability, suggested from the geologic data, is 
consistant with the historical analysis of the ridge stability, the studies 
of short-term stability of the ridge in response to major dynamic events and 
the assessment of the sediment transport from the monitoring of the hydraulic 
regime. 

SUKFICIAL SEDIMENTS 

The nearshore area in the vicinity of the AGS site was sampled 
during the summer of 1974. The location of bottom samples is indicated in 
Figure 1A. Grain size analysis was conducted on the samples using calibrated 
1/4 Phi sieves and where appropriate, hydrometer analysis. 

Sieving was conducted on 8-inch diameter sieves using standard 
techniques as outlined by Folk (1968).  Sieves were calibrated with respect 
to effective openings by using sets of standard glass spheres from the U.S. 
Bureau of Standards. Calculation of statistical movement measures following 
Friedman (1961) and plotting of frequency, and cumulative frequency curves 
was carried out using a computer program. 

The grain size parameters which were found most useful in defining 
the patterns of sediment distribution and dispersal in the nearshore zone 
were the modal grain size and the percentage of fines (greater than 62 mic- 
rons) .  The distribution of these parameters are presented in Figure 2A and 
Figure 2B. 

Previous detailed grain size studies have revealed that in sandy 
sediments, a central sub-population can be recognized (Moss, 1962, 1963, and 
1972; Visher, 1967). This central population is the main component of most 
sands and appears to represent a saltation population of framework building 
grains. This central population is a near Phi - normal distribution and is 
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represented by a central parabola when the frequency distribution is plotted 
on logarithmic scale (Hald, 1954; McKinney and Friedman, 1970). The parabola- 
like aspects of the distribution can be seen in the frequency plots listed in 
Figure 3 and 5B; The modal size was determined as the central grain size of 
this parabola. From Figures 2A and 2B the distribution of sediment patterns 
can be delineated. 

Figure 3 presents the sequence of frequency curves on logarithmic 
scale across sampling Profile I to illustrate the nature of the systematic 
variation and tracebility of distinct modal entities and their relationship 
to the morphologic elements in the nearshore zone. 

The modal size shows systematic variation which enables this para- 
meter to be contoured and related to apparent dispersal trends which reflect 
the transport and depositional processes which resulted in accumulation of 
these sediments (Figure 2a). The modal size distribution map of primary 
modes has been constructed using a contour interval of 0.4 Phi units.  The 
following sediment classes of modal sizes have been shaded for additional 
emphases: a)  Modal sizes coarser than 1.0 Phi (includes coarser and very 
coarse sands), b)  Modal sizes 1.0 Phi to 1.8 Phi (medium sand), c) Modal 
sizes 1.8 Phi to 3.0 Phi (fine sands), d)  Modal sizes 3.0 to 3.4 Phi (very 
fine sands). Note that the boundaries between B and C listed above is not 
the boundary between medium and fine sands as defined in the Wentworth (1928) 
classification of grain sizes, but for the purposes of discussion in the 
context of the contouring of modal sizes discussed above, these subdivisions 
will be referred to as medium sands and fine sands, respectively. The con- 
toured pattern of modal sizes reveals and outlines three major sedimentary 
facies: 

1. Tidal sand deposits - these sediments are defined by the 
alternating patterns of fine and medium sand reflecting the 
onshore-offshore pattern of tidal ebb and flood flow from the 
double inlet system. 

2. The shoreface very fine (and silty) sands. 

3. The shelf sand sheet - with modal sizes ranging from coarse to 
fine sands. 

Tidal Sand Facies - Tidal sand facies as mapped by the contours of 
modal shows a very close relationship to the tidal channel and inlet mor- 
phology. Fine sands are deposited on shoal areas between active tidal chan- 
nels which are characterized by medium sands. Locally, coarse sands charac- 
terize the deeper portions of the inlet channels as in the Beach Haven 
channel system to the north. A general asymmetry to the sizes can be noted 
within the inlet system with the northern half of the inlet system being 
characterized by a predominance of medium sand modal sizes, while the south- 
ern portion has a greater abundance of fine sand sizes. Charlesworth's 
(1968) study of sediments and hydraulics of this double inlet system reveal 
a similar southerly decrease in grain size as defined by trend surface 
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analysis of mean grain sizes of inlet samples.  The variation in modal size 
also shows a systemic pattern of decreasing sizes down the axis of the inlet 
channels in an offshore direction. This pattern terminates in bulges in the 
modal size contours of the fine sand lobes on the upper shoreface. This 
would seem to indicate and reflect the decreasing sediment transport capacity 
associated with the flow in the tidal channels offshore and the associated 
deposition. Pine sand seems also to have accumulated in the shadow zone of 
the ebb flow seaward of Tucker's Island. 

The distal portions of the complex ebb delta system is marked by a 
slope increase illustrated by the 10- to 15-foot contours. Locally, a 
flattening is noted on the upper segments on this outer delta front, seaward 
of the Beach Haven Inlet as outlined by the 5-foot contour. These outer 
flattened margins of the delta complex are characterized by coarser grain 
sizes. The flat area off of the Beach Haven delta is characterized by modal 
sizes of 1.2 to 1.3 Phi. The outer edge of the delta front to the south is 
characterized by an increase of modal sizes to 1.5 Phi above the surrounding 
suite of modal sizes which range from 1.8 to 2.1 Phi. These patterns ap- 
parently reflect the storm-wave reworking of the outer distal portions of the 
ebb tidal delta. 

Most of the tidal sands within this area are characterized by very 
low percentage of fine material.  In general, there is an increase in the 
percentage of fine materials at the distal edge of the tidal sand facies 
corresponding with the sediments in the upper portions of tjhe shoreface zone, 
where percentages of fines increased to 0.5 to 1 percent of the total sedi- 
ment (Figure 2B). Locally, a few sampels within the tidal sand facies contain 
percentages of fines greater than 1 percent as is indicated in Figure 2B. 

Shoreface Facies - The modal size distribution reflects a syste- 
matic decrease in grain size from the sediments which characterize the outer 
segments of the tidal sand facies as described above, into the sedimentary 
suite defined as the shoreface sand. These sands are characterized by a 
definitive pattern of modal grain sizes which occur within the upper portions 
of the shoreface morphology as defined by the approximate position of the 15- 
foot contour. 

The sediments within the shoreface zone are characterized by a very 
uniform pattern of modal sizes over the wide area of this zone which range 
from 2.9 Phi in the upper portions of the shoreface to 3.2 Phi in the lower 
portions (Figure 2A and 3).  In general, this area is characterized by sizes 
within the very fine sand modal class. 

The distribution of these very fine modal sands is best developed 
in the central and southern portions of the study area. The shoreface area 
seaward of Long Beach in the northern segment of the study area does not 
appear to be characterized by a continuous suite of very fine sands.  In this 
region, corresponding with the location of small-scale ridge and swale mor- 
phology, the bottom sediments are characterized by coarser grain sizes 
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ranging from fine to medium to coarse sands. The distribution in the oc- 
currence of the very fine modal sand class as outlined in Figure 2A also 
corresponds with those areas characterized by percentage of fine material 
which are greater than 1 as indicated in Figure 2B. 

Thus, the shoreface sands are located within a definitive morpho- 
logical setting and are characterized by the well-defined and narrow range 
of modal sizes and increased percentages of fine silty material.  The per- 
centage of fine materials increases locally on the lower portions of the 
shoreface zone to values in the 30 to 40 percent range (Figure 2B). 

The shoreface sands have been identified from textural analysis of 
samples within cores from subsurface material across this zone. Cores 
through the shoreface suite are characterized by similar modal sizes of 
very fine sand and similar percentages of fine silty material.  Sedimentary 
structures within the cores are locally characterized by thin laminations 
of this very fine silty sand material. Except for the occurrence of one 
sample in the landward trough of the offshore sand facies to be described 
below, this destinctive modal suite is present only within the narrowly 
defined limits of the shoreface zone. 

Shelf Sand Facies - Beyond the thin distal edge of the shoreface 
very fine silty sand facies described above, lies the shelf sand sediments. 
This facies is characterized by predominance of coarse and medium sands. 
The contour patterns of modal grain sizes for this offshore suite is char- 
acterized by a distinctive coast-parallel orientation in contrast with the 
coast-perpendicular patterns of contours in the tidal sands and shoreface 
facies. 

The northern portions of the shelf sand facies is characterized 
by very coarse modal sizes, apparently representing the southern distal edge 
of the reworked fluvial gravel deposits of Schlee and Platt (1970). Frank 
and Friedman (1971), also identified these coarse sands in similar depth 
position immediately to the north of the present study area. 

The boundary between the offshore distal edge of the shoreface 
sand and the shelf sand facies is, in general, a very sharp one as indi- 
cated by the contours of modal size (Figure 2a), with modal sizes varying 
from very fine sands to coarse to medium sands within very short distances. 
In addition, sediments of the shelf sand facies located adjacent to the 
distal edge of the shoreface sands are characterized by secondary modes of 
the very fine sand mode of the shoreface suite (Figure 3). 

As with the other facies within the study area, there appears to 
be a regional fining of the grain sizes within the shelf sand facies from 
coarse on the north to predominantly finer sizes on the south. 

The more detailed variations in the distribution of modal sizes 
can be described within the context of the ridge and swale topography as 
outlined in the bathymetric chart of the Atlantic Generating Station area 
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(Figure 1A). The landward trough of the Beach Haven Ridge is characterized 
by an underlying framework of medium and coarse sand sizes. This suite forms 
a thin cover over the Holocene lagoonal clay unit as described in corings and 
borings (Figure IB). Locally, the clay is exposed at the surface.  In ad- 
dition, during the sampling period, isolated samples of fine sand and one 
sample of very fine modal sand were present within the landward trough. The 
medium and coarse sands above the Holocene clay show the presence of second- 
ary modes of fine and very fine sands as admixtures (Figure 3). Locally, 
higher values of fine material (Figure 2B) correspond with the presence of 
the very fine sand admixtures in the landward trough. 

Thus, the landward trough is characterized by a thin sedimentary 
cover which represents an admixture of predominantly coarse and medium modal 
sizes and local admixtures of suspended fine material and secondary modes of 
fine and very fine sand which locally represent the predominant modal size. 
Thus, the sorting within these sediments is relatively poor compared to 
adjacent areas (Figure 3). 

The Beach Haven Ridge itself is characterized by the predominance 
of medium sand sizes along its axial portions. A decrease of modal sizes 
occurs from the central axial portions of the ridge down the northward 
sloping axial portions of the ridge from grain sizes of 1.2 Phi to 1.3 Phi to 
1.4 Phi in a northerly direction.  A central zone of coarse sand is located 
along the axial portions of the ridge where the lineation aspect of the ridge 
is clearly defined. The location of this coarse sand zone along the axis of 
the ridge correlates with the crossing of caustic rays as indicated in the 
wave refraction diagrams for storm waves from the northeast (PSE&G, 1975). 
Further to the south of this area, along the continuation of the ridge trend, 
grain sizes within the ridge proper decrease.  In this region, the ridge 
morphology is not clearly defined and flattens out with a general southward 
merging with the shoreface morphology. 

This flattening of the ridge crest to the south is outlined by the 
nature of the 30- to 35- foot contours in this area (Figure 1A).  Also noted 
in the ridge morphology in this region, is a broad delta-like fan which 
occurs on the upper portions of the seward flank. This is indicated by the 
outline of the 35- and 40- foot contours. This feature, which occurs op- 
posite a lower area, or swale in the crestal portions of the ridge, is very 
similar to the fan-like features mapped and discussed by McHone (1972) for a 
shallow shoreface-connected ridge on the south Virginia coast. The Virginia 
features are associated with erosional saddles in the ridge crest and have 
been ascribed to the breaching of the ridge during storms and the deposition 
of fine sediments in the adjacent sediment lobes on the seaward flanks. 

A careful examination of the modal sizes in the area of this fan- 
like buldge shows that it corresponds to a comparable lobe of finer bottom 
sizes as indicated by the seaward convexity in the isopleths of modal size 
that become finer down the axis of the fan. At the base of the fan, im- 
mediately seaward of the 35-foot contour, a depocenter of fine sand (modal 
size 2.2 Phi) is noted. 
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Superimposed on the general pattern of coarse and medium sands, is 
the distribution of fine sands in selected areas in the offshore sand facies. 
A distinctive aerial distribution of such fine sands is encountered on the 
seaward flank of the Beach Haven Ridge and incorporates the fan-like feature 
described above. 

The modal sizes of the outer shelf fine sands are characterized by 
a narrow range of modal sizes (2.0 to 2.3 Phi). This is in contrast to the 
wide range of fine modal sizes noted for the sands of the tidal facies which 
can be related to the systematic dispersal of sediment from the tidal inlets. 
The surficial zone of fine sand (2.0 to 2.3 Phi) noted on the seaward flank 
of Beach Haven Ridge has also been identified from analysis of cores in this 
area. The core data indicates that the fine sands are 1 to 2 feet thick and 
overlie medium sands which characterize the core of the ridge,  another 
ridge-parallel zone of fine sand occurs further seaward of the ridge flank 
but it is not as clearly defined as the former. To the south, both fine sand 
units appear to merge to form a broadening zone of fine sand which character- 
izes the southern inner segments of the shelf sand facies. 

The occurrence of the fine sand deposit on the seaward portion of 
the Beach Haven Ridge also corresponds to a general increase in the per- 
centage of fine material in this area of the offshore facies. Locally, 
values of percent of fines are greater than 1 and in a few cases very high 
portions of fine material occur in isolated patches on the outer segments of 
shelf sand facies (Figure 2B). 

BOTTOM STABILITY 

An analysis of bathymetric data from 1677, but in detail from 1935 
to 1972, reveals the Beach Haven Ridge has maintained its general position 
for almost 300 years and its overall orientation and shape for at least 35 
years, the period when detailed maps were available. Moderate variation in 
the sea floor over this period are, however, evident. 

The landward trough has been the site of alternating periods of 
infilling and erosion. The periods of infilling can be related to greater 
influx of sediment from the adjacent inlet system. The correlation of such 
an event with the passage of Hurricane Agnes in June 1972 suggests that sedi- 
ment was pumped out of the inlets by the reflux of storm surge that accompan- 
ied this event and was deposited at the distal edge of the shoreface. Subse- 
quent remobilization of this fine silty sand during storm events, resulted in 
the removal of a few feet of this material from the trough surface. At no 
time, however, did erosion proceed down to and involve the Holocene clay unit 
which underlies the trough.  The overall trend was one characterized by a 
general erosion of the lower shoreface and the south-trending headward seg- 
ments of the trough. 

The erosive resistance of the Holocene clay which underlies the 
trough is further documented by a laboratory analysis of the critical shear 
stress of erosion of this unit that was carried out at the University of 
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California, Davis (Krone, 1974), samples of cohesive sediment from 20 diver- 
collected cores were kept moist and shipped immediately to Davis. Testing 
was accomplished using a rotating cylinder apparatus, modified after Moore 
and Masch (1962), using both sea water and distilled water. The critical 
shear stress for surface erosion was found to exceed the capacity of the 
apparatus, 82 dynes/cm2. Occasionally, the presence of small sand lenses and 
concentrations of shell material, resulted in the falling off of "chunks", 
even though the rest of the surface did not erode. 

Accompanying the patterns observed in the landward trough, were the 
observations of slight depositional trends ranging to a few feet on the sea- 
ward flank of the ridge.  Subsequent sediment analysis from cores and surface 
samples indicate that this depositional trend was also characterized by fine 
sands. Thus, the differential mobility of the fine sands appears to correlate 
to the minor variations in the ridge and trough morphology over the measuring 
period. 

A program to evaluate short-term changes in and around the ridge 
was conducted from the summer of 1973 to the summer of 1974. Bottom eleva- 
tions were measured by divers on a bi-monthly schedule. Measurements were 
made with reference to a series of stakes at each field (Figure 4A).  The re- 
sults indicate that there was no significant scour or accumulation at any of 
the stake fields at any time during the measuring period. Variations noted 
were on the order of magnitude of the wave ripple heights. 

In addition to bottom elevation measurements, the stake field study 
enabled divers to collect bottom samples over the monitoring period for an 
analysis of the temporal variations in bottom sediment texture. The statis- 
tical parameters for a particular stake field were remarkably consistent dur- 
ing the measuring period. This consistency is reflected in the plots of the 
size distributions which fall into tight envelopes as plotted on the Phi- 
probability scale (Figure 4B).  The small variations noted may easily reflect 
the variations expected due to the combined sampling, splitting and analysis 
operations and/or the variations related to position on a ripple crest or 
trough. Stake field 5 samples showed the most variability within the stake 
field and with time for a particular stake. The slight variability at stake 
field 5 occurs in the fine sand-portion of the distributions. 

Storm Hydraulics and Effects of December, 1974 Storm - The long- 
term cumulative effects of erosion and deposition are intergrated and reflec- 
ted by the changes in the historical bathymetry.  Such patterns are responses 
to the coastal circulation system. 

The dynamic aspects of the coastal circulation at the AGS site have 
been monitored for over two years (E.G.SG. 1974, 1975).  This area is char- 
acterized by the interaction of tidal current outflow from the inlets and the 
general pattern of coast-parallel, coastal current circulation. Like other 
segments of the Middle Atlantic Bight, this coastal region displays a geo- 
strophic coastal current which is driven by the density patterns associated 
with lighter nearshore waters due to the freshening influence of river runoff 
and results in a general net south-westerly drift, measured at the site as 5 
cm/sec. Although the net and predominant drift is to the south, during 
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winter months, due to the low runoff and extreme cooling for the inner shelf 
waters, the density gradients are reversed and the drift can be reversed, to 
a northeasterly direction.  Superimposed on this coastal drift, is a weak 
(1.5 cm/sec.) quasi-estuarine onshore-offshore circulation; offshore in the 
surface waters and onshore along the bottom. 

The dominant process operative in the offshore area with the poten- 
tial for differential sediment transport, is the wind-driven circulation as- 
sociated with major storms. The intensity and directional aspect of the bot- 
tom flow regime is directly related to the wind intensity and direction; 
reversals in the wind direction are accompanied by reversals in the bottom 
current circulation patterns. The wind patterns associated with storm events 
generally resulted in coast-parallel circulation particularly to the southwest 
or downcoast direction in response to "Northeaster" storms which characterize 
this area. Currents in this direction tended to be characterized by somewhat 
greater values and were of slightly longer duration than the upcoast bottom 
currents associated with continental storms. This can be related to the 
superposition of the downcoast wind-driven circulation with the southwesterly 
geostrophic drift which characterizes the coastal circulation.  However, the 
data indicates that upcoast storm-driven bottom circulation does occur in 
response to continental storms and must be considered in the evaluation of 
the sedimentary processes for the offshore area. This upcoast transport is 
increasingly important for winter months when the tendency for a northeaster- 
ly drift is increased. 

The current data (obtained from Savonius Rotor instruments) as sum- 
marized for the year 1972, shows that the percentage of occurrence of current 
values with a potential for bottom transport (velocities greater than 40 
cm/sec. near the bottom) was about 3 percent and was associated with the 
wind-driven circulation from these storm events, mostly in a downcoast direc- 
tion. 

On December 1 and 2nd, 1974, a major northeaster storm passed the 
site, resulting in strong winds out of the east with unlimited fetch. A max- 
imum observed wave height of 5.6 meters and a maximum significant height of 
4.4 meters, recorded on December 1st were the most severe to be encountered 
during the two year measuring period. This storm was the most damaging 
coastal storm for the eastern seaboard since the major storm of 1962.  Peak 
flow in the lower meters had an hourly average speed of 62 cm/sec, while the 
upper flow speeds reached 85 and 95 cm/sec, directed in the downcoast direc- 
tion.  In order to assess the impact of this storm on the bottom configura- 
tion and sediment texture of the ridge, a series of bathymetric profiles 
across the ridge system were measured shortly after the storm (Figure 4A). 
In addition, stake fields 2 and 5 were measured and bottom sediment samples 
were collected to compare with earlier data. Comparisons of the pre- and 
post-storm profiles are presented in Figure 5A. The results indicate that 
the ridge system was essentially unchanged by the storm. Measurements at 
stake fields 2 and 5 were unchanged also from the previous measuring period. 
The post-storm bathymetric profiles do indicate that one to two feet of sedi- 
ment was eroded from the lower portion of the shoreface and some from the 
landward trough. There is also the suggestion of a slight zone of accretion 
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on the seaward flank of the ridge in places. The sediment analysis of the 
post-storm samples did show an interesting variation at stake field 5; stake 
field 2 sediments were unchanged. The comparison between a representative 
size distribution for stake field 5 sediments prior to the December, 1974 
storm and the post-storm sediment distribution is presented in Figure 5B. 
The storm resulted in the addition or admixture of a distinct very fine sand 
modal component to the earlier sediment distribution. The very fine sand 
population apparently is derived from the erosion and remobilization of the 
very fine silty sands of the lower shoreface and landward trough. The storm 
transport has apparently moved this material from the lower shoreface and 
trough up onto the landward flank as a thin textural admixture. The process 
has also enabled the separation of the silty fraction from the shoreface 
sands as the very fine sand moved offshore as bottom sediment while the fines 
(< 62 microns) were suspended and apparently travelled further downcoast. 

DISCUSSION AND CONCLUSIONS 

The distribution of the sediments in the study area and the aerial 
variations in their compositional and their textural parameters provide in- 
sight into the nature and degree of sediment transport processes that have 
been operative in this region. The modern active processes of sediment 
transport and deposition are most active in the double-inlet system in the 
nearshore zones. Here, tidal currents are largely responsible for the sedi- 
ment patterns observed. The decreasing pattern of grain sizes and increased 
proportion of fine suspension material of the shoreface zone, represents the 
distal portions of the modern zone of nearshore sedimentation. The origin of 
the basic coarse pattern of the sediment distribution and character of the 
offshore shelf sands cannot be attributed to modern processes. Their general 
pattern can be related to the reworking of fluvial deposits to the north and 
the differential erosion of backbarrier Holocene sediments by coast-parallel 
processes at lower sea levels. 

The nature and degree of modern sediment transport in and around 
the offshore ridge system can be closely related to the distribution of fine 
sand and suspended material as primary and secondary modal entities in the 
offshore sands. The landward trough is the distal depo-center for modern 
very fine sand and silt derived from the nearshore zone. When the influx of 
this fine silty sand material is high, as perhaps during major storm events 
which produce a flushing of the inlet system, the trough floor is covered 
with these fine silty sands over the thin coarser sands which cap the Holo- 
cene clay within the trough.  Subsequent coast-parallel storm transport, es- 
pecially by northeasters, may flush out the fine sands from the trough. This 
appears to reflect the ongoing balance of accretion from, and progradation 
of, the distal portions of the shoreface zone and the subsequent reworking of 
these loose silty sands by storms. 

The remobilization of the fine sands in this setting at the head- 
ward portions of the trough, may thus pass to the south and over the flatten- 
ed crestal parts of the ridge.  Such migration of the mobile fine sand frac- 
tion would explain deposition of the fine sands which characterize the gentle 
seaward flank of the ridge. This sand has accumulated here in the "lee" 
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of the ridge as a thin coating and relates to data from the historical bathy- 
metry analysis which indicates accretional events in these seaward flanks 
over various measuring periods. 

The base level of the landward trough reworking is clearly the 
erosion-resistant Holocene clay foundation and its coarse sand capping. 

It is the coming and going of the fine silty sands which have char- 
acterized the modern sediment transport in and around the ridge system. 
Elsewhere, away from the main source of this modern fine material, the coars- 
er sediments of the offshore shelf facies only display this finer material as 
subordinate bimodal admixtures. 

The well sorted and unimodal medium to coarse sands of the Beach 
Haven Ridge crestal zone are an exception. Here storm-wave agitation has 
apparently kept these transient fine fraction admixtures from accumulating 
within the crestal ridge sands. 

The suggestion that the only significant transport of sediment in 
the offshore zone, is the fine sands which form the thin and disconnected 
admixtures into the coarse sands of the offshore shelf facies, is substanti- 
ated by sediment analysis of the stake fields.  In particular, the post-storm 
(December, 1974) sediment comparisons for stake field 5 clearly indicated 
that it is this fine sand only, which has been differentially moved and 
deposited on the ridge's landward flank. 

It is concluded that the Beach Haven Ridge, originated during an 
earlier sea level stand by an active differential erosion on the upper shore- 
face. Due to sea level rise, the ridge system is now located out of the zone 
of active shoreface erosion and within the zone of nearshore deposition. The 
outflux of sediment in the nearshore zone from the double inlet system is of 
considerable magnitude and has been capable of covering the shelf sand facies 
(Figure IB). This depositional zone thins to a distal edge over the shelf 
sands to the north, apparently due to the net effect of the transport of the 
shoreface sands to the southwest in response to the net coastal currents in 
that direction. 

A differential battle at the offshore distal edge of the shoreface 
depositional zone, between the progradation of this edge, due to the greater 
sediment influx into this zone, and the regression of the distal edge by the 
reworking currents and low sediment supply to the offshore zone, appears to 
characterize the sediment regime in the, offshore area.  In this battle, fine 
sands are transported over the ridge system out onto the shelf in a step-like 
fashion, as a thin coating over the older coarser shelf sediments. The long 
range pattern, if sea level continues to rise, would be one of the transla- 
tion of the nearshore shoreface depo-center shoreward, further isolating the 
ridge system as the distal edge as the shoreface migrates landward. 
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CHAPTER 112 

CAPACITY OF INLET OUTER EARS TO STORE SAND 

Todd L. Walton, Jr.1 and William D. Adams 

ABSTRACT 

Inlets act as large sand sinks for sand derived from adjacent 
beaches. An attempt to quantify the amount of sand in an outer bar 
is made with the major governing parameter of inlet hydraulics, tidal 
prism. In areas of high wave activity there appears to be a well de- 
fined limiting relationship to the amount of sand stored in the off- 
shore bar as a function of tidal prism. In areas where inlets are 
exposed to lower wave activity, more scatter is noted in this correlation. 

Relationships for estimating the equilibrium storage volume of sand 
in the outer bar/shoal of newly cut inlets on highly exposed, moderately 
exposed, and mildly exposed coasts (where degree of exposure relates to 
wave action offshore) are proposed for use in estimating quantities of 
sand which will eventually be lost to adjacent beaches. 

A conclusion of the study is that more sand is stored in the outer 
bar of a low energy coast than in the outer bar of a high energy coast. 
An upper limit to outer bar storage in low energy zones may be a func- 
tion of additional parameters other than tidal prism such as longshore 
energy flux at the inlet site and inlet history. 

INTRODUCTION 

A commonly recurring problem of importance to coastal engineers is 
evaluating the number of inlets which a given length of shoreline can 
maintain in terms of inlet stability, and the degradation which a given 
inlet will cause to the surrounding shoreline. A considerable amount of 
research effort has been placed on the hydraulic aspects of inlet design 
and is discussed in References (1,2,3,4,5, and 6). Little research 
though has been done on the effects of inlets on adjacent shorelines (7). 
It is apparent that these effects are considerable when a correlation 
of shoreline erosion rates and locations of tidal inlets are made. In 
Florida, shoreline recession rates in the near vicinity of inlets are one 
to two orders of magnitude higher (10-70 feet per year) than average 
shoreline recession rates away from the influence of inlets (1-3 feet 
per year) (8). It is apparent that these inlets act as sand sinks in 
their capacity to absorb tremendous quantities of sand in both their 
outer bars and their inner shoal areas. Unfortunately this sand is 
derived from adjacent beaches and causes a consequental degradation to 
those beaches. An idea as to the magnitude of the inner shoal volumes of 
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sand trapped by an inlet is given in Table 1. The data in this Table are 
calculated from comparative surveys of the inlets over the period of 
years noted. It appears that the inner shoals of inlet systems may 
reach an equilibrium shoaling volume (Reference (10)) after a given period 
of time, therefore decreasing the erosional influence on adjacent shore- 
lines (assuming no dredging of inner shoals takes place). 

It seems reasonable to assume at first that such a process might 
occur on outer shoal/bars of inlets also. If an inlet is to be cut in 
a barrier island system, it is desirable to have an estimate of this 
sand volume which will eventually be lost from the surrounding beaches 
to the outer bar/shoals and to the inner shoals of the inlet. The 
present paper discusses a correlation between the amount of sand stored 
in the outer bar of an inlet and the inlet tidal prism or the inlet 
channel cross section. Assuming one can properly estimate the inlet 
hydraulics and equilibrium cross-sectional area which an inlet will take, 
this correlation should allow a coastal engineer to obtain a rough 
approximation of the final consequences which the opening of an inlet 
will have on adjacent shorelines. 

METHODOLOGY 

CaZcutatioyi o& Sand -in. Outzt Bax/Shoati 

The procedure followed in calculating the volumes of sand residing 
in the outer bar/shoals of inlets is covered in depth in Reference (7). 
A summary of the methodology follows. 

The parallel contour lines upcoast and downcoast of an inlet away 
from the influence of the inlet, were assumed as the natural topography 
of the coast without the inlet. This idealized "no-inlet" hydrography was 
then superimposed on a chart of the actual hydrography for the inlet. 
Depth differences between the actual existing bathymetry and the idealized 
"no-inlet" bathymetry were then calculated at the intersections of a grid 
system and averaged for each grid square and summed to give a volume of 
sand in the outer bar. The procedure for calculation is summarized in 
Figure 1 from Reference (7). As the procedure is somewhat subjective, 
the total difference in sand volume between the idealized ''no-inlet" 
shoreline and the existing inlet shoreline was calculated two or more 
times for each inlet system with acceptable answers showing less than 
10% deviation in the bar/shoal sand storage volumes calculated. Volumes 
of sand in outer bar/shoals of inlets on the lower East Coast of Florida 
were very hard to estimate in this manner due to complicated offshore 
reef structures in the nearshore zone and in all but one case were 
eliminated from further consideration. Volumes of sand stored in the 
outer bar/shoals of 44 inlets around the sandy portion of the United 
States coastline were calculated in the above manner and are presented 
"in Table 2. 

As an indication of how extensive some inlet outer bar/shoal systems 
are, Figure 2 shows an inlet outer bar/shoal system for St. Mary's River 
Entrance. St. Mary's River Entrance on the Florida-Georgia border has 
shoals extending over five nautical miles offshore (from the updrift 
coastline). This inlet has one of the largest offshore bar/shoal systems 
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Scala 

0      1000  2000 3000 Feet 
— — —— Idealized  No-Inlet Contour  Lines 

21 L 
Existing   Bothymetric  Contour Lines 

OCEAN 

21 

• ri.-.i'-'.iV^-'' "•"I y;:rry':-'-~"^ar"ni; 

Procedure 
1. Construct Idealized No-Inlet Contour Lines 

2. Impose 1000 foot square grid system on chart and calculate 
differences between actual depth and idealized no-inlet 
depth at grid line intersections (see example block) 

3. Average depth differences at intersections and record 
in center of block (see example block) 

4. Compute volume of sand in outer shoal  by summing averaged 
block depth differences and multiply by 10? feet2 

Figure 1.    Steps in Calculation of Accumulated Volume of Sand in 
the Outer Bar.    Procedure Illustrated for Idealized 
Inlet.    From Reference (7). 
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Figure 2. St. Mary's River Entrance. 
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of inlets investigated in Florida with over 136 million cubic yards of 
sand stored in it. The heavily developed area to the south of this 
inlet has historically suffered from erosion. 

Tidal VnJLhmi, 

Tidal prism measurements came from References (11,12,13,14, and IS). 
In most all of the cases the tidal prisms were either measured from current 
data taken at the throat of the inlet or by the "cubature method". Jarrett 
(14) discusses the cubature method in detail. In most all cases the date when the 
prism was measured corresponded to the survey date from which the estimate 
of outer bar sand volume was made. 

Tidal prisms for the 44 inlets in which sand volumes have been calculated 
are presented in Table 2. 

Channel C104& Section AM.ZCU> 

Channel cross section areas came from References (11,12,13,14, and 15) 
and from some additional measurements by the authors. In most all cases 
the cross section used was that at the throat area as defined in Reference 
(11), and were taken from the same survey as the inlet outer bar. Channel 
cross sectional areas are presented in Table 2. 

Coa&tal BneJtgy Regime 

To suitably classify the data on inlets into some organizational 
scheme with regard to wave energy acting on the outer shoals of the inlets 
it was necessary to use some type of coastline parameters which gives a 
rough quantitative description of the energy potential available to modify 
the outer shoals of inlets. The parameters chosen were wave height, wave 
period, and nearshore continental shelf slope. Wave heights and wave 
periods available were average wave heights from wave gages in the nearshore 
zone (IS to 20 feet below MLW) from the Coastal Engineering Research Center 
wave gage program. As these wave heights already have the measure of 
continental shelf slope implicit in them (energy has been dissipated over 
the shelf up to the wave gage depth), the basic measure gf2wave energy 2 
used to separate energy environments was the parameter H T (wave height X 
wave period ). On mildly exposed, moderately exposed, and highly exposed 
coastlines, this parameter was arbitrarly chosen to range from 0-30, 30-300, 
>300 respectively. This classification lumps the South Carolina, Texas, 
and lower Gulf Coast of Florida inlets into the mildly exposed coast range; 
the East Coast, and Panhandle of Florida (Gulf Coast) inlets into the 
moderately exposed coast range; and the Pacific Coast2coasts into the highly 
exposed coast range. The (wave energy) parameter H T , and the offshore 
distance to the 5 and 10 fathom depth curves are given for various coastal 
segments in Table 3. 

RESULTS 

The data used in the correlations of tidal prisms with outer bar/ 
shoal sand storage volumes are given in Table 2. Correlations were made 
for three coastal energy level groupings and for all inlets combined using 
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an equation: 

where 

SAND STORAGE CAPACITY 1929 

V = aPb (1) 

V-   = volume of sand stored in the outer bar/shoal of the inlet 
(in cubic yards of immersed sand), 

P = tidal prism of inlet (in cubic feet), 

a,b = correlation coefficients. 

Linear regression was used to obtain the coefficient b for the case of 
highly, moderately, and mildly exposed inlets and for the case of all 44 inlets 
combined. For these four cases the coefficient b equals: 

Highly Exposed Inlets b = 1.23 
Moderately Exposed Inlets b = 1.08 
Mildly Exposed Inlets b = 1.24 
All Inlets b = 1.26 

As there was no significant difference in the exponentali correlation 
coefficients, the value b = 1.23 corresponding to high energy coast 
(Highly exposed) inlets was used for the correlations with all inlet 
groupings. The justification for this somewhat arbitrary fixing of 
parameters was that a minimum of scatter existed in the correlation 
of the Pacific Coast Inlets (Figure 3). The minimum scatter in this 
plot over two orders of magnitude is somewhat suprising in view of the 
many parameters which should be of importance in inlet outer bar shoaling 
such as inlet history, available longshore energy flux, and physiography 
of the inlet-coastal location. The reasons for this minimum scatter in 
the Pacific Coast inlets studies may be more apparent upon considering the 
variables causing sand shoaling in outer bars. 

The mechanism whereby sand is fed to the outer bar is twofold. Ebb 
tide flows tend to drive the material offshore which is being fed to the 
inlet by longshore currents, and wave activity on the outer bar tends to 
drive the material back to shore while at the same time feeding sand to 
the inlet in adjacent longshore current systems. The inlet outer bar/ 
shoal is self perpetuating in the sense that longshore currents feed sand 
to the inlet system which causes the outer bar to grow which in turn 
causes wave refraction and sheltering effects at the inlet promoting 
a continued flux of sand toward the inlet over an increasing area (16). 

Inlet history is important too. Should the inlet close or the tidal 
prism be reduced drastically (due to modifications of the inlet inner bay 
system) much of this material would be driven back to the beaches. The 
principal author has noted this occurrance in two locations on both the 
East Coast and Gulf Coast of Florida. In the case of the Pacific Coast 
inlets studies, all of the inlets have been open over recorded history. 

Physiography must play an important part also. The authors have 
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noted that inlets which are estuarine (i.e., estuaries), have significantly 
smaller inner shoals most likely due to the predominance of ebb flow 
during landward flooding periods. The Pacific Coast inlets used for the 
highly exposed coast correlation are alike in that they are estuary systems. 

Thus, the Pacific Coast inlets are physiographically similar, his- 
torically open, and have similar (in a gross sense) longshore energy 
flux levels; and, therefore, should experience less scatter. 

Using the exponential correlation coefficient b = 1.23, analysis 
was made to determine the correlation coefficient a and the corresponding 
volume - prism relationship for the three groupings of inlets and for the 
44 inlets combined. The corresponding equations are shown below: 

_5  1 77 
Highly exposed coasts (7 inlets) ¥ = 8.7 x 10 5 Pf

-" (2) 
Moderately exposed coasts (18 inlets) ¥ = 10.5 x 10"5 v\'i\ (3) 
Mildly exposed coasts (16 inlets) ¥ = 13.8 x 10"5 P7'?? (4) 
All inlets (44 inlets) ¥ = 10.7x10" P- (5) 

The plots of the prism-outer bar storage volume for the various 
inlet groupings are given in Figures 3, 4, 5, and 6. Three inlets were 
not used in any of the inlet groupings although.they were used in the 
"all inlet" correlation. These inlets and the reasons for non-inclusion 
in the groupings are shown below: 

1. Baker's Haulover Inlet - The inlet was created in 
1923 with very short jetties which were destroyed 
in the hurricane of 1926 along with the occurrence 
of major modifications on the inlet. The inlet 
was rebuilt in 1928 shortly before the survey data 
in Table 2 was taken, therefore the outer bar would 
be expected to be far below any equilibrium value. 

2. Clearwater Pass (formerly Little Pass) see below 

3. Dun'edin Pass (formerly Big Pass) Major modifications 
have occurred in the Clearwater Harbor area, drastically 
changing the inlet hydraulics of Clearwater Pass 
and Dunedin Pass to the North. The outer bars have 
responded to the tidal prism changes accordingly 
but may not as yet have reached an equilibrium for 
the new tidal prisms of the inlets as changes in the 
sedimentary structure of an inlet lag changes in 
tidal hydraulics. 

As inlet channel cross-sectional area shows a definite correlation 
with tidal prism (11, 12) and is an easier quantity to measure than 
tidal prism, a correlation was also made with the available data for 
bar volume—- cjjarmel cross-sectional area relationships. Correlations 
were made for the three coastal energy level groupings and for all inlets 
combined using an equation: 

¥ = a'Ab' (6) 
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where 

b' = 1. ,28 
b' = 1, .23 
b' = 1, .28 

¥ = volume of sand stored in outer bar/shoal (as before), 
A = inlet channel cross-section area at throat (in square feet), 

a',b' = correlation coefficients 

Linear regression was again used to obtain the coefficient b' for all 
cases and is tabulated below: 

Highly Exposed Inlets 
Moderately Exposed Inlets 
Mildly Exposed Inlets 

The value b' = 1.28 corresponding to the highly exposed and mildly 
exposed inlets was used for the correlations with all inlet groupings, 
and analysis was made for the coefficient a'. The corresponding equations 
for all inlet groupings are shown below: 

Highly exposed coasts (7 inlets) ¥ = 33.1A1-^ (7) 
Moderately exposed coasts (18 inlets) V = 40.7A1-2" (8) 
Mildly exposed coasts (16 inlets)   ¥ = 45.7A1-28        (9) 

The plots of the cross sectional area-outer bar storage volume 
for the various groupings are not shown, but prove to have considerably 
less scatter than the tidal prism - outer bar storage volume plots. 
Under a given set of conditions either tidal prism measurements or in- 
let cross-sectional measurements could be considerably unrepresentative 
of the "equilibrium" conditions, hence, both the volume - prism and 
volume-cross section relationships should be considered when obtaining 
an estimate of the sand storage capacity of an outer bar system. 

CONCLUSIONS 

The volume of sand stored in the outer bar/shoals of inlets shows 
a strong correlation with the tidal prism, and also, as would be predicted 
by the pioneering work of O'Brien (11,12), a strong correlation with 
cross sectional inlet throat area also. 

Although a great deal of scatter exists in the data, the trend of 
increasing outer bar/shoal storage with increasing tidal prism exists 
over two orders of magnitude as shown by the included inlet data. 

A correlation was made of these parameters and it was found that 
more material was stored in the outer bar/shoals of low (wave) energy 
coasts then high (wave) energy coasts. This is because there is more 
available (wave) energy to drive the sand back to shore in high energy 
environments after being deposited as a shoal. 

A number of parameters other than tidal prism (or cross-sectional 
area) and wave energy also play a large role in sand trapping on outer 
bar/shoals. Two important parameters which have not been explicitly 
considered in the present analysis are longshore energy flux which moves 
the sand to the inlet where the ebb tidal current can deposit it on the 
outer bar, and size distribution of littoral material which limits the 
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ability of the material to movement away from the surf zone. Further 
research is needed to better define how these parameters control the 
influence of outer bar sand storage. 

Further work is also needed on the inner bay or lagoon shoal storage 
volumes and on the potential of any given inlet to trap sand in its in- 
terior shoal system. 

ACKNOWLEDGMENTS 

This work is a result of research sponsored by the NOAA Office of 
Sea Grant, Department of Commerce under the State University System of 
Florida Sea Grant Project, "Nearshore Circulation, Littoral Drift, and 
the Sand Budget of Florida." 



SAND STORAGE CAPACITY 1937 

REFERENCES 

1. Brown, E.I., "Inlets on Sandy Coasts," ASCE Trans., Vol. 65 

2. Keulegan, G.B., 1967 "Tidal Flows in Entrances" Committee on 
Tidal Hydraulics Technical Bulletin #14, Corps of Engineers, 
Vicksburg. 

3. O'Brien, M.P. and Dean, R.G., 1972, "Hydraulics and Sedimentary 
Stability of Coastal Inlets," Proceedings of Thirteenth Coastal 
Engineering Conference, Vancouver. 

4. Bscoffier, E., 1975 (to be published in Shore and Beach Magazine), 
"Tidal Inlets with Inertia". 

5. Van de Kreeke, J., "Water-Level Fluctuations and Flow in Tidal Inlets," 
Journal, Waterways and Harbors Division, ASCE, Vol. 93, No. WW4. 

6. Mota, Oliviera, I.B., 1970, "Natural Flushing Ability in Tidal Inlets," 
Proceedings, Twelfth Conference in Coastal Engineering, pp. 1827-1845. 

7. Dean, R.G., Walton, T.L., 1973, "Sediment Transport Processes in 
the Vicinity of Inlets with Special Reference to Sand Trapping," 
Proceedings Second International Estuarine Research Conference, 
Academic Press. ~ 

8. U.S. Army Corps of Engineers, 1971, National Shoreline Study, Regional 
Inventory Report; South Atlantic - Gulf Region, Jacksonville District, 
Jacksonville, Florida. 

9. Vallianos, L., 1970, "Recent History of Erosion at Carolina Beach, 
N.C.," Proceedings Twelfth Coastal Engineering Conference, Washington 
D.C. 

10. Walton, T.L., 1973, "Glossary of Inlets Report #1,-St. Lucie Inlet" 
Sea Grant Program Publication SUSSG-1, University of Florida. 

11. O'Brien, M.P., 1931, "Estuary Tidal Prisms Related to Entrance Areas," 
Civil Engineering, Vol. 1, No. 8, pp. 738-739. 

12. O'Brien, M.P., 1969, "Equilibrium Flow Areas of Inlets on Sandy Coasts," 
Journal Waterways and Harbors Division, ASCE. 

13. Johnson, J.W., 1972, "Tidal Inlets on the California, Oregon, and 
Washington Coast," University of California, Hydraulic Engineering, 
Laboratory Report HEL 24-12. 

14. Jarrett, J.T., 1974, "Tidal Prism - Inlet Area Relationships:" U.S. 
Army Waterways Experimental Station, Vicksburg, Mississippi. 

15. Bruun, P. and Gerritsen, F. 1966, Stability of Coastal Inlets, Vol. 1 
and 2. North-Holland Publishing Company, Amsterdam. 

16. Walton, T.L., and Dean, R.G., "Outer Bars as a Source of Beach Nourish- 
ment Material," Shore and Beach Magazine (to be published in 1976). 



CHAPTER 113 

INLET CHANGES OF THE EASTFRISIAN ISLANDS 

by 

Gunter Luck 

Research Station for 

Island- and Coast-Protection, 

Norderney, West-Germany 

ABSTRACT 

The seven sandy islands of the Eastfrisian group would 

appear to be initially formed and now continually supplied 

with sand from the Westfrisian group and the mainland to the 

west. The inlets between'these islands are in dynamic 

equilibrium with the strong tidal currents of the near 2,5 m 

range in the area. Hydrographic information dating back to 

1650 permits the development of a hypothetical model which 

explains the historic changes and might predict future 

trends. The installation of coastal defence structures on 

the eroding western extremities of some islands in the 

mid 19  century has greatly influenced the bars by which 

sand is transported from island to island in an easterly 

direction. 
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GEOGRAPHY 

In front of the southern German North Sea coast between 

the estuaries of the Jade and Ems Rivers the Eastfrisian 

Islands are situated; from west'to east they are: Borkum, 

Juist, Norderney, Baltrum, Langeoog, Spiekeroog and 

Wangerooge (fig. 1). These islands are separated by the tidal 

inlets Osterems, Norderney inlet, Wichter Ee, Accumer Ee, 

Ctzumer Balje and Harle. Southward,to the coast of the 

mainland, extend vast tidal flats with sand, silt or mixed 

soil. The mean tidal range increases from west to east as 

follows: 2,2 m at Borkum, 2,4 m at Norderney, 2,6 m at 

Baltrum, 2,7 m at Spiekeroog and 2,9 m at Wangeroqge/east. 

FORMATION AND AGE OF THE ISLANDS 

The islands are completely built of sand and only along 

their southern borders are more-or-less extensive marsh 

areas, which have developed by natural siltation. For a long 

time there have been only very vague notions concerning 

formation and age of the islands. It was supposed that they 

were remainders of the former mainland, separated at some 

stage by storm tides. According to another theory they once 

belonged to an extended spit of land, which was pierced 

during a storm tide at several points. However, by the aid 

of rationalizations, facts and latest findings of the 

morphological/hydrological processes in the Eastfrisian 

tidal flats it can be shown, that the islands were formed 

by the coincidence of current, surf and wind (LtlDERS, 1953). 
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The west to east directed flood current, which is stronger 

than the ebb current, shifts the sands necessary for the 

formation of the islands from the Belgian/Dutch coastal 

area. 

Even today the origin of the sands has not been definitly 

resolved. Mineral explorations prove some sediments are 

from the big rivers, but also there is erosion material 

from the British cliffs, hore distant sands of the bottom 

of the North Sea are traceable. These sediments, transported 

by the tidal currents, are formed into longshore bars by 

wind and waves and finally the surface is elevated above 

the high-water-level and is stabilized by vegetation. The 

influence of plants on the blown sand is to increase the 

heigth of the bars until they become dune islands. The 

constant supply of new sea sands provides the nutrients 

necessary for a strong and healthy vegetation. 

The distance between the mainland and the islands is 

determined by the tidal range. At little or no tidal range 

the longshore bars and finally the dune islands are formed 

closer to the coast. 

So far it is not possible to determine the exact age of 

the islands. However, there are references from Greek 

sailors which permit the hypothesis, that the islands 

already existed in 300 B.C. As the Atlantic transgression, 

which led to the formation of the North Sea, commenced 

about 10.000 B.C. and was interrupted by several phases 
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of regression, a geological determination of the age of 

the shifting sands cannot be performed and therefore a 

definite estimate of the age of the islands is not possible. 

As the sands are powerless against the forces of current, 

surf and wind, the islands in the past underwent frequent 

changes of shape, with long-term developments being over- 

shadowed by short-term events. The tidal flats, tidal inlets 

and islands are in a state of dynamic equilibrium (WALTHER, 

1971) and therefore the changes in the islands and tidal 

inlets affect also the tidal flats. Only by the construction 

of the protection works on the islands in the middle of 

the last century was this process interrupted. 

ANCIENT REPORTS 

The coast and the adjoining tidal flats were first described 

by the Roman geographers PLINIUS and STRABO at about the 

birth of Christ. But the first time the islands were named 

was in 1398. However, the document did not give further 

details. Since the 16  century the islands are mentioned 

more frequently in nautical manuals, and recorded in coastal 

views for navigation purposes. The first comprehensive 

descriptions of the islands date from the years 1650 and 

1657 (cited in THILO, 1953). For the first time the height 

and location of the dunes were related to sea level. 

Narrow beach sections and dune erosion were fully described 

and measurements were recorded. Following upon these 
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observations inquiries were made as to whether the natural 

sand supply was sufficient or if there was a necessitiy to 

protect beach and dunes by artificial means. 

These reports are valuable since. With their aid, supplemented 

by other ancient reports, it is possible to record the island 

contours relatively well. They provide also the basis for 

the Historical Map 1 : 50.000 of the Research Station for 

Island- and Coast-Protection, Norderney (HOMEIER, LUCK, 1969). 

The most remarkable phenomenon of the long-term development 

of the islands, traceable since about 1650, is the fact that 

at their western ends they underwent a considerable loss of 

beach and dunes, whilst they built up in the east. This 

phenomenon, being interrupted by the construction of the 

protection works, often has been called the "west-east- 

migration" of the Eastfrisian Islands. The west to east 

directed "migration" results from the preponderantly eastward 

directed forces of wind, tide and surf current. With the 

aid of numerous investigations in the area of the Eastfrisian 

Islands the mechanism of this west-east-shift could be 

interpreted. 

THE MAP OF GUITET OF 1708 

The first map recording the area of the Eastfrisian Islands 

well enough to be interpreted was drawn by the Dutch Admiral 

Kathurin GUITET in 1708 (fig. 2). The then existing contours 

of tidal flat, islands and tidal inlets are preserved in 
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Fig. 2: Wad en buyten-kaart, M. GUITET, Amsterdam 1708/10 

\    L    1L  rtsifcaS'*""'00" 

Fig. 3: Eastfrisian coast and islands, A. PAPEN, 1843 
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this map. However, the length of the islands, width of the 

tidal inlets etc. cannot "be measured due to the map's lack 

of accuracy in scale. For the coastal research the most 

remarkable phenomenon at that time was the division of the 

tidal inlets between the islands into two deep narrow 

channels, which were separated by middle-sands. The first 

map of accurate scale from the year 1860 (fig. 3), however, 

shows tidal inlets with only one deep narrow channel. 

Consequently in most tidal inlets there must have been an 

alteration from double to single channel profile. 

The map of GUITET shows the remains of the once large 

island Buise, which obviously extended into the present 

offshore area north of Juist Island. The final phase of 

the disappearance of this island is recorded relatively 

well in contemporary maps, discussions, sailing-instructions 

etc. (LANG, 1955). The well substantiated events in the 

Norderney inlet, the reduction of the island Buise to a 

middle-sand and it's final merging at the eastern end of 

Juist Island, plus the change of the tidal inlet from a 

double to a single channel profile, made it possible to 

rationalize these processes on the basis of the findings 

of modern hydrodynamics. Though the existing information 

for the other inlets is less comprehensive it is sufficient 

to prove the applicability of these basic findings. 
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MODIFICATION OF THE TIDAL INLETS 

Though the events in the tidal inlets did not all proceed 

at the same time, the modifying processes are uniform and 

can be reproduced in hypothetical models. These explanations 

can be divided into separate successive stages (fig. 4): 

Stage I: The middle-sand M between the islands A and 

B lies above high-water-level and is being shifted to 

the south. This southward displacement of M is 

substantiated by contemporary reports. The tidal inlets 

G., and G~, which seem to have been hydraulically equal, 

are located on both sides of the middle-sand. Each one, 

G-| and G?, has it's own intake area separated by the 

topographical water-divide of the middle-sand M. 

Northward of the tidal inlets are sands, the spatial 

order of which evoke the optical impression of a bow, 

for which reason they are called "sand-reef-bow" or 

simply "reef-bow". The west-east sand transport within 

the region of the tidal inlets takes place within these 

reef-bows. Since their widths correlate more-or-less to 

the dimensions of the adjoining Wadden-Sea intake areas 

(WALTHER, 1934) (i.e. small intake area = small reef-bow 

and visa versa) these reef-bows are relatively flat and 

reach from A to M and from there to B. As M is small 

and the sand, coming from A, does not find enough room 

to spread or build dunes, these sand-supplies do not 

take hold and M.undergoes a loss of material. The 
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Fig. 4: model of longterm reshape of a lidal inlet 

(without scale) 
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north-western end of B, however, is well provided with 

sand and correspondingly resistant to erosion. 

Stage II: Due to the continuing southern movement of M 

and the east-directed growth of A the reef-bow of G., 

shortens. As the total sand-supply remains constant over 

a longer period of time the shoals are moved closer 

together and consequently the water-exchange in G,, is 

reduced. These processes are complementary. Although 

the water-exchange is now increased in G„, due to the 

reduction in G., , the arc of the reef-bow is still 

unchanged and the northwestern end of the island B is 

still well supplied with sand. At the same time the 

topographical water-divide of M, still effective in 

Stage I, is gradually reverted and the formerly two 

separate catchment areas gradually become one. 

Stage III: The processes of Stage II continue and M 

has now become part of the reef-bow of Q.. As the entire 

intake area between the water-divides of the islands A 

and B remains constant, changing only minimally over a 

long period of time, the water-exchange shifts increasingly 

to G„. Thus the reef-bow of G? is displaced further north 

and the attachment area of the sands on B is shifted 

eastward. This produces a sand deficiency on the western 

end of island B. 
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Stage IV: The development of the tidal inlet from a 

double to a single channel profile has been completed. 

The reef-bow of G has found it's new shape and in the 

west of island B, which is no longer receiving natural 

sand-supply, the dunes begin to recede under the 

influence of the surf. On Norderney Island for instance 

this state was reached around 1800. 

With the Eastfrisian Islands the natural development has 

not gone beyond Stage IV. The beach and dune erosion, which 

occurs after termination of Stage IV, was prevented by 

seawalls and groynes. An uninterrupted development would 

have allowed the inlets to further change their shape as 

described in Stage V and Stage VI. In one case, namely on 

Wangerooge Island, this process has already begun with the 

formation of a new deep channel (FUHRBOTER, LUCK, LUDERS, 

1973). 

Stage V: The dunes of island B are eroded by surf and 

wind; they recede up to the area of sufficient sand- 

supply (attachment area) and there remains only a beach 

B'. At elevated high-water-levels the surf erodes a 

channel close to the dune base, which gradually becomes 

deep enough to overflow even at normal tides. With this 

the preconditions for the formation of a new tidal inlet 

are fulfilled. On Wangerooge Island, the eastern most - 

Eastfrisian Island, such a development started about 

1900. The final development of a new channel was 
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prevented by the construction of a long and heavy groyne 

(LUDERS, 1952). 

Stage VI: The channel in front of the dune base of 

island B has developed into a new tidal inlet. The 

duneless west-beach of the island B is cut off and has 

become a new middle-sand M*. By this stage a configuration 

has been reached, which approximates that of Stage I. 

The developments, described in this hypothetical model, apply 

to the islands Juist to Wangerooge. Borkum Island, due to 

it's location in the Ems estuary, is influenced by other 

parameters, which do not allow a transfer of the concepts 

to the Ems and Easter-Ems inlets. 

The investigations, involving developments since 1650, prove 

that the transitions of the tidal inlets tend to proceed 

in cycles from double to single channel profile and back 

to the double version. An unrestricted extrapolation of 

these phenomena into the future, however, is not possible 

without consideration of the secular water rise. Over a 

longer period of time the secular water rise effected a 

southward shift of the islands, which will continue. At 

the moment the possibilities are being studied for including 

the secular water rise into the present models. 
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DEVELOPMENT OF LENGTH AND WIDTH OF THE ISLANDS 

AND TIDAL INLETS 

Since 1650 the total length of the island chain from 

Juist to Vangerooge remained constant at about 68 to 

69 km, provided that the beach accretions of Juist/west 

and Wangerooge/east (about 3,5 km) are deducted. However, 

within the row of islands changes on a large scale took 

place (see Table I). 

Table I: Development of the tidal inlets and islands 

between the MHW-lines [ml 

Year 1650 1750 1860 1960 

Juist Island 10470 13010 15810 14970 

Norderney Inlet 6800 4730 2600 2770 

Norderney Island 8070 9440 13470 13870 

Wichter Ee Inlet 2170 2030 710 850 

Baltrum Island 

Accumer Ee Inlet 

8170 

3150 

7560 

2480 

10280 

5460 

1360 

5050 

1710 

Langeoog Island 9600 11230 10920 

Otzumer Balje 

Inlet 
2440 2400 2440 2410 

Spiekeroog Island 5230 5180 5910 9810 

Harle Inlet 5800 5670 4810 2000 

8320 Wangerooge Island 7300 7400 7950 

Total 69200 70180 71750 72680 
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All tidal inlets narrowed and the islands, except Baltrum 

Island, became longer. The shortening of Baltrum Island 

of about 3 km since 1650 was effected by a simultaneous 

strong eastward growth of Norderney Island. This development 

was prevented by the construction of protection works on 

Baltrum Island, which stopped a further transformation 

of the tidal inlet V/ichter Ee and with this the on-going 

eastward growth of Norderney Island. Without it's strong 

protection works Baltrum Island finally would have been 

completely destroyed, similar to Buise Island, and the 

last remains would have merged into the eastern end of 

Norderney Island. 

Figures 5 and 6 also illustrate the relations between 

the transformation process in the row of islands and the 

events in the tidal inlets. Figure 5 shows the curves of 

the total length of the islands (without tidal inlets) 

between the low and high water lines, of the dunes, of 

the total surface and of the total circumference. 

Altogether a growth of the islands can' be recognized. 

Of special interest are the curves of the lengths, which 

increase slowly in the beginning and then quickly after 

1750. At first the construction of the protection works 

1860 through 1870 had little effect on the lengths 

between the high water lines, because the protection 

works in the beginning were only effective within the 

reach of the dunes. Therefore at first"the KHW lines 
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had still space to shift backward. The curve of the 

lengths between the MLW lines, however, falls 

significantly after the construction of the protection 

works. These reductions in length occurred at the 

western ends of Juist Island and Wangerooge Island, 

the latter being displaced southward since the storm 

tides of 1854/55. 

The curves of the total widths of the tidal inlets 

(fig. 6) show a complementary development. The more the 

total lengths of the islands increased, the more the 

tidal inlets became narrow. Here in the beginning the 

construction of the protection works had no influence 

on the curve either, as the MHW and the MLW lines first 

still had enough space to shift. The rise of the 

MLW curve after 1860 has to be referred to the southward 

displacement of the duneless westbeach of Wangerooge 

Island, which has already been mentioned. The seawalls 

and groynes, constructed after 1874, served as immediate 

dune protection and left the large westbeach to the 

forces of waves and current (LUDERS, WILLECKE, 1951). 

CONCLUSIONS 

Under natural conditions (i.e. without protective works) 

the Eastfrisian Islands tend to shift eastward. On the 

basis of well substantiated long-term events in the 

Norderney inlet this tendency could be traced back to 
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morphological events in the tidal inlets and systemized 

in a hypothetical model. The application of the concepts, 

gained for the Norderney inlet, to the tidal inlets 

between Juist Island and Wangerooge Island can be proved 

by means of old maps, descriptions etc. as well as by 

consistent reasoning, facts and findings of modern 

hydrodynamics. 

The ancient "west-east-migration" or shift of the 

Eastfrisian Islands has been effected by the active 

processes in the tidal inlets, followed passively by 

the islands. The seawalls and groynes have produced a 

static condition, which if not present would have been 

temporary in nature. 
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CHAPTER 114 

BARRIER ISLAND DYNAMICS:  OVERWASH PROCESSES AND SOLIAN TRANSPORT 

Stephen P. Leatherman 

Abstract 

The northern 5 miles of shoreline at Assateague Island, Maryland 
are presently being eroded. During storms, swash surges are able to 
overtop the most landward (storm) berm as overwash with deposition 
occurring on the barren flats.  Where primary barrier dunes still 
exist, sediment-charged surges are funneled through breaches in the 
dune field for deposition of the entrained material on the washover 
fan. 

Sediment budget computations show that there has been a small net 
loss of material at each washover area, in spite of 7 discrete over- 
wash events during a 26 month time interval. The predominant north- 
west winds effectively eroded the overwash material, transporting the 
majority of the sand back to the beach. This analysis indicates 
that there exists a balance between overwash and eolian processes 
with wind transport being slightly dominant. 

Introduction 

The impetus that spurred this research was the sharp debate among 
coastal investigators concerning the importance of overwash in terms 
of the sediment budget of a barrier island. Dolan (1972) maintained 
that construction of large barrier dunes in the 1930's«along the 
Outer Banks of North Carolina has had a significant adverse impact 
on this shoreline's stability. By preventing overwash, material that 
would have been deposited on the backdune area will either be lost 
offshore or carried alongshore. The viewpoint of the Corps of Engi- 
neers (Shore Protection Manual, 197^) is that island maintenance by 
overwash is probably only significant within the context of a geologic 
time frame. The mechanics of barrier island migration by the overwash 
process have not been previously established by quantitative studies. 

Assistant Professor, Department of Geology, Boston University, 
Boston, Massachusetts 02215 
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This investigation was designed to address the question of the short- 
term sedimentary dynamics of a washover area on Assateague Island. 

The concept of a sediment "budget was adopted to monitor the 
amount of sediment transport. The sediment "budget is defined for the 
control volume which includes the washover fan/flats and adjacent 
"barrier dunes, vegetated "barrier flats and marsh. The beach is ex- 
cluded from the control volume since only net changes can be recorded, 
not the actual quantities and directions of sediment removal, trans- 
portation and' deposition. Sediment "budget calculations should permit 
determination of the relative importance of overwash as a process 
shaping the "barrier island. 

During the past 26 months (Sebruary 1973 - April 1975) of con- 
tinuous study, 7 discrete overwash events were monitored at Assateague 
Island, Maryland. Field surveying prior to and after an overwash 
enabled calculation of the total subaerial sediment transport along 
selected sections of the island. Monthly surveys allowed for the 
detection of subsequent post-storm reworking and transport of sand 
on the backdune zone. 

A single washover fan (Site l) was selected for the initiation 
of this study (Fig. l). The dunes are eroded during major storms, 
and gaps between the dunes force overwash sediments into discrete units 
enabling study of individual deposits. Site 2 was established in 
the fan adjacent to that of Site 1 for volumetric comparison on an 
annual basis, for the final year of field work, 3 additional sites 
were chosen based on their position along the island and on their 
physiographic features. Sites 3 and ^ are located in a region of 
broad washover flats where barrier dunes no longer exist. Site 5 
is similar to the primary site (Site l), except that the dimensions 
of the fan are much larger. 

Previous Research 

Overwash has been reported to be a significant process along the 
Gulf and East Coasts of worth America, but little quantitative data 
is available on its transport potential. In fact, there is a scarcity 
of data correlating "storm intensity" to the expected amount of shore- 
line erosion. This type of data has direct application to engineering 
considerations, but it is difficult to obtain due to the unpredict- 
ability of occurrence and magnitude of coastal storms. 

Galdwell (1959) compiled data concerning the amount of beach 
erosion for various storms along the Hew Jersey shoreline. Sverts 
(1973) an<i Averts et al. (197^) also used surveying programs to 
determine the amount of erosion associated with single storms for 
Hew .Jersey and New York beaches. These data sets, along with original 
field data on beach erosion and overwash deposition from the tiorth 
Carolina coast, have been summarized by Schwartz (1975)- 
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Overwash Sediment Transport 

Storm parameters and overwash deposition for each event moni- 
tored 'by this investigator as well as Schwartz's (1975) data are 
given in Table 1. Relative measures of storm surges at Assateague 
Island were obtained by subtracting the predicted tide (U.S. Dept. 
of Commerce., NOAA Tide Tables) from the recorded tide (NOAA-NOS) 
for the Indian River Inlet (Bridge) tide gage, located approximately 
20 miles north of Ocean City, Md. Significant deep water wave hind- 
casts were based on the Bretschneider technique. Surf observations 
of breaker height and wave period were obtained from the CERC Beach 
Evaluation Program. 

The amount of sediment transport for the first two storms re- 
corded during this study were reported by Fisher, Leatherman and Perry 
(197^), and these results will not be reviewed. The March and Novem- 
ber 197^ northeasters were sedimentologically insignificant. Field 
observations for both storms showed that overwash surges represented 
only a small portion of the total swash, as only the leading edge of 
water was able to traverse the beach face. The April 1975 northeaster 
also represented a threshold occurrence. Since none of these storms 
resulted in any appreciable amount of beach erosion or overwash, no 
further discussion is warranted. 

The December 1, 197^ northeaster was the largest storm to attack 
these shores during the survey interval, and data is available for 
all survey sites along the island. Figure 2 shows the transect across 
Site 1 washover fan from the beach to the barrier flats. The fan 
gained 217 ft^ of sediment per foot while the first 60 feet of beach 
seaward of the dune line was eroded 110 ft3 per foot for a net gain 
of 107 ft3/ft. The sand plug level indicated that erosion by the 
overwash surges was confined to the seaward-most (throat) portion of 
the fan. The total volume of material transported into this single 
fan was 9,840 ft3 which corresponded to an effective transport of 
221 ft3 per foot of throat width. 

Sites 3, ^ and 5 were also surveyed so that the amount of beach 
erosion and overwash deposition along these transverse slices of the 
island would be available for comparison. At Site 3, the lower beach 
was apparently not eroded by the December northeaster while the storm 
berm on the backshore was carved away (Fig. 3). The quantity of sand 
eroded from the storm berm approximately equaled the amount of over- 
wash, except for a small total line loss of -29 ft3/ft. The overwash 
penetration distance was 800 feet, equal to one-half of the island's 
width at this location, but only 91 ft3/ft of material was deposited 
on the flats as overwash. 

Site 4, the other line extending across the broad, nonvegetated 
washover flats, experienced a totally different pattern of sediment 
redistribution (Fig. 4). The upper beach profile migrated over 80 
feet landward with a loss of 64 ft3/ft for the 80 feet of beach sur- 
veyed. The major lens of sedimentation occurred from 200 feet to 
600 feet landward of the beach for 153 ft °£ overwash deposition per 
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foot of beach. Absence of material seaward of this zone of accumulation 
must be related to the hydraulics of the overwash surges. The over- 
wash surges carried sediment to within 220 feet of the bay where it 
was deposited as delta foreset beds. Calculations indicate a net 
gain of sediment across the profile line (89 ft^/ft), but only 80 
feet of beach was included in the survey. 

The final survey site (Site 5) experienced the greatest amount 
of deposition. Approximately 300 ft-yft of new material was deposited 
along this line as overwash (Fig. 5)• As in the previous cases, only 
the upper backshore of the beach could be surveyed due to high water 
so that the total amount of beach erosion could not be ascertained. 
The deposit abruptly terminated at a distance of 250 feet from the 
bay. The dunes were severely scarped and eroded, but volumetric 
determinations were not possible at this site. 

During the March 1975 northeaster, an electromagnetic current 
meter was successfuly used to measure the overwash surge velocities 
during the storm event. The mean of the maximum instantaneous veloc- 
ities was 5>2 ft/sec at 1.5 inches off the bottom, while the flow 
depths averaged 6 inches. During the k hour and kO  minute time period 
bracketing high tide, 121 overwash surges were recorded by the magnetic 
tape data logger. A comparison of profiles taken hours before the 
storm and on the following day showed that an average of 29 ft3 of 
overwash material was deposited per foot of breach. There was actually 
a small amount of beach accretion (9 ft-'/ft), indicating a net onshore 
movement of bottom sediment. The barrier dunes were not eroded since 
the storm tide was quite low (Table l). 

Sediment Budget 

Sediment budget calculations indicated the net changes for the 
washover areas. Overwash was the only significant mechanism of sedi- 
ment transport to the backdune zone as documented by monthly surveys. 
Eolian processes were largely ineffective in westward transport, but 
the strong winter northwest winds resulted in severe deflation of the 
washover fan/flats between storms. 

The net 2 year change at Site 1 has been erosion (Table 2). Sur- 
vey lines that experienced greatest erosion were the least vegetated 
along their lengths. Figure 6 shows the net 26 month change along the 
centerline at this site. The fan elevation has been lowered several 
feet while the vegetation contact, which appears as a bulge in the 
survey line, has actually moved seaward during this time interval. 
The total change for the washover fan and adjacent environs at Site 1 
has been a small net loss of material from the fan surface. Slightly 
over 1000 ft-' of sand has been lost from the area bounded by the 
survey grid, not including seaside dune and beach erosion. 

The trend for the adjacent washover fan (Site 2) was weighted 
heavily toward erosion for a net loss of 6,000 ft3 during this time 
interval. This fan, however, was sparcely vegetated with an active 
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blowout on the north dune which flanked the fan. In the absence of 
any stabilizing agent, the newly-deposited overwash sand was very 
susceptible to reworking by the predominant northwest winds, resulting 
in loss of material from the fan surface. 

Sites 3i 4 and 5 had similar response patterns during the 1974- 
75 storm season. In each case there was a zone of eolian action 
where wind was able to strip away large quantities of sand as shown 
at Site 4 (Fig. 7) and Table 2. Below an elevation of 4.7 feet, 
there has been net accretion on all three lines. Sand deposited 
below this critical elevation will not be reworked. Field obser- 
vations indicated that this elevation coincided with watertable or 
semi-saturated conditions. 

Discussion 

A limiting criterion for the generation of an overwash event 
can be related to a significant wave hindcast by the Bretschneider 
method. Deep water waves with heights of 10 to 11 feet represent 
the minimum conditions necessary for overwash. This condition is 
generally satisfied by a small northeaster, which generates 24 knot 
winds for 20 hours or more. For larger events, the deep water wave 
hindcast is certainly an important index in terms of assessing a 
storm's impact on the shoreline, but is perhaps not the most im- 
portant factor. 

For this discussion of storm size versus amount of overwash, 
refer to Table 1. Data for the February 9-11. 1973 northeaster at 
Cape Hatteras is from Schwartz (1975)> and this storm was hindcasted 
by this investigator for comparative purposes. Unfortunately, other 
storm parameters, such as amount of surge, are now known. Exam- 
ination of Table 1 reveals that there is not a clearly definable 
correlation between storm size, as given by deep water wave height, 
and amount of deposition. A far more important parameter may be 
storm surge, in-as-much as the December 1, 1974 northeaster resulted 
in the largest amount of deposition per breach width, but had the 
third highest hindcasted deep water wave height. This analysis does 
not argue against waves as a controlling parameter for overwash but 
asserts that storm surge may be more important. Large waves and high 
surge are somewhat coupled systems since both are dependent on some of 
the same meteorological parameters. Based on this data set, it is sug- 
gested that storm surge is the single most important factor in deter- 
mining the magnitude of an overwash. Since only certain size waves 
are allowed to reach the shore based on breaking criterion, it is 
the height of the storm tide that allows the dunes to be directly 
attacked by storm waves and swash surges to overtop the barrier 
threshold as overwash. 

In attempting to determine if there is a differential amount of 
sedimentation along the island, only the December 1, 1974 overwash 
data is available for all survey sites. Sites 3. 4 and 5 showed the 
greatest amount of variance in deposition (Table Z),  but are all con- 
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tained within a one-half mile stretch of coast. This differential 
amount of sedimentation may be linked to local constraints, such as 
sand availability. 

As previously mentioned, overwash deposition at.,Site 3 almost 
perfectly matched the amount of storm berm lost plus a small amount 
of beach erosion. At Site k,  there has been a much greater amount of 
overwash deposition, and, as reflected by before and after profiles 
(Fig. k), probably a greater amount of beach erosion. The length of 
beach surveyed (80 ft in this case) was a severe limitation in exactly 
defining this relationship. At Site 5> there was 300 ft-yft of over- 
wash deposition, which is over three and almost two times greater 
than thatrecorded at Sites 3 and 4, respectively. The corresponding 
amount of beach erosion at Site 5 was quite small in comparison to 
the large amount of deposition. It should be noted that Site 5 
washover fan is bounded by large dunes on each side of the throat 
which may act as a source of sand. Post-storm field inspection in- 
dicated a large amount of seaside dune face erosion associated with 
its scarping and landward retreat. This analysis indicates that the 
chief source of material for the overwash surges is the beach back- 
shore and dunes. 

A rough calculation of the amount of overwash as compared to 
beach and dune erosion can be made by using the December 197^ data 
set at Site 1. The average amount of beach erosion for the first 60 
feet seaward of the dune line was 118 ft3/ft. Dune erosion rates 
were quite variable as recorded by the north and south dune profile 
lines, so an average value of 52 ft3/ft was used for calculation 
purposes. The .third dimension of the control volume can be defined 
as half the shoreline distance between fans on each side of the fan 
monitored. For Site 1 this distance corresponded to 1^5 feet of dune 
and 187 feet of beach length as source area or a total of 29,600 ft3 
available for net displacement. Total volume calculations for Site 1 
showed- that 9,300 ft3 of material was effectively transported across 
the threshold which represented Ji.  percent of that available in this 
specified zone of change. The majority of sand removed from this 
zone was probably transported a short distance offshore to become 
incorporated into the large storm bar. Undefinable amounts of sand 
are permanently lost offshore, and an imbalance in the longshore 
transport at any particular point along the shoreline necessitates 
net erosion or accretion of material. 

Conclusions 

In spite of contributions from 7 discrete overwash events, there 
has actually been a small net loss of material from the fan/flats. 
Sand transport by wind was seen to be of the same order of magnitude 
as hydraulic transport by overwash. This analysis indicated that 
there is a balance between overwash and eolian processes with wind 
transport being slightly dominant. As a result of these two processes, 
there is a tendency for sediments from different environments of 
deposition to become homogenized. Since the backshore beach, dune 
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and overwash sand are almost of the same mean grain size (l.?0 p)  and 
standard deviation (0.30 j*0 > there is only a small loss of material 
associated with their transport and redeposition. Sand from each 
area can act equally as a source for the other. This interpretation 
agrees with the long-held concept that dunes serve as sources of 
sediment (to the beach) in times of need (during storms). 

The above indicates that non-vegetated washover fan/flats serve 
merely as temporary reservoirs for the eventual redistribution of the 
sand. Wind reworks the deposit with the bulk of the sand being blown 
back onto the beach face. The result of this sediment exchange pro- 
cess is dune erosion due to seaside scarping, no change on the fan, 
flats and marsh, and a stable or eroding beach consistent with upstream 
littoral drift conditions. 
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PROCESS AND MORPHOLOGY CHARACTERISTICS OF TWO BARRIER BEACHES 

IN THE MAGDALEN ISLANDS, GULF OF ST. LAWRENCE, CANADA 

by 
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ABSTRACT 

Detailed field investigations of barrier beach morphology and pro- 

cesses at adjacent sites in the Magdalen Islands, Gulf of St. Lawrence, 

show that the two beaches are in distinctly different morphodynamic environ- 

ments.  The differences are expressed in terms of wave energy levels, sedi- 

ment dispersal patterns, and nearshore, littoral, and dune geomorphology. 

The exposed west-facing coast has a steeper offshore gradient, is a zone of 

sediment bypassing, and has a complex sequence of three nearshore bars. Wave 

energy levels are lower on the sheltered east coast, and this is a zone of 

sediment redistribution and deposition with a single, linear nearshore bar. 

The different morphological characteristics of the two barriers are attrib- 

uted to the spatial variation in energy levels and to the differences in 

offshore gradients on the two coasts.  Computed wave energy values, derived 

from data monitored during two study periods (August and November, 1974), 

indicate that the mean wave energy levels were greater on the west coast as 

compared to the east coast by factors of 2.25 in summer and 2.95 in winter. 

This is due primarily to the dominance of winds out of the westerly quadrant 

throughout the year. 

1975 
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INTRODUCTION 

The Magdalen Islands consist of a series of barrier beaches that are 

oriented northeast-southwest to connect small bedrock outcrops on the 

shallow central shelf of the southern Gulf of St. Lawrence (Owens, 1975) 

(Figure 1).  This is a microtidal environment (mean tidal range less than 

1.0 m) and, as the Gulf is an enclosed sea, the wave climate is dominated 

by locally-generated wind waves. Winds are dominantly from between south- 

west and northwest throughout the year, with a higher frequency of storm 

winds in winter months (Table 1).  Limiting factors for wave action on the 

beach are maximum fetch distances on the order of 300 km and the presence 

of sea or beach-fast ice for periods up to four months each winter.  Lit- 

toral processes are dominated by wind waves associated with the west to 

east passage of low-pressure systems across Atlantic Canada (Table 2).  On 

the west coast of the Magdalen Islands the shoreline is exposed to the domi- 

nant and prevailing winds out of the northwest. Maximum wave and breaker 

height values on the west beach occur at times of maximum wind velocities, 

independent of wind direction.  On the east-facing coast wave characteris- 

tics are closely associated with the onshore wind component (Owens, 1977). 

STUDY 
AREA 

B 

/f 

60° 58° 

Figure 1. Magdalen Islands study area: A. Location. B.  Study sites on 
the central tombolo. 
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Table 1. Wind Data, Magdalen Islands (1933-1972) 

Mean Wind 
Velocity 
(km/h) 

Mean 
Direction 

Mean Hours/Month with Given Wind 
Velocities 

88-101 km/h 102-120 km/h >120 km/h 

Jan. 47.2 NW 13.4 2.0 0.1 

Feb. 41.4 TOJ 7.2 1.8 0.4 

March 40.6 NW 6.2 0.4 0.4 

April 36.2 NW 1.8 0.3 — 
May 35.2 NW 0.4 — — 
June 33.3 NW 0.2 — — 
July 30.6 SW — — — 
Aug. 30.4 SW 0.7 — — 
Sept. 35.7 NW 1.7 0.4 — 
Oct. 41.0 NW 5.0 0.7 — 
Nov. 41.7 NW 6.5 1.4 0.7 

Dec. 45.7 NW 9.0 2.2 0.2 

Table 2.  Storm Duration and Frequency, Magdalen Islands 

A.  Number of Storms with Winds >90 km/h and >115 km/h by 
Quadrant Over a 40-'Xear Period 

>90 km/h 
Duration 
>3 hours 

Duration 
>6 hours >115 km/h 

Duration 
>3 hours 

NW-NNE 256 68 37 15 3 

NE-ESE 62 12 3 — — 
SE-SSW 124 15 5 2 ~ 
SW-WNW 120 15 9 8 1 

B. Annual Frequency of Storm by Quadrant 

NW-NNE 6.4/yr 1.7/yr 0.9/yr 2 in 5 yr 1 in 13 yr 

NE-ESE 1.5/yr 1 in 3 yr 1 in 13 yr — — 
SE-SSW 3.1/yr 2 in 5 yr 1 in 8 yr 1 in 20 yr — 
SW-WNW 3.0/yr 2 in 5 yr 1 in 4 yr 1 in 5 yr 1 in 40 yr 
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Mean and maximum wave height values are greater on the west coast in all 

seasons due to the prevailing onshore winds. A distinct difference in wave 

energy levels exists between the two study sites (Figure 2).  Comparison of 

computed wave energy values (Table 3), derived from time-series data moni- 

tored during two study periods (August and November, 1974), shows that the 

mean values are greater on the west coast by factors of 2.25 and 2.95 for the 

summer and winter phases of the study. The same comparison for the computed 

longshore sediment transport rates (Table 4) shows that the combined hourly 

rates are greater on the west coast by 2.7 and 2.0 for the summer and winter 

study periods.  The estimated annual gross volume of longshore sediment trans- 

port is approximately four times greater on the west-facing barrier. 

I 
I 
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Figure 2.  Seasonal variations in (1) estimated wave energy on the east and 
west barriers, (2) mean monthly wind velocity, and (3) storm fre- 
quency. The period of sea-ice cover or beach-fast ice is indi- 
cated by the shaded area. Wave energy values are extrapolated. 
Storm frequency (*) is the number of periods in each month when 
wind velocities exceed 55 km/h, based on data over a 40-year 

period. 
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Table 3.  Computed Wave Energy Values (ergs/cm) 

Mean Minimum Maximum 

Summer 

Winter 

West 

East 

West 

East 

2.52 x 1011 

1.12 x 1011 

12 
2.51 x 10 

8.51 x 1011 

2.12 x 109 

2.12 x 109 

1.68 x 1011 

3.04 x 1010 

13 
1.65 x 10 

13 
1.10 x 10 

7.38 x 1013 

5.89 x 1013 

Table 4.  Summary of Computed Longshore Sediment Transport Rates 

West Coast East Coast 

Average Hourly 

Rate (m3/h) 

Net Daily Rate 

(m /day) 

Estimated Annual 

(m /yr) 

Summer 149 to N 53 to N 

95 to S 39 to S 

Winter 
631 to N 265 to N 

519 to S 315 to S 

Summer 428 to N 201 to N 

Winter 1 ,261 to N 962 to S 

Gross 2,059 ,030 550 ,943 

Net 233 ,931 to N 104 ,112 to S 

Owens 0-977) has shown that in addition to this spatial variation there 

is also a distinct temporal variation in energy levels between the two sites 

that is reflected in littoral zone morphology.  On the west coast there is a 

seasonal variation in wave energy levels that produces a "summer-winter" 

beach cycle.  On the sheltered east coast variations in energy levels due to 

the passage of low-pressure systems across the region are more important than 

the seasonal variations.  This produces beach cycles of erosion during storms 

and deposition during the post-storm recovery period (Table 5). 
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Table 5.  Characteristic Differences between the Coastal Environments 
of the East and West Barriers—Magdalen Islands 

West East 

Wave energy 

Littoral zone 
morphology 

Offshore Slope 

Nearshore Slope 

a. High energy environment 

b. Marked seasonal variation 
in wave energy levels 

a. "Summer-winter" beach cycle 

a. Moderate energy 
environment 

b. Large short-term varia- 
tions due to storm-wave 
activity 

a. Storm/post-storm beach 
cycle 

b. Relatively stable morphology b. Large short-term varia- 
in plan and profile tions in morphology 

0°10' 

0°33' 

0°05' 

0°53' 

OFFSHORE ZONE 

On the shallow shelf adjacent to the west coast of the Magdalen Islands, 

sediment is being transported landward by present-day processes COwens, 1975). 

This is an area of coarse and medium sands (Table 6) and is a non-depositional 

sedimentary environment, with local reworking and the formation of lag depos- 

its (Loring and Nota, 1973). Sediment that is transported toward the Islands 

is moved rapidly alongshore in shallow water toward and around the extremities 

of the barriers. The shelf adjacent to the east coast is sheltered from waves 

out of the west and is a depositional area of fine-grained sediments (Table 7) 

(Loring and Nota, 1973). 

The nature of the sedimentary environments on the Magdalen Shelf is 

controlled in part hy differences in the wave climate to the west and to the 

east of the islands that result from the dominance of wind-generated waves 

out of the west.  In the zone of sediment reworking and transportation on the 

shelf to the west of the Islands the sandstone bedrock is overlain by a thin, 

discontinuous layer of sand and gravel. In the depositional area to the 

east of the Islands the bedrock is buried by a continuous cover of well-sorted 
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Table 6.  Sedimentary Environments—Magdalen Islands 

West East 

Offshore 

Nearshore (<5 m) 

Beach 

Dunes 

Coarse/medium sands 

Medium sand (1.31$) 

Medium sand (1.67<(>) 

Medium sand (1.67<)>) 

Fine sands 

Medium sand (1.81<(>) 

Medium sand (1.87<(>) 

Medium/fine sand (1.95((>) 

Table 7.  Energy-Morphology Characteristics—Magdalen Islands 

West East 

Sediment dispersal 
Offshore 

Nearshore 

Subaqueous profile 

Frictional attenuation of waves 

Amount of energy reaching shoreline 

Toward east 

Rapid longshore 
movement 

Zone of deposition 

Zone at redistribu- 
tion and deposition 

Relatively steep  Relatively flat 
(1:300) (1:625) 

Low 

High 

High 

Low 

sands (Loring and Nota, 1973).  The gradients of the subaqueous slope off 

the west- and east-facing barriers are therefore partially controlled by the 

sediment dispersal pattern that results from the local wave climate. 

Wright and Coleman (1972) note that nearshore wave power is a function 

of the subaqueous slope, due to the effects of frictional attenuation, and 

that as water depth decreases frictional attenuation rates increase.  The 

offshore profiles adjacent to the two barriers are very different (Figure 3), 

particularly between the 15-m and 40-m depth contours. The broad, shallow 

shelf off the east coast has an average gradient of 0°05' (1:626) from the 

shoreline to the 20-m contour, approximately half the gradient of the shelf 

off the west coast (0°11', 1:312). Wave periods are usually less than 
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MAGDALEN ISLANDS-OFFSHORE PROFILE 

10 m 1 115 0° 30'     1 100 0°35' 
20 m 1 312 O'll1       1 626 0°05' 
30 m  1 345 0" 10'      1 680 0°05' 
40 m 1 756 0804'    I 1040 0°03' 
50 m 1 702 0° 05'     1 975 0°04' 

Figure 3.  Offshore profiles and gradients—taken on 
lines perpendicular to the shoreline at 
the two study sites. 

8 seconds in the Gulf, so that although some longer period waves would feel 

bottom in water depths up to 50 m, the frictional attenuation rates would 

probably be highest in depths between 30 m and 10 m. 

Due to the shallower depths on the east coast the loss of energy by 

frictional attenuation is much greater than on the west coast.  In addition, 

as the dominant and prevailing winds are out of the west, and locally-gene- 

rated waves dominate the wave climate, the east coast is a protected environ- 

ment in which wave heights are lower than on the west-facing barrier (Owens, 

1977).  The net effect is that (1) more energy is available on the western 

barriers (Table 3) and (2) a higher proportion of that energy reaches the 

nearshore zone as compared to the east-facing barrier. 

NEAESHORE ZONE 

The effects of the difference in the wave energy levels on the two 

coasts are clearly reflected in the nearshore zones.  Surveys on the west 

study site show a large crescentic bar system that shoals to 5-6 m at 800 m 

from the beach, a smaller middle crescentic bar, and an intermittent inner 

bar (Figure 4).  Comparison of field surveys in 1974-75 with aerial photo- 

graphs taken in 1970 indicates that the plan form of the outer bar appears 

to be constant through time.  Small longshore movements of the outer cres- 

centic bar system result in occasional overlapping of the bars in the vicinity 
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13 AUG 74 

Figure 4.  Nearshore profiles and morphology at the west and east coast study 
sites. The nearshore profiles are spaced at 100-m intervals and 
shaded areas on the maps indicate the location of subaqueous bars. 

of the horns of the crescents.  Also, it was found that the apex of the outer 

bar oscillated perpendicular to the shoreline between 700 and 900 m from the 

beach (Figure 5). These variations resulted in modification of the cres- 

centic bar form but surveys showed that the basic location and shape of the 

outer bar did not change over a 9-month period. More variation was observed 

in the plan form of the two inner bar systems, particularly following periods 

of storm-generated waves. 

By contrast the east-facing barrier is characterized by a single asym- 

metrical linear nearshore bar that shoals to 1.5-2.5 m at 250 m from the 

beach (Figure 4).  The trough depth on the landward side of the bar varied 

between 3 and 5 m. Migratory bars were also recorded inshore on the shallow 

low-tide terrace adjacent to the beach. Although the nearshore bar had a low 

amplitude rhythmic plan shape following storm-wave activity, the basic linear 

form of the bar did not change significantly over the 9-month period of the 

surveys.  The plan form of the bars on the low-tide terrace varied consider- 

ably, and this has been related to differences in the direction of wave 
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Figure 5.  Composite of nearshore profiles surveyed on line 5 on the west 
study site.  The profile is located on Figure 4 (from Owens, 1977). 

approach during summer months and to storm-wave activity during the winter 

season (Owens, 1977). 

Although the large differences in wave energy levels on these two 

barriers clearly affect the character of the nearshore zone, the actual vari- 

ations in the size and the morphology of the nearshore bar systems could be 

explained in several ways.  If it is assumed that breaking waves control bar 

formation, then the fact that the bars on the western barrier are farther 

offshore, in deeper water, and larger than the bar on the east coast would 

be due simply to higher wave heights on the west coast.  But, as the two sets 

differ so radically in plan form it is difficult to accept that bar formation 

could result from a simple variation in wave height between the two coasts. 

On the other hand, it is possible that the variation in the size and spacing 

of the bars, perpendicular to the shore, could be due to the effects of 

standing waves generated by the reflection of incident waves from the beach 

(Bowen and Inman, 1971; Suhayda, 1974).  Bowen and Inman suggest that the 

alongshore plan form of crescentic bars results from the sediment dispersal 

patterns associated with the formation of edge waves in the surf zone.  The 

absence of a well-defined crescentic bar on the eastern barrier probably 

results from the consistently oblique wave approach and high breaker angles 

that generate strong longshore currents, thus preventing the development of 

rhythmic morphology on the outer bar. 
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INTERTIDAL ZONE (BEACH) 

Sediment size (Table 6) and tidal range are constant between the beaches 

of the two study sites, so that variability in beach morphology results from 

differences in wave energy levels or in nearshore topography modifying the 

incoming incident waves.  The beaches of the western barrier are generally 

narrow (20-30 m) (Photograph 1) with a relatively steep beach-face slope 

(approximately 1:4) (Figure 6).  These beaches are characterized by an overall 

lowering of beach elevation in winter months, due to increased levels of wave 

activity during this season.  This produces a "summer-winter" beach cycle 

(Figure 7). 

The beaches of the eastern barrier are wider (40-50 m) (Photograph 2) 

and have a flatter beach-face slope (approximately 1:8) (Figure 6).  The domi- 

nance of storm-wave activity over seasonal variations in wave energy levels on 

this coast produces beach cycles that are related to erosion during storms and 

recovery during post-storm conditions. Although the beach elevation is lower 

in winter months, as compared to the summer (Figure 7), the short-term varia- 

bility related to storm-wave activity is more significant (Owens, 1977). 

The difference in slope of the beach face at the two sites is a reflec- 

tion of the different effects of nearshore topography on breaking waves. 

Waves reaching the beach face on the west coast were predominantly plunging 

breakers, during both study periods, whereas those on the east coast were 

predominantly spilling breakers.  This difference in breaker type results from 

the different gradients immediately seaward of the intertidal zone. Water 

depths and gradients are greater at the west study site (Figure 4) due pri- 

marily to the presence of a wide low-tide terrace on the east-facing barrier. 

PROFILE 2W 
13 Aug 1974 

HW- 
LW   ...   . 

5m PROFILE 2E 
14 Aug 1974 

HW 

20 40m 

Figure 6.  Representative beach profiles for the two study areas. 
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Photograph 1. West study site beach (May 1975). 

Photograph. 2.  East study site beach (August 1974). 
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Figure 7.  Sweep zone profiles for summer and winter beach pro- 
files at selected locations for the two study sites (after Owens, 
1977). 

The berm crest was slightly higher on the western beach (Figure 6) as a 

result of higher wave heights on this coast that lead to a build-up of sand 

to greater elevations on the berm during high tide periods. Bascom (1954) 

pointed out that, although storm waves tend to erode the berm, they also 

create a berm at a greater elevation due to increased wave heights and that 

they may leave a high, narrow berm that will survive until a larger storm 

erodes it. 

SUBAERIAL ZONE (DUNES) 

The dunes on the western barrier are up to 15 m in height, and erosion 

during major storms produces irregular scarps in the backshore dunes (Photo- 

graph 3). During post-storm recovery a new foredune ridge develops adjacent 

to the beach, leaving an abandoned scarp that is subsequently modified by 

eolian processes.  This pattern of irregular erosion in the backshore, fol- 

lowed by infilling to maintain a regular shoreline, has produced a complex 

dune topography.  The concentration of wave energy at particular locations 

along the dune barrier is probably a reflection of the effects of the complex 

nearshore morphology on storm waves. 
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-** 

Photograph. 3. Aerial view of dunes at the west study site 
(August 1974). 

The dunes of the east study site are part of a progradational dune- 

ridge complex (Photograph 4) with a series of parallel ridges that reach 

10 m in height adjacent to the beach (Owens and McCann, in preparation). 

Erosion during storms is relatively constant along this section of barrier, 

and there is no evidence that the ridges have been breached at any time. 

This dune-ridge complex is not characteristic of all the east-facing barriers 

of the Magdalen Islands (Figure 8).  Elsewhere dune heights are rarely greater 

than 5 m and storm-wave erosion causes the development of washover channels 

that breach the dunes and the development of fan deposits on the lagoonal 

side of the barrier (Photograph 5). 

SUMMARY 

The high energy west-facing barriers of the Magdalen Islands are pri- 

marily a zone of sediment bypassing. Material that is fed into the nearshore- 

littoral system is transported rapidly alongshore toward the northeastern and 

southern extremities. The barriers are relatively stable, with washover 

deposits occurring only in the updrift sections adjacent to bedrock outcrops 
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Photograph 4. Aerial view of beach-ridge complex at the east 
study site (August 1974). 

Photograph 5. Washover channels and fan deposits on the east-facing 
barrier to the north of the east study site (August 1974). 
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Figure 8. Generalized longshore sediment transport 
directions and areas of erosion or deposition on the 
Magdalen Islands barriers. 

or, in the case of the southern tombolo, where there is a movement of sedi- 

ment away from the central section of the barrier (Figure 8).  The sheltered, 

lower energy eastern barriers are both lower and, except for the two beach- 

ridge complexes, are frequently overwashed. This environment is primarily 

one of sediment redistribution and deposition, with a net nearshore-littoral 

transport from northeast to southwest. 
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These basic mesoscale differences between the two barrier systems are 

reflected in the morphology and process characteristics of each coast.  Spa- 

tial variations in offshore, nearshore, beach, and dune morphology can be 

directly related to the amounts and variability of wave energy levels on the 

two coasts.  The pattern of sediment dispersal in the offshore and nearshore 

zones is controlled by the dominance of wind-generated waves out of the west 

(controlling the overall energy levels) and the resulting differences in sub- 

aqueous slope gradients (which affect the nearshore wave energy levels). 
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ABSTRACT 

The shoreline of southern Alaska is a narrow coastal plain dominated by 
large glaciers, periodic earthquake activity, and strong extratropical cyclones. 
Studies on the coastal geomorphology and sediments carried out in 1969-71 and in 
the summer of 1975 were directed at defining geological hazards with respect to 
developing shore facilities for OCS oil exploration activities. Most of the 
shoreline was found to undergo rapid changes and experience a variety of serious 
environmental hazards. The safest potential port areas are located inside Icy 
Bay and Yakutat Bay. The coastal areas in the vicinity of the Malaspina Glacier 
and the Copper River delta are examples of the two principal shoreline types 
(glacial outwash plain and deltaic). 

The coastal area surrounding the Malaspina Glacier, the largest piedmont 
glacier in the world, was classified into 5 categories on the basis of its geo- 
morphology, sediments, and local glacial history: 

1. Regional retreating coast: This area, which is located at the mouth of Icy Bay, 
is eroding rapidly (approximately 1.5 km since 1900) as a result of retreat of a 
glacier (up the bay) a distance of over 40 km since 1900. Consequently, it should 
not be developed. 

2. Prograding spits: Sandy spits that have built into either side of Icy Bay since 
the retreat of the glacier are also unstable because of the general recession of 
the shoreline as a result of erosion at the mouth of the bay. 

3. Abandoned glacial coasts: These areas, located on the inner eastern shores of 
Icy Bay and Yakutat Bay, are coastlines of relatively low wave energy composed of. 
abandoned glacial tills, kame terraces, and outwash sediments. These are the most 
stable and least hazardous areas on the southern Alaska coast. 

4. Actively eroding glacial margins: This area, located at Sitkagi Bluffs on the 
southernmost terminus of the Malaspina Glacier, is an eroding scarp of glacial 
till jutting into the Gulf of Alaska. 

5. Glacial outwash coasts: These shorelines are highly variable and are usually 
dominated by prograding spits composed of sand and gravel. 

The shoreline of the Copper River delta is made up of a complex of six 
fine-grained mesotidal barrier islands separated by tidal inlets that increase 
in size in a westerly direction. The islands have undergone major readjustments 
since the Good Friday earthquake of 1964, which raised the area 3 m. For example, 

1992 
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INTRODUCTION 

The southern coast of Alaska (Fig. 1) is an exceptionally dynamic area. 
Intense tectonic activity, large waves, strong tidal currents, highly variable 
winds, and active glaciation interact to produce one of the most rugged and 
variable coastlines in the world. The Chugach and St. Elias mountains, an ex- 
tension of the Cordilleran Mountain system, control the gross orientation of the 
coastline. Fronting these mountains is a narrow coastal plain consisting of 
glacial and fluvial deposits undergoing active modification by tectonic, aeolian, 
and marine processes. Rapid advance and retreat of the numerous glaciers that 
border the coastal plain has caused sudden and dramatic shifts in loci of erosion 
and deposition along the beaches. 

A    ZONAL SITES, 7071, 75 
•     PERMANENT PROFILES, 70-71 
\    RELOCATED PERMANENT PROFILES, 75 

1^1 GLACIER 
I      I BEDROCK 
I      I HOLOCENE PLAIN 

Figure 1.  Study area.  Note distribution of Holocene coastal plain (max. 
width = 35 km). Wind rose for Yakutat shows a dominance of 
easterly winds. 

The coastal mountains, formed in response to subduction of the Pacific 
plate along this collision-type coast, are undergoing rapid uplift. Frequent 
earthquakes result in large ground displacements. During a single earthquake 
in 1899, the head of Yakutat Bay was uplifted 15 m. The entire coastal zone 
of southern Alaska has been subject to modifications resulting from this rapid 
tectonic activity. 

The morphology and sediments of the coastal plain shoreline of southern 
Alaska were studied on a reconnaissance basis in 1969-71. Fifteen permanent 
beach profiles were established, 18 detailed specific site studies (zonal studies) 
were carried out (Fig. 1), and sediment samples were collected at 90 stations, 
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using a 4 km spacing. The area was revisited in the summer of 1975, during 
which time the permanent profiles were remeasured, and 99 beach profiling sta- 
tions were occupied in the central portion of the study area (in the vicinity 

•of the Malaspina Glacier). Using a 15 cm coring tube, sediment samples were 
taken at 3 stations at each of the 99 profile locations. The samples were 
then analyzed for grain size with a settling tube. Approximately 10,000 ground 
and aerial photos were taken. They have been analyzed and compared to photos 
taken during the 1969-71 studies and also compared with vertical aerial photos 
from various sources. 

Extratropical cyclones that generate southeasterly winds dominate the 
coastal processes. Wind frequency diagrams for the entire Gulf of Alaska area 
are shown in Figure 2 (from Nummedal and Stephen, 1976). These winds create 
wave energy flux patterns that trend from east to west in the study area (Fig. 3), 
and, consequently, generate a dominant east to west littoral sediment transport 
pattern (Fig. 4). 

Figure 2. Wind frequency distributions for coastal data squares in the Gulf of 
Alaska. The diagrams are based on wind observations presented in 
Summary of Synoptic Meteorological Observations (U.S. Naval Weather 
Service Command, 1970).  The dominant and prevailing winds are 
generally aligned parallel to the shoreline because of the tempera- 
ture-induced pressure gradient along the coastal mountains.  On the 
northeast coast of the Gulf, the dominant winds blow toward the north- 
west; on the northwest coast, they blow toward the east and northeast. 
(From Nummedal and Stephen, 1976; Fig. 13) 
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•Yakutat 

Figure 3.  Wave energy flux distributions for the coastal areas of the Gulf 
of Alaska.  The computations are based on deep water wave obser- 
vations presented in Summary of Synoptic Meteorological Observa- 
tions (U. S. Naval Weather Service Command, 1970).  The wave energy 
flux is highest out of the southeast for the Vancouver, Queen Char- 
lotte, and Sitka data squares, out of the east at Cordova, and out 
of the west at Seward, Kodiak, and Unimak.  This pattern corres- 
ponds closely to that of the winds (Fig. 2).  (From Nummedal and 
Stephen, 1976; Fig. 18) 

Figure 4.  Direction of longshore sediment transportation based on large scale 
coastal geomorphic features and resultant wave energy flux distribu- 
tion for the coastal areas of the Gulf of Alaska.  Large scale coas- 
tal features used in establishing long-term transport directions in- 
clude spits, inlet offsets, and crescentic embayments.  The resultant 
wave energy flux is determined by vectorial addition of the distribu- 
tions presented in Figure 3.  Note the convergence of wave energy flux 
toward Prince William Sound. (From Nummedal and Stephen, 1976; Fig. 19) 
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The coastal morphology consists of (1) an outwash plain shoreline, which 
is a complex of outwash streams with downdrift beach-ridge plains, and (2) the 
delta of the Copper River, which has a seaward margin made up of mesotidal bar- 
rier islands. It is unusual to find a depositional shoreline of this magnitude 
(Fig. 1) on a collision coast. It owes its origin to the huge sediment output 
of glaciers that drain the largest ice field in North America, and to the sedi- 
ments of the Copper River, which has a mean annual load of 100 + x 106 metric 
tons (Reimnitz, 1966; see Table 1). 

TABLE 1. Annual Sediment Load of the Copper River (Reimnitz, 1966) 

WOOD CANYON 

DELTA 
Comparisons: 

COPPER RIVER (at delta) 

MISSISSIPPI RIVER 

AMAZON RIVER 

Suspended Load: 66.0 X 106 metric tons 

Bed Load:      9.9 X IP6 metric tons 

Total:        75.9 X 106 metric tons 

Total Load:   100 + X 106 metric tons 

100 + X 106 metric tons 

450  X 106 metric tons 

347  X 106 metric tons 

Figure 5 compares the beach sediments of the outwash plain depositional 
system with the beach sediments of the barrier islands of the Copper River delta. 
The outwash plain beaches are both texturally and mineralogically immature. All 
of the samples have very low percentages of quartz, being classified as litharen- 
ites (using scheme of Folk, 1974). The samples show a wide range of values of 
sorting and mean grain size (Fig. 5). 

QUARTZ 
QUARTZARENITE A 

\ SUBUIHAREWE 

* COPPER RIVER DELTA 

• OUTWASH BEACHES 

xUTHARENITE"^ 

J A  

* DELTi 

|     BEAC 

Figure 5. A, Composition of outwash plain and Copper River delta barrier is- 
land sediments. All samples are litharenltes, with the barrier is- 
land sands being more quartz rich.  B. Mean grain size (Mz; Folk, 
1974) vs. sorting (cj).  Copper River delta beaches are moderately 
sorted medium to fine sand; whereas the outwash plain sediments show 
a wide range in size and sorting. 
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MALASPINA AREA 

Introduction 

Study during the summer of 1975 was focused in the vicinity of the 
Malaspina Glacier (Fig. 6). The project was designed to provide process in- 
formation and to continue our study of the coastal morphology and sedimenta- 
tion. Beach profiles were measured at 3 km intervals over the entire study 
area (Fig. 6) in order to assess regional trends in beach morphology. The re- 
sults of these studies allow the subdivision of the coast into five principal 
geomorphic type areas which are closely related to the local glacial history. 

•tr^ y ,*3s&. ~d 

Figure 6. Location of area studied in summer of 1975. Arrows indicate dominant 
longshore sediment transport direction on the basis of combined mor- 
phological and process data.  The different classes of shoreline types 
and location of study sites are also indicated. 

Regional retreating coast 

This area is located at the mouth of and downdrift of Icy Bay (Fig. 6). 
The recent retreat of the Guyot Glacier up into Icy Bay resulted in a loss of 
sediment to this coastal section, causing widespread erosion (approximately 1.5 km 
since 1900). Beach profiles are generally flat with concave-upward upper beach 
faces backed by eroding scarps at the spring high-tide swash line (Fig. 7). 
Sediments are mixed sand and gravel. Heavily forested beach ridges, glacial out- 
wash plains, and till areas on either side of Icy Bay are being cut back severely. 
Broad overwash terraces are advancing over low-lying areas. This area should be 
omitted from all considerations for shoreline development. 
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Figure 7.  Regional retreating coast. A. Beach profile and sketch for sta- 
tion DBC-79, which is located approximately 5 km west of the en- 
trance to Icy Bay (Fig. 6). Note the concave upward shape of the 
profile, the erosional scarp, and the developing washover terrace. 
LTT = low-tide terrace; A, B, C = sediment sampling localities. 
B.  Station DBC-79 on 14 June 1975. 
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Figure 8. A. Riou Spit, a prograding sand spit at the eastern entrance 
to Icy Bay. Photo taken on 4 August 1975.  B. Example of 
abandoned glacial shoreline, eastern margin of Yakutat Bay 
(Knight Island). Photo taken on 21 August 1975. 
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Prograding spits 

On either side of Icy Bay, sandy spits are prograding into deeper wa- 
ter as the shoreline around the mouth of the bay erodes. The largest, Riou 
Spit, is located on the east, or updrift, side of the Bay (Fig. 8A). Riou 
Spit is migrating both alongshore and landward because of recession of the 
shoreline adjacent to the bay. The beach profiles on the spits are relatively 
flat with broad berm-top overwash areas. These spit areas are considered to 
be quite unstable for development purposes because of their rapid rates of 
change and their exposure to open ocean waves. 

Abandoned glacial coasts 

These areas, located on the inner eastern shores of Icy Bay and Yakutat 
Bay, are characterized by deposits of unconsolidated tills, kame terraces, and 
outwash sediments which supply abundant gravel to the beaches. An example is 
shown in Figure 8B. Profiles are very steep, short, and often have well-de- 
veloped multiple cuspate berms. High vegetated storm berms indicate infrequent 
but violent storms. Sediments are predominantly well-sorted and rounded gra- 
vel. Sand and gravel spits occur downdrift of till islands in Yakutat Bay. 
Because of their protected nature and slow rates of erosion and deposition, 
these are the most favorable areas available for the development of shore fa- 
cilities. 

Actively eroding glacial margins 

This area, located at Sitkagi Bluffs, on the southernmost terminus of 
the Malaspina Glacier, is an eroding scarp of glacial till on the shoreline 
of the Gulf of Alaska. Beach profiles in front of the Bluffs are extremely 
short and steep, backed by eroding till scarps (Fig. 9A). Beach material 
ranges from sand and angular gravels to large erratics left behind as the 
scarps retreat (Fig. 9B). These retreating scarps, and their adjacent boulder 
beaches, are virtually inaccessible for any kind of human activity at high tide. 

Glacial outwash coasts 

These beaches are generally prograding, with abundant mixed sand and 
gravel spits trailing toward the west, except inside Yakutat Bay, where a 
major transport reversal occurs. Beach-ridge plains often develop downdrift 
of the major river mouths. Beach profiles are relatively flat with abundant 
ridge-and-runnel systems, resulting in a shoreline with a characteristic rhyth- 
mic topography. Typical examples of glacial outwash coasts are illustrated in 
Figure 10. When glacial sources are distant, sediments tend to have a high 
sand to gravel content. The beaches in these areas are relatively stable and 
are considered to be the second most desirable areas for shoreline development 
in southern Alaska. 

Process data 

Process observations were obtained at two levels during July-August, 
1975: 

A) Process Network (Fig. 6). Regional process variability was determined by 
multiple oFservations during stable meteorological conditions. 
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MAL-5 FIELD   NOTES 
26 JULY  1970 
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Figure 9. Actively eroding glacial margins. A. Field sketch of profile 
Mal-5, located in front of the Malaspina glacier. B. Station 
Mal-5 (sketched in A) on 26 July 1970. 
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Figure 10.  Glacial outwash coasts. A. Field sketch of station DBC-ll, 
a fine-grained (sand dominant) spit on the outwash plain of 
the Yakutat foreland.  B. Station DBC-ll on 3 June 1975. 
Note welded berm.  C. Coarse-grained (gravel dominant) out- 
wash plain near Malaspina Glacier. Photo taken in summer of 
1970. 
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B) Six Process Zonals (Fig. 6). Continuous 48-hour monitoring of meteorological, 
wave-, littoral, and morphological variability was maintained at single sites se- 
lected as representative of shoreline segments. 

Regional process parameters document littoral transport in directions 
that correlate with regional morphology. Dominant south and southeast waves 
yielded sediment transport toward the west away from eroding till cliffs and 
from the mouths of outwash streams. 

Process zonal measurements allowed documentation of the passage of a com- 
plete storm cycle. Commonly, two distinct wave trains were monitored. Under 
such conditions, drift directions and velocities were erratic and strong rip cur- 
rents were prevalent. Dominant wave approach was a function of the path of low 
pressure systems moving through the Gulf of Alaska. Southerly waves were charac- 
teristic of calm conditions, and southeasterly waves were characteristic of storm 
condi ti ons. 

Breaker heights averaged 1.5 to 2.0 m, with a maximum measured height of 
4 m recorded during a storm. Suspended sediment concentrations taken from the 
bore of plunging waves were as high as 150 gms/liter. Measured beach profiles 
revealed up to 15 cm of accretion to the beach face during one tidal cycle. 

COPPER RIVER DELTA AREA 

Introduction 

The barrier island shoreline of the Copper River delta was uplifted 3 m 
by the Good Friday earthquake of March 1964 (Fig. 11). This has brought about 
many adjustments of the morphology of the islands in response to changes in the 
level of wave erosion and deposition. The sands of the barrier islands are 
tnineralogically immature, averaging about 50% quartz and 50% metamorphic rock 
fragments (Fig. 5). They are moderately sorted, medium- and fine-grained sands. 

CONTOURS SHOWING UPLIFT 
FROM 1964 ALASKAN EARTHQUAKE 
alter PLAFKER.1971 

Figure 11. Uplift (In meters) of the Copper River delta area during the 
Good Friday earthquake of 1964. 
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Mesotidal barrier islands 

A tidal range of 3-4 m places the Copper River delta in the mesotidal 
class of Davies (1964).    As has been pointed out elsewhere (Hayes et all,1973; 
Hayes and Kana, 1976), mesotidal barrier islands have two distinctive morpho- 
logical characteristics: 

1. In coastal areas with dominant waves that approach the shoreline at an oblique 
angle, the tidal inlets commonly show downdrift offsets; that is, the barrier 
beach downdrift of the inlet protrudes further seaward than the one on the up- 
drift side (Hayes et a]_., 1970). The tidal inlets of New Jersey, the Delmarva 
Peninsula, and South Carolina are good examples. The present downdrift offset 
at Price Inlet, S. C., which has changed from downdrift offset to updrift off- 
set and back to downdrift offset again since 1941, is discussed in detail by 
FitzGerald (1976). 

2. Many mesotidal barrier islands have a drumstick shape, with the bulbous part 
of the drumstick being located on the updrift side of the barrier (Fig.  12A). 
Drumstick-shaped mesotidal barrier islands from Alaska, the Netherlands, South 
Carolina, and Georgia are outlined in Figure 12B. 

DOMINANT   LONGSHORE 
.SEDIMENT   TRANSPORT 

PREDOMINANT 
WAVE   APPROACH 

D 
EXAMPLES OF 

BARRIER ISLAND DRUMSTICKS 
INFERRED   DIRECTION OF 

% DOMINANT LONGSHORE 
SEDIMENT   TRANSPORT 

—      10    NAUTICAL  MILES 

SOUTH   CAROLINA 

GRASS   ISLAND   BAP. 

KOKINHENIK BAR 

1 
r 

ALASKA      • 

» 

NETHERLANDS 
• 

 1 

Figure 12. 

BARRIER  ISLAND 
DRUMSTICK   MODEL *  I 

SOUTH   CAROLINA GEORGIA 

A. Barrier island drumstick model. B. Examples of barrier island 
"drumsticks" from South Carolina, Georgia, the Netherlands, and 
Alaska. 

Barrier islands of the Copper River delta 

The mesotidal barrier islands of the Copper River delta conform well to 
the drumstick model discussed above. Four systematic east to west changes in 
the barrier island system are apparent (Fig. 13): 
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(1) The downdrift offset increases in an east to west direction, except at the 
westernmost spit, which is anchored to bedrock; 

(2) The size of the ebb-tidal delta increases from east to west; 

(3) Inlet width increases from east to west; and 

(4) The drumstick shape of the barriers becomes more pronounced in a westerly 
direction. 

These changes are thought to be brought about by two interrelated factors. The 
river is rapidly filling in the eastern portion of the estuarine system; hence, 
smaller tidal prisms and smaller ebb-tidal deltas are developed on the east side 
of the delta. A 20 km long island, Kayak Island (see Fig. 1), is located to the 
east of the delta, which partially protects the eastern end of the delta from the 
dominant southeasterly waves. It is, thus, the western part of the delta that is 
more strongly affected by the oblique wave approach of the dominant waves. There- 
fore, the effect of wave refraction around the ebb-tidal deltas is greater on the 
west side of the delta. The drumstick shape of the barriers becomes more accen- 
tuated as the wave refraction increases. 

Figure 13.  Barrier islands of the Copper River delta. 

These barrier islands have undergone some remarkable changes in the past 
twelve years. They have largely prograded since they were uplifted by the March 
1964 earthquake. Data for Egg Island (Figs. 14 and 15) illustrate these changes. 
A wave-cut scarp on a permanent profile at the east end of the island (EG-1; 
Fig. 14) eroded 56 m between February 1970 and May 1975. On the other hand, sta- 
tion EG-4, which is located at the widest point of the updrift bulge of the island, 
prograded 400 m during that same time. This process of overall aggradation of the 
barrier just downdrift of the inlet accentuated the drumstick shape of the barrier. 
This process of downdrift accretion is illustrated by the photographs in Figure 15. 
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EGG ISLAND DEPOSITIONS HISTORY 
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Figure 14.  Changes of Egg Island, Copper River delta, Alaska, after the 

March 1964 earthquake, which raised the delta 3 m. Note con- 
tinual accentuation of the drumstick shape of the island through 
time. 

Figure 15. Egg Island, Alaska. A. Low-tide view taken in June, 1971. 
B. Low-tide view of east end of Egg Island taken in May 1975. 
Arrow points to same sand bar as the one indicated by the arrow 
in A. This beach accreted 400 m between February 1970 and May 
1975 (see Fig. 14; profile EG-4).  C. Multiple intertidal ridges 
welding on the beach at station EG-4. Photograph taken in the 
summer of 1969. 
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These remarkable changes, plus the occurrence of severe storms that overwash 
the islands, make the barrier islands of the Copper River delta an undesirable 
place to develop. On the other hand, Cordova, which has a sheltered harbor on 
Price William Sound, shows considerable promise. 

CONCLUSIONS 

1. In the Malaspina Glacier area, the most desirable shorelines for coastal 
development are the stable, sheltered abandoned glacial coasts inside Icy Bay and 
Yakutat Bay. The least desirable area is the regional retreating coast at the 
mouth of Icy Bay, which is eroding rapidly. 

2. Southeasterly storms (extratropical cyclones) play a primary role in 
shaping the morphology of the coastal zone. 

3. Combination of wave hindcast data, field process measurements, and stu- 
dies of coastal geomorphology indicate a dominant littoral sediment transport 
from east to west. 

4. The mesotidal barrier islands of the Copper River delta area show 
characteristics typical of other mesotidal shorelines (downdrift offsets and 
drumstick shapes). 

5. Major changes in the barrier islands have occurred since the area was 
uplifted during an earthquake in 1964. Changes continue to accentuate the drum- 
stick shape of the islands. 
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CHAPTER 117 

TRACING ESTUARINE SEDIMENTS BY NEUTRON ACTIVATION 

by 

Richard M. Ecker,— John F. Sustarl/ and Cpt. William T. Harveyi/ 

ABSTRACT 

Tracing the movement of dredged sediments in north San Francisco 
Bay was accomplished jointly by the San Francisco District of the U.S. 
Army Corps of Engineers, Explosive Excavation Research Laboratory (now 
the Explosive Effects Division of the Weapon Effects Laboratory, U.S. 
Army Waterways Experiment Station), and the Stanford Research Institute. 
The study involved developing a technique which would permit the long- 
term tracing of fine sediments dredged from Mare Island Strait after 
disposal at the Carquinez Strait disposal site; application of the 
tracer; disposal of the tagged sediment for the February-March 1974 
dredging of Mare Island Strait; sampling bottom sediments throughout the 
study area for a 10-month period; and, quantitative analysis of the 
collected samples. 

INTRODUCTION 

The continuous maintenance of navigable waterways in a dynamic 
sediment system such as San Francisco Bay opens many questions regarding 
the economics of the dredging operation and the sphere of influence that 
the operation has on the marine environment.  Annual maintenance dredging 
for Federal, local and private facilities in San Francisco Bay is about 
10 million cubic yards. The annual sediment inflow into the Bay is also 
about 10 million cubic yards.  Previous studies to determine the disper- 
sion of dredged sediments have been short-term studies, showing the 
initial distribution of dredged sediments only.  Thus, a study was 
initiated to investigate the long-term dispersion and circulation of 
dredged sediments disposed of in a portion of San Francisco Bay. 

The technique used for tracing dredged sediments was originally 
developed to trace tagged material emplaced in an underground explosive 
charge and subsequently released to the atmosphere by detonation of the 
explosive.  The application of the tracing technique involved the 
fixing of a tracer element onto quantities of dredged sediments, in- 
troduction of this tagged material into dredge hoppers prior to dis- 
posal, sampling bottom sediments throughout the study area for a 10- 
month period, and quantitative analysis of the collected samples. 

1/ Navigation and Coastal Planning Section, U.S. Army Engineer Dis- 
trict, San Francisco, California. 

2009 
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STUDY AREA 

The study area was located in the northern portion of San Francisco 
Bay including Suisun Bay, Carquinez Strait, Mare Island Strait and San 
Pablo Bay shown in Figure 1.  Ninety percent of sediment inflow to the 
Bay comes through Carquinez Strait, the outlet of flows from the Central 
Valley of California. 

The major portion of dredging in this area is the maintenance of 
the Mare Island Strait channel to a depth of 30 feet mean lower low 
water, an annual quantity of about 2.5 million cubic yards.  Disposal 
occurs at a designated site in Carquinez Strait, west of the entrance to 
Mare Island Strait.  Other dredging operations are conducted across San 
Pablo Bay, at oil terminal facilities and in small marinas throughout 
the area. With exception of San Pablo Bay (Pinole Shoal), dredged 
sediments are silty-clay with clay contents ranging from fifty to sixty 
percent. 

TRACING TECHNIQUE 

The method used for tracing the movement of dredged sediments in 
the study area was neutron activation.  Radioactivity is not involved in 
this method until after the samples are collected and the tracer element 
is used at low concentrations.  Certain chemical elements, when exposed 
to thermal neutrons in a nuclear reactor, become radioactive by cap- 
turing the neutrons.  The radioactive atoms (radionuclides) of the 
element decay by releasing energy in the form an electron (beta par- 
ticle) and one or more gamma rays.  The period of time required for the 
radionuclide to lose 50 percent of its activity is known as its "half- 
life." If the decay process is accompanied by one or more gamma rays, 
the gamma rays have a characteristic energy level which is associated 
with the atomic mass and chemical species of the decaying radionuclide. 
The neutron-activable elements can be identifed by measuring the gamma- 
ray energies emitted by an activated sample.  The quantity of each of 
the elements in the sample can be calculated if the gamma-ray emission 
rate and neutron exposure of the sample are known. 

In using the neutron activation technique to trace sediment move- 
ment, a small amount of a trace material, in very low abundance in the 
prototype system (at least a factor of five less than that being added) , 
is fixed to a quantity of sediment and introduced at a known concen- 
tration into the dredge hopper.  The dredged material and tagged mate- 
rial are then released into the study area at the disposal site. After 
a period of time, bottom sediment samples are taken, processed, neutron 
activated, and the amount of trace element in the sample determined. 
Knowing the concentration of trace element fixed to the original sedi- 
ments and the amount of the tagged sediments added to each hopper load 
allows the calculation of the percentage of dredged material present in 
a bottom sample. 
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The selection of a trace element to be used with the Mare Island 
Strait sediments was based on an extensive investigation of chemical 
element concentrations in sediments from Mare Island Strait and San 
Pablo Bay and an evaluation of detection limits.  Estimates of total 
sediment movement over a one-year period within the study area ranged 
from ten to twenty million cubic yards of sediment, which included the 
quantity dredged, sediment inflow to the study area, and the mixing of 
sediments in San Pablo Bay, Mare Island and Carquinez Straits, and 
Suisun Bay. 

After an investigation of numerous candidate trace elements, in- 
cluding gold, rhenium, and Iridium, it was determined that iridium would 
be the best tracer element for the following reasons: 

a. "The amount of iridium minimizes the mass that must be added to 
the traced sediment and therefore would least affect particle settling 
characteristics." 

b. "The limit of detection for iridium is a factor of two lower 
than that for rhenium." 

c. "The 74.37 day half-life permits examination of neutron acti- 
vated samples at significantly long post-irradiation time without 
significant reduction in signal due to radioactive decay." 

The concentration of iridium determined to occur naturally in the study 
area is 5x10--'-" grams of iridium per gram of dry sediment. 

SEDIMENT TAGGING AND DISPOSAL 

The iridium, approximately 22 lbs. (9.9 kg), to be used in the 
tracing operation was initially purchased in the form of a metal powder 
and subsequently converted to a soluble iridium salt.  The soluble salt 
was then surface adsorbed to 21,729 lbs. (9.86x10^ grams) of sediments 
previously dredged from Mare Island Strait by the Navy and deposited in 
a landfill site.  The resulting concentration of iridium in the tagged 
sediments was approximately 1.01x10"3 gram of iridium per gram of dry 
sediment. 

The chemical and physical properties of the material from the 
landfill site were investigated and found to be essentially the same as 
those of sediments taken from dredge hoppers during a previous dredging 
of Mare Island Strait. 

A total of 8,169 gal (30.9m^) of tagged material in 5 gal paint 
cans and 55 gal drums was placed aboard the Corps dredge, CHESTER 
HARDING, prior to dredging in February 1974.  The HARDING is a dual 
suction dredge having port and starboard variable-depth trailing suction 
arms and two bottom-dumping hoppers located forward and aft of the mid- 
ship superstructure. 
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The dredging of Mare Island Strait began on 19 February 1974 and 
continued until 30 March 1974. Dredging of the Strait was continuous 
for 12 consecutive days, followed by a 2-day break.  A total of 706 
trips between the dredging area and the Carquinez disposal area were 
made during the 35 dredging days.  Tagged sediments were introduced into 
the hoppers on each of these 706 trips.  The volume of dredged sediment 
carried in the dredge hoppers was 2,300 cubic yards per load.  A total 
of 1,624,000 cubic yards of sediment were dredged and disposed of at the 
Carquinez disposal site during the 35 dredging days.  The concentration 
of iridium in the dredged sediments was 1.95x10"° grams of iridium per 
gram of dry sediment. 

Addition of the tagged sediments to the dredge hoppers was always 
accomplished after leaving the channel to avoid contamination by hopper 
overflow.  The tagged sediments were added to the dredged material via 
standpipes located in each hopper. 

SEDIMENT SAMPLING 

To quantify the deposition and circulation of dredged material, a 
high percentage of tagged sediment must be accounted for during each of 
the sampling periods. For this reason, a sampling area encompassing the 
maximum limits of circulation of the tagged dredged material was de- 
sirable.  Prior studies indicated that the majority of the dredged 
sediment released at the Carquinez Strait disposal site during a one- 
year period will remain in an area encompassed by San Pablo Bay, Car- 
quinez Strait, Mare Island Strait and Suisun Bay. 

A grid sampling system was established for the tracer study. 
Figure 2 shows the grid system established for the study area.  The 
basic grid system consists of grids 1.1 nautical miles square and is 
oriented 58 degrees East of North.  Each basic grid was further sub- 
divided into a minor grid (shown in Figure 2) with 0.11 nautical mile 
square grids.  Samples were taken at the midpoint of each designated 
grid once per sampling period. A total of 111 sampling locations (shown 
in Figure 2) were established in the study area.  Sampling locations 
were located in the deep waters of Carquinez Strait; however, due to an 
inability to penetrate the hard bottom at several locations with the 
sampling equipment, limited sampling was conducted.  This is a good 
indication that dredged material deposited in the deep channel areas of 
the Strait probably did not stay there very long.  Sampling periods were 
designated monthly due to the ability of the sampling boat to sample 
approximately five locations per day.  The first sampling period, March 
1974, was divided into two periods by sampling approximately 50 loca- 
tions twice during the month.  The remaining sampling periods occurred 
monthly from April-December 1974 and included sampling of approximately 
100 locations per month.  In addition to the samples taken at regular 
intervals in the study area, other sediment samples were taken in an 
attempt to further define the dredged material circulation.  These 
additional samples were taken from the hoppers of the dredge during the 
February-March 1974 and October-November 1975 dredging cycles, from 
selected shoaling areas in Central and South Bays (Figure 3), and from 
10 cross sections of the Mare Island Strait shown in Figure 4). 
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The purpose of taking samples along cross sections in Mare Island 
Strait (Figure 4) was to attempt to determine the extent of movement of 
dredged material back into the Strait prior to the fall dredging of the 
Strait from 20 September - 30 October 1974.  In late August 1974, 30 
core samples were taken along 10 cross sections in the Strait. 

The purpose of taking hopper samples was to determine if the dredge 
was rehandling sediments that were previously dredged and to estimate 
the return of tagged sediments to the dredged channel.  The hopper 
samples taken during the February-March 1974 dredging were collected on 
every tenth dredging cycle and prior to the introduction of iridium into 
the hoppers.  The samples were taken by dipping a plastic container into 
the sediments in the hopper.  The samples were subsequently placed in 
plastic containers.  All samples were carefully taken to avoid iridium 
contaminat ion. 

The purpose of sampling shoaling areas in Central and South Bays 
was to determine if the dredged material disposed in Carquinez Strait 
contributed significantly to shoaling in these areas.  Samples were 
taken at 20 locations (Figure 3) from September to December 1974. 

Horizontal control for the sampling program was provided by three- 
point sextant triangulation and radar; and, where the water was shallow, 
sampling locations were marked by stakes.  The depth of the top of the 
samples was referenced to mean lower low water datum by staff gages 
located at various points in the study area close to the sampling 
locations. 

The sampling program was conducted using a modified World War II 
landing craft medium (LCM).  The cargo deck of the LCM was modified with 
a well through the deck and hull.  A double "A" frame was positioned 
above the well for raising and lowering of the sampling equipment 
through the well. 

Push-tube vertical core sampling was used for bottom sampling. 
This method uses a 4-inch pipe casing in which a 2-1/8-inch ID steel 
push-tube barrel is inserted.  The pipe casing was lowered to the bottom 
from the surface and provided a readily available elevation reference 
and reentry into the same hole.  The push-tube barrel with acrylic liner 
was then inserted into the pipe casing and pushed into the sediment to 
obtain a core sample.  Core samples up to 30 inches in length could be 
taken; however, 20-inch samples were normally taken to insure inclusion 
of the top layer of sediment.  Five core samples were normally taken at 
each sampling location.  Each sample was logged and labeled and stored 
for subsequent processing. 

SAMPLE PROCESSING 

The daily collection of samples was taken to the Stanford Research 
Institute facilities at Camp Parks, California, for processing. 
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The top one Inch of sediment from each of the five tubes from a 
particular location was removed, dried, and the weight of dry sediment 
recorded. The remaining sediments in one of the five tubes was then 
selected for further processing, and the sediments were carefully re- 
moved in 4-inch increments.  Each of these 4-inch increments was also 
dried and the weight recorded. The remaining four tubes were stored for 
possible future use. 

The five 1-inch increments were combined into one sample and ground 
and passed through a 20-mesh sieve.  These increments were combined to 
produce a sample large enough to extract a 50-gram aliquot.  The 4-inch 
increments were also ground and passed through the mesh. 

A 50-gram aliquot was selected from each incremental layer for 
determination of iridium content.  The iridium content of each aliquot 
was determined using a fire assay process.  Fire assay is a process used 
in the assay of ores for noble metals.  In this process, finely divided 
ore is mixed with lead oxide, a reducing agent, and fluxing materials. 
The mixture is heated until it melts, and, upon melting, separates into 
two liquid phases. The ore stays on top in a slag phase, and the noble 
metals and a few other elements in the heavy metallic phase go to the 
bottom. When the mixture cools, the slag and the noble metals are 
separated and the slag is discarded.  The noble metals were then formed 
into a right cylinder and sealed in an aluminum tube for neutron activa- 
tion. 

The irradiation of the encapsulated metals was performed at the 
General Atomic TRIGA Mark III reactor at the University of California, 
Berkeley. After an adequate decay period, the irradiated samples were 
taken to SRI's Camp Parks facility for gamma ray counting and deter- 
mination of iridium content. 

RESULTS 

The large number of samples taken in the study area and processed 
presented a rather massive problem in data display for analysis pur- 
poses.  The solution to the data presentation problem was the creation 
of computer-prepared graphical displays of the percent dredged material 
data.  The graphical displays were produced using the AUTOMAP II com- 
puter mapping program developed by the Environmental Systems Research 
Institute of Redlands, California.  The program comprises a computer 
graphics system written in Fortran IV language, which can produce various 
types of maps displaying qualitative and quantitative information.  The 
initial work in keypunching the data for use with the AUTOMAP II program 
and the computer graphics for the study area was accomplished by the 
Corps of Engineers, Hydrologic Engineering Center in Davis, California. 

Graphic displays were produced for each sampling period.  However, 
for the purposes of this paper only certain months will be shown and 
these will be a composite (weighted average) of samples taken in the 
first 9 inches of sediment.  The displays illustrate the distribution 
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of percent dredged material over the study area.  Table 1 Is a legend to 
go along with the displays, showing the maximum value of percent dredged 
material, the range of percent dredged material for each map symbol, the 
frequency of occurrence of percent dredged material for sampled loca- 
tions, and the percent of the study area covered by the specified map 
symbols.  The graphical displays have been designed such that, upon 
visual inspection, the darker areas represent greater percentages of 
dredged material. 

April 1974 (Figure 5) 

The April sampling period was conducted shortly after cessation of 
dredging and disposal operations. 

As shown in Figure 5, dredged material was dispersed throughout 
most of San Pablo Bay, Carquinez Strait, Suisun Bay and Mare Island 
Strait.  Localized areas of high percentages of dredged material were 
found in the northwestern shallows of San Pablo Bay, off Pinole Point 
and in the southeastern shallows of San Pablo Bay.  These areas, repre- 
senting about eight percent of the total surface areas, had percentages 
of dredged material ranging from 8 to 40 percent.  Twenty-five percent 
of the total surface area had percentages of dredged material of 4 to 8 
percent.  These intermediately high areas were found in the southern 
shallows of San Pablo Bay between Pinole Point and Point San Pablo, the 
northern shallows of San Pablo Bay, Mare Island Strait, Benicia and 
Martinez, and the west end of Suisun Bay.  Forty-eight percent of the 
total surface area had percentages of dredged material ranging from 0.5 
to 4 percent. About eighteen percent of the total surface areas had 
percentages of dredged material ranging from 0 to 0.5 percent. 

August 1974 (Figure 6) 

By the end of August, five months after completion of dredging in 
Mare Island Strait, very little dredge material was found over the 
entire 100 square mile study area.  The highest percentages of dredge 
material ranged from 0.5 to 2 percent and was found over approximately 
fifteen percent of the total surface area.  These low percentages were 
found primarily in the northern shallows of San Pablo Bay, and small 
areas of Carquinez Strait.  Eighty-five percent of the total surface 
area had percentages of dredge material between 0 and 0.5 percent. 

October 1974 (Figure 7) 

During the months of September and October the percent dredged 
material throughout the 100-square-mile area increased.  The second 
dredging cycle in Mare Island Strait took place between 20 September and 
30 October 1974. None of the dredge sediment from the second dredging 
cycle was tagged with the tracer element.  All sampling in the month of 
September was completed before the dredging operations commenced so the 
increase in dredge material during September cannot be attributed to 
redredging of sediment that was released in February-March.  However, 
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the increased percentages in October were substantially greater than in 
September leading one to believe that previously tagged dredged material 
from the first dredging cycle had found its way back into the Mare 
Island Strait Channel after disposal at the Carquinez disposal site and 
was being redredged during the second dredging cycle.  However, as the 
percent dredge material increased in September prior to redredging, the 
drastic increase in October cannot be solely attributed to the redredg- 
ing of Mare Island Strait.  The increase is a combination of redredging 
and wind-wave resuspension and deposition of sediments. 

Twelve percent of the total surface area during the month of 
October had percentages of dredged material ranging from 8 to 40 per- 
cent.  These high percent dredged material areas were found primarily in 
the eastern southern shallows between Pinole Point and Carquinez Strait 
and the eastern northern shallows.  Isolated areas of higher percentages 
of dredge material were also found in the natural channel leading to San 
Pablo Strait and Central Bay and near Martinez in Carquinez Strait. 
Intermediately high areas, between four and eight percent dredged mate- 
rial, were located around the fringes of the high percentage areas, in 
the extreme southern end of San Pablo Bay, and along the eastern shore 
of Suisun Bay.  Seventy percent of the total surface area had percent- 
ages of dredge material less than two percent.  These low percent dredge 
material areas were found in the northern San Pablo Bay shallows, 
Carquinez Strait and Suisun Bay. 

December 1974 (Figure 8) 

By December much of the dredged material that had reappeared in 
September and October had again disappeared from the top 9 inches. 
Ninety percent of the total surface area had percentages of dredge 
material less than two percent.  Six percent of the area had percentages 
of dredged material between two and four percent, and three percent of 
the area had percentages of dredged material greater than four percent. 
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CONCLUSIONS 

Dispersion of dredged material after disposal at the Carquinez 
disposal site was very rapid.  During the dredging operation dredged 
sediments make up a large percent of the total sediment in and around 
the disposal site, including dredged material that had re-entered the 
dredged channel. After the completion of dredging operations at Mare 
Island Strait, dredged material was found dispersed in April over a 100- 
square-mile area including San Pablo Bay, Carquinez Strait and Suisun 
Bay. Localized areas were found in San Pablo Bay of high percentages of 
dredged material.  By August, five months after completion of dredging, 
little evidence of dredged material was present in the top 9 inches of 
sampled sediments over the study area.  However, in September tagged 
dredged material reappeared in the sampled sediments.  In October dredged 
material in the study area increased significantly over that found in 
September.  This increase has been attributed primarily to the estuarine 
processes which resuspend, circulate, and deposit sediments within the 
study area.  The primary cause of the increase was not attributed to 
redredging of tagged sediments, although this certainly accounted for 
some of the increase.  By December, two months after the second dredging 
cycle of Mare Island Strait, most of the dredged material had again 
disappeared from the top 9 inches of the study area. 

The initial movement of dredged material back into Mare Island 
Strait was estimated to be 10 percent of the total volume dredged, and 
the long-term movement into the Strait estimated to be no more than 15 
percent.  These estimates generally agree with those made by other in- 
vestigators. Limited amounts of tagged sediments were also detected in 
shoal areas of Central and South Bays indicating that dredged material 
was leaving the study area and moving seaward.  Limited amounts of 
tagged sediments were also found at depths of approximately 2.5 feet 
below Bay bottom, indicating that sediments are being mixed either 
during or after deposition. 
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CHAPTER 118 

SAND MOVEMENT INVESTIGATIONS BY MEANS OF RADIOACTIVE 

TRACERS IN A HYDRAULIC MODEL AND IN THE FIELD 

by 

Hans Rohde*) 

The Lower and the Outer Elbe constitute the sea-going 

navigation channel which has the heaviest shipping traffic 

in the Federal Republic of Germany. In order to obtain and 

maintain the fairway depth necessary for shipping, river 

construction works and dredging are applied to an equal 

extent (5). In order to investigate the practicability of 

these measures in detail, large hydraulic models of the 

River Elbe Estuary are available at the Coastal Department 

of the Federal Institute for Hydraulic Engineering (AuBen- 

stelle Kiiste der Bundesanstalt fur Wasserbau) at Hamburg. 

The problems which result from the displacement of the 

sands and the fairways, as well as those of sediment 

transportation, are especially investigated in a model 

with a moveable bed consisting of granulated polystyrol 

(5)» Details concerning the construction, instrumentation, 

and questions concerning the scale ratios of this model 

were given by VOLLMERS during the 13th International Con- 

ference on Coastal Engineering 1972 in Vancouver (7). 

Fig. 1 shows the River Elbe Estuary and the outer boun- 

daries of the model, the length scale of which is 1 : 8oo 

and the depth scale 1 : loo. Fig. 2 shows a view of the 

model in the direction of the ebb current. 

*) Dr.-Ing., Leitender Baudirektor, Bundesanstalt fur 

Wasserbau, Auflenstelle Kiiste, Hamburg, Federal Republic 

of Germany 
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RADIOACTIVE SAND TRACING 2029 

Fig. 2s  The Elbe model with moveable bed 

In 1973 an investigation was first undertaken to 

measure direct, with the aid of radioactive isotopes, the 

spreading of the moveable bed material. The aim was to 

find ideal situations in the River Elbe Estuary where 

dredged spoil taken from the fairway could be deposited 

without danger of the material being retransported - owing 

to the current - to positions where it could again hinder 

shipping. The hydraulic fill-fields must be accessible to 

deep-drawing hopper dredgers. In order to investigate the 

retransportation of the dredger spoil deposited, a small 

amount of the models bed material was labelled with the 

isotope Bromine 82 (Br 82 , half-life value 36 hours). 

From time to time, 25 g with an activity of lo Mikrocuries 

(|iCi) were placed at different positions in the model, one 

after the other; and the distribution of the material af- 

ter a period of 15o tides in each was investigated and 

then compared with current conditions prevailing at the 

time. An evaluation for the various dredge spoil hydraulic 

fill-fields was obtained from that data. Fig. 3 shows the 
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Fig. 3s  Measurement equipment for the investigation of 
the spreading of radioactive material in the 
model 

the measurement by scintillation counter of the spreading 

of the radioactive material in the model. The counting 

equipment hangs on a boom which can be moved transverse 

to the direction of movement of the mobile measurement 

bridge which spans the whole of the model. Thereby, every 

point of the model's surface can be reached by the coun- 

ting equipment. On the left of the picture, one can see 

the printer with which the measurement values are registe- 

red. VOLLMERS provided details of the model investigations 

during the 15tn IAHR Congress in Istanbul (8). 

As yet, the comparison between the isotope measurements 

in the hydraulic model and corresponding measurements in 

the field were still not available. For such a comparison 

two positions were chosen. The positions I was situated 

in the Lower Elbe between Brunsbiittel and Cuxhaven, and 

II in the Outer Elbe, northeastwards from the Island of 

Scharhorn (see Fig. l). This manuscript is intended to 

provide information concerning those investigations. Near- 

ly 5o similar investigations using radioactive tracers 

have been carried out in the coastal areas of the North 

Sea, since i960, by the Coastal Department of the Federal 
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Institute for Hydraulic Engineering at Hamburg. The methods 

of labelling applied thereby, the introduction onto the 

sea bottom or the river bottom as well as the measurement 

of the radioactivity and its spreading over the bottom, is 

comprehensively reported in (l), (3), and (6). 

In the case of all hitherto existing investigations, 

the main point was merely to qualitatively comprehend the 

sand movements; therefore, to gain evidence about the main 

direction of movement of the sand. At the present time, 

there are investigations in operation that will enable 

quantitative statements to be made in the future; there- 

fore, evidence about the amounts of radioactive materials 

transported in the various directions. A method for that 

has been given by MUNDSCHENK (k). For this method, a new, 

particularly heavy measurement sledge has been constructed 

by the Coastal Department of the Federal Institute for Hy- 

draulic Engineering. This sledge is illustrated in Figs. 

k  and 5. Fig. k  is a side elevation of the sledge, which 

- during measurement operations - is dragged over the bed 

of the waterway behind a tow-boat. 

Fig. ki     The new measurement sledge, lateral view 
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Fig. 5 t  The measurement sledge from below 

Fig. 5 shows the underside of the sledge, and - at the 

same time - provides a clear impression of its size. The 

measuring probe  can be seen at the rear end. This measure- 

ment sledge has proved itself to be very good. It is extra- 

ordinarily stable, and will reright itself alone if it has 

tipped over. The distance of the probe from the bottom re- 

mains practically always constant, which is of special 

significance for the comparatability of the measurement 

values, especially in the case of quantitative investiga- 

tions. The registration of the measurement values is 

carried out on board of the towing ship by means of a tape 

printer. This measurement sledge was also used in the in- 

vestigations (described in this manuscript) which were 

carried out in the Lower and the Outer Elbe, although the 
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spreading of the radioactive sand was to be only qualita- 

tively recorded. 

The investigation area I lies westwards of the Neufelder 

Sand (see Fig. l). The Medemrinne (Medem Channel), a sub- 

sidiary channel of the Lower Elbe, has sufficient depths to 

be able to be negotiated by deep-draught hopper dredgers. 

The Channel is separated from the actual navigational chan- 

nel by a sand ridge. Current measurements gave a rather 

larger flood stream velocity when compared with that of 

the ebb stream velocity: on the other hand, the ebb stream 

duration was larger than that of the flood stream. Fig. 6 

shows the tidal curve and the graph of the current velocity 

at the eastern end of the Medem Channel, as it was measured 

in the model experiment. On the basis of the current, velo- 

cities, nothing can be definitely concluded as to how the 

sand movements take place. In the model,at the two positions 

(Point A) at the eastern end of the Medem Channel and 3 km 

to the East of that (Point B)j each time, in succession, 

25 g of radioactive bed material was deposited and the 

spreading was measured after 15o model tides. In Fig. 7, 

the areas in which radioactive material could be identi- 

fied are shown as being darker. From this, it could be seen 

that there was a clear movement in the direction of the ex- 

tensive sand plate which lies in the direction of the flood 

- the Neufelder Sand. A sand transportation in the naviga- 

tional channel was not observed. 

In spring 1973, in the immediate vicinity of the model 

deposition Point A, an amount of lo kg of sand was intro- 

duced on the river bed in the field. This sand was labelled 

with 3 Curie Scandium 46 (Sc 46, half-life value 84 days). 

The stratification of the isotope on the surface of the 

sand grains direct took place by a chemical method (2) 

without preliminary preparation of the sand with waterglass 

(Na2SiO ). The spreading of the material was measured by 
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Fig.   6:   Tidal  curve  and  graph  of   the   current  velocity   in  the 
dumping area   of  the Medetnrinne   (Model  measurements) 
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means of a scintillation counter. The counting equipment 

was built into the heavy measurement sledge (shown in Figs. 

4 and 5) which was towed by the ship over the bottom. Fur- 

thermore, for control and for precise demarcation of the 

area in which radioactive sand was detectable, extensive 

bottom samples were taken and were y-spectrometrically in- 

vestigated by means of a multi-channel analyzer. The area 

in which radioactive sand in the field could be detected 

within 36 days is shown cross-hatched in Fig. 7. 

The investigations revealed a good harmony between the 

spreading direction of the radioactive tracer in the model 

and in the field. Not only in the field, but also in the 

model, a predominating transportation in the direction of ' 

the flood stream took place in the direction of the Neu- 

felder Sand. No radioactive material was found in the na- 

vigational channel. During the whole of the investigation 

period of 36  days, the activity in the close proximity of 

the introduction point remained the highest. In comparison, 

considerable differences in the spreading period in the mo- 

del and of that in the field could be recognized. To begin 

with, if one considers the introduction points A and Ali 

in the model the largest spreading in the flood stream di- 

rection measured after 15o tides was 1.3 km; in the ebb 

stream direction only o.5 km. The spreading stretch, there- 

fore, was 2.6 times larger in the flood stream direction 

than that in the ebb stream direction. In the field expe- 

riment, the introduction point lay 25o m more northwards. 

Already, after 36  days or 72 tides, radioactive material 

was found at a distance of 5.2 km in the flood stream di- 

rection and 2.5 km in the ebb stream direction. Therefore, 

the spreading in the flood stream direction was 2.1 times 

greater than that in the ebb stream direction. 

The model introduction point B was at the eastern end 

of the spreading area detected in the field. The material 

deposited here, therefore, spread out in the flood stream 
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direction double so far as in the ebb stream direction 

(2.o km and l.o km). The spreading direction was also in 

good conformity with that established in the field experi- 

ment . 

Fig. 8 shows the radioactivity as measured in the field 

(after 3 and k  weeks) in the longitudinal reach of the 

spreading. The points are the measurement values calcula- 

ted on the day of the introduction. The dashed line evens 

out these values and provides a picture of the distribu- 

tion of the radioactivity. The logarithmical scale, which 

is based upon this illustration, is shown on the left of 

Fig. 8, the dimension is Nanocurie (nCi). The staged curve 

shows the distribution of the radioactivity in the model 

experiment, the scale is given on the right of the figure, 

the dimension is Impulses per Minute. Nanocurie and Im- 

pulses per Minute are not to be compared direct, it is 

intended only to present the form of both distribution 

curves vis-a-vis to one another in Fig. 8. One can quite 

clearly recognise that, in both cases, the rise on the 

left (that is, to the West of the introduction point) is 

very steep. The maximum is somewhat displaced towards the 

right. The main body of the radioactive bed material, in 

the model experiment, had obviously shifted intensely to- 

wards the right (East), and a second maximum had built it- 

self up. The more intense shift towards the East, in the 

direction of the flood current, was also produced by the 

distribution curve in the field. 

The comparison of the experiments revealed that the 

spreading took place in the field substantially quicker 

than in the model experiment. The relationship between 

the extents of the spreading in both the ebb and flood 

stream directions, indeed, were about the same size both 

in the model and in the field.  However, it was positive 

that in about half the number of tides in the field the 

distance from the introduction point in which radioactive 
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Fig. 8:  Spreading of the tracer in the Medemrinne in the model 
and in the field (Distribution of the radioactivity 
in the main spreading direction) 
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material could still be detected was four times greater in 

the flood stream direction and five times greater in the 

ebb stream direction, than those in the model experiment. 

Thereby, one must still bear in mind that, in the so-called 

morphological Model Time Scale, a model tide represents a 

larger span of time than a tide in the field. These great 

differences in the spreading velocity are to be traced 

back, primarily, to differences between the transportation 

behaviour of the model bed material and that of the natural 

sand in the field. The model bed material is transported 

predominantly as bedload: on the other hand, a larger part 

of the sand in the field - in suspension. In particular, 

the radioactive amounts of sand furthest away from the in- 

troduction points and which were found only at individual 

positions, would seem to have reached their deposition 

location in suspension. Only in a part of the stretch 

where the sand could be detected as enclosed strips, could 

the radioactive sand have been transported as bedload, 

during the relatively short period of observation. 

A further investigation in the Outer Elbe was carried 

out in autumn 1975. The investigation area II lay at the 

westerly end of the Norderrinne (Northern Channel) which 

is separated by the Neuen Leuchter Grund from the Mittel- 

rinne (Central Channel) which serves as the main naviga- 

tional channel (see Fig. l). Thereby, the deposition point 

was situated in the vicinity of the introduction point 1 

(which is described in (8)) in the model with a moveable 

bed. In this investigation, the isotope Chromium 51 (Cr 51» 

half-life value 28 days) was used, and the enrichment was 

made after previous preparation of the sand with water- 

glass (l). loo kg of sand with an activity of 2o Curie was 

used. Chromium 51 is not so ideally suited for investiga- 

tions of this type as is Scandium h6,   because Chromium 51 

has a shorter half-life value and a less energy-rich y-ra- 

diation. As Fig. 9 shows, the ebb stream velocity predomi- 

nated quite obviously in the vicinity of the introduction 
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Fig. 9s Tidal curve and graph of the current velocity in the 
dumping area of the Northern Channel (Model measurements) 
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point. Correspondingly, a predominant transportation of the 

sand in the direction of the ebb stream was also to be ex- 

pected. The spreading of the radioactive bed material, 

which was measured after 15o model tides, is illustrated 

in Fig. lo as dark area. The area where radioactive sand 

could be detected already five days or ten tides after the 

introduction in the field, is shown as cross-hatching. 

Here, also the transportation directions show good harmony, 

practically no transportation occurred in the flood stream 

direction. It is particularly interesting that, three weeks 

after the introduction, a limited spot with heavily increa- 

sed radioactivity at the edge of the main navigation channel 

was to be found at 8 km distance from the introduction 

point. This position is shown in double-hatching in Fig.lo. 

Sand deposits build up abundantly at this position. The 

investigations in the Northern Channel of the Outer Elbe 

confirm the results which were obtained during the investi- 

gations in the Medem Channel. Here, also, the spreading in 

the field occured very much more quickly than in the model 

experiment, which is to be traced back to transportation 

in suspension. The radioactive material which was found at 

8 km distance away, must have been transported exclusively 

in suspension. 

The investigations have shown that experiments using ra- 

dioactive tracers in a model with a moveable bed car. give 

valuabel indications concerning the sediment transportation 

to be expected in the field. In particular, it permits the 

determination of the direction of main movement. In the 

field, however, larger transportation distances are attained 

in a shorter time, because, in part, the transportation 

takes place in suspension. In the model experiments, the 

deposition of the whole of the amount of the radioactive 

material introduced could be recorded exactly. To date, 

that is not yet possible in investigations carried out in 

the field. As, in the only qualitative field investigations, 

however, the same main transportation directions resulted 
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as in the model experiment, and as the shape of the distri- 

bution curves was also similar, it is to be supposed that 

thereby an indication is given about the amount transported. 

In the area in which the higher radioactivity was measured 

in the fiel, in spite of the greater possibilities of a 

mixing and over-enrichment with inactive sands, the hea- 

viest sand transportation is to be expected. 

Further comparisons between model experiments and in- 

vestigations in the field must yet clarify details, espe- 

cially also the different transportation of the radioactive 

sand in the field, not only quantitatively but also quali- 

tatively. Such investigations are planned for the future. 
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CHAPTER 119 

MEASUREMENT OF SUSPENDED SEDIMENT IN THE SURF ZONE 

* 
F.A. Kilner 

1.  Introduction 

The sea is an important source of water for cooling and other 
industrial purposes.  From practical considerations, the water is 
usually drawn from a zone close to the shore, perhaps within one or two 
kilometres of the shore line through an intake structure such as a 
tunnel, pipeline or harbour or some comhination of these.  If the coast 
is exposed to strong ware action and the local sea bed is of a sandy- 
nature, sediment will he lifted into suspension "by the oscillatory 
motion induced by the waves, and thus any sea water transported to the 
shore will contain a sediment load. 

This sediment content may have an adverse effect on the operation 
of the intake structure in various ways.  If the water velocity is 
maintained at a high enough value throughout to avoid deposition, then 
the sand water mixture will tend to abrade the surface with which it is 
in contact.  If however the water velocity is permitted to fall below 
the deposition value, sediment accumulation will occur which may be 
intentional as in a settling basin (requiring regular dredging or other 
removal) or inadvertent as in a pipe conduit (leading to partial blockage 
of the pipe). 

The writer has been associated with two sea water intake schemes, 
one on the western coast of South Africa, being a cooling water supply 
for a nuclear power station with a water consumption of about 100 m3/s; 
the other an intake for the recovery plant of a mining company in Namibia, 
water capacity about 1 m3/s.  In both cases, information was needed 
concerning the variation of sediment concentration with distance above 
the sea bed, this distribution being measured at selected distances from 
the shore line.  This led to a review of available techniques for 
determining the sediment content of sea water, and thence to development 
of new procedures and instruments.  The details of these developments 
are presented in this paper. 

2.  Laboratory measurements of sediment concentration 

There are established methods of measuring sediment concentrations 
in laboratory channels, either directly by withdrawing a sample of water 
under conditions of minimum disturbance of the local flow, (with 
subsequent analysis of the withdrawn sample) or indirectly by measuring 
the optical, electrical or acoustic properties of a localised water 
volume, the changes in these properties being related to sediment 
concentration by calibration. 
*       ——   —— 
Associate Professor, Department of Civil Engineering, 
University of Cape Town, Rondebosch, South Africa. 
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For example the electro-optical sediment concentration meter, which 
senses electrically the loss of light transmission due to the presence 
of sediments, was first described by Hom-ma and his associates in the 
period 1962 to 1965 [3, h  and 5] and subsequently further refined and 
developed by Kennedy and co-workers in the period 1969 to date, [7, 8, 
9 and 15].  In 1969 Hattori [6] introduced a sensor system in which 
the electrical conductivity of a sediment laden zone enabled the number 
of grains to be effectively counted.  Basinski and Lewandowski [13] 
introduced a radiation sensor which made use of the principle that the 
concentration of suspended sediment in water is related to the 
absorption of gamma radiation.  Wenzel [lit] described acoustic methods 
of sediment concentration determination in which either the change in 
acoustic velocity or the extent of sound absorption could be related to 
the quantity of solids present. 

Such inferential methods for assessing the sediment concentration 
imply that the instrument is sensitive only to the mass of the sediment 
in the zone explored.  However in most cases it appears that other 
factors may influence the measurement obtained, for example the size and 
translucency of the particles and even the speed with which they are 
moving, thus a series of calibrations may be required. 

In uni-directional flow, much attention is paid to the withdrawal 
of sediment laden water at the rate appropriate to the local flow 
velocity of the water.  However, in wave action, where the velocity 
vector varies in magnitude and direction, it seems practically impossible 
to synchronise the rate of water withdrawal with the local velocity.  In 
a laboratory of course, there is at least no difficulty in locating the 
instrument in the desired sampling position. 

3.  Field measurement of sediment concentration 

There are surprisingly few field measurements of this type, 
although it is here necessary to distinguish between comparative samplers, 
such as bamboo tubes which give relative concentrations only [2], and 
quantitative samplers which give an absolute measurement of sand content 
in (say) ppm (parts per million by mass).  In this latter category 
Watts [l] made a major contribution by measuring sand concentration at a 
site on the California coast, using a pump-filter-meter system all 
components of which appeared to be submersible.  His measurements were 
taken at six stations between 100 and 300 m from the shore line (largely 
in the surf zone) and sampled mainly within 1 m of the sea bed.  These 
tests identified the concentrations as being of the order hundreds to 
thousands ppm, and as the sand content was retained in the instrument, 
size distributions of the sediment could be obtained.  The field tests 
were preceded by laboratory experiments to identify the optimum conditions 
for water withdrawal which appeared to be a vertical nozzle drawing at a 
high water speed (about 5 m/s); the resulting quantity of water withdrawn 
was about 200 litres, over about 5 minutes.  The equipment required a 
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power supply, made use of a convenient pier, and the paper concluded 
with the comment that "no satisfactory operational procedure has "been 
developed for this sampler which would facilitate the procurement of 
samples other than from a fixed structure". 

Fairchild [10] made use of a similar pier mounted sampler, hut 
modified the system in that only the nozzle was submerged, the pump 
and receiving tank being tractor mounted to make the system more 
manoeuvrable.  He also used a slightly higher intake velocity, 
greater than 6 m/s, which could have caused some entrainment with the 
nozzle positioned at its lowest position of 75 mm from the sea bed. 

Hom-ma and Horikawa [3] make reference to an instantaneous 
horizontal sampler (Fujiki type) as used on tests on the coast of Japan, 
but give no details of how the sampler operated or was positioned. 

Jensen and Sorensen [12] described measurements made in the entrance 
channel to the port of Karachi in water 11 m deep.  They used a steel 
tripod frame resting on the sea bed, with nozzles attached at various 
elevations, and water samples were lifted by suction to an anchored 
surface vessel for subsequent concentration determination.  The samples 
appeared small (2 litres at a time) and as the wave heights were less 
than 3 m, the zone explored was outside the breaker line. 

k.       Design criteria 

The literature review led to tentative specifications for a 
versatile sediment sampler for determination of offshore concentrations 
as follows:- 

a) Indirect sampling methods were rejected for use in the sea on the 
grounds that organic content and small marine organisms could give 
spurious information.  In addition, the calibration of indirect 
instruments may be affected by the nature of the sediment as 
distinct from its mass.  Direct sampling implies positive 
withdrawal of a water sediment mixture. 

b) The water volume sampled should be as large as possible (minimum 
100 litres) in order to handle as large a sediment quantity as 
possible (for example 100 litres of water yields only about 10 g 
of sediment at 100 ppm concentration).   This sampling will take 
several minutes. 

c) Following from (b) above, the sediment must be extracted and the 
water rejected (returned to the sea) otherwise the storage capacity 
required for the instrument would be excessive.  This procedure 
has the added advantage that the sediment load may be examined in 
detail. 
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d)  As far as possible, a field test should not involve personnel in or 
on the sea, otherwise zones of particular interest, such as a breaker 
line, and occasions of particular interest, such as a period of 
unusually strong wave action, may in themselves inhibit sampling 
activity. 

5.  Pneumatic samplers 

From the outset, it was decided to use pneumatic power for any 
sampler design, based on the ready availability of portable vacuum and 
compressor equipment. 

An elementary form of sampler was used initially, employing 
commercially available preserving jars, of 2 litre capacity, which are 
able to withstand a total internal vacuum.  When equipped with a 
modified screw lid, containing a quick release manual valve, it could be 
used as a hand held sampler, suitable for relatively high concentrations 
in wading depths.  Auxiliary equipment consisted of a portable generator 
and vacuum pump, which enabled as many bottles as desired to be 
vacuumised on the beach: when opened under water, a pressure head of 
about 10 metres is available immediately to fill the bottle, a process 
which takes about 2 seconds.  Although only accurate when concentrations 
are of the order thousands of ppm, this procedure remains convenient for 
work close inshore. 

For deeper water two compressed air samplers have been designed to 
fulfill the criteria outlined in paragraph k,  both using conventional 
7 litre, 200 atmosphere compressed air cylinders for power supply. 
Sampler I has been in use for some months, and has proved effective, but 
requires a helicopter to insert and retrieve it.  Sampler II is under 
development, and attempts to avoid a support vehicle entirely, rather 
making use of an offshore anchor. 

The basic operational component of both these samplers consists of 
a compressed air cylinder connected to an air motor through a trigger 
valve.  In sampler I this valve is actuated by water inflow into a 
compartment when the sampler is resting on the sea bed.  The air motor 
has a common shaft with a centrifugal pump which draws sea water through 
an inlet tube positioned at the desired sampling height' above the sea 
bed.  The pump drives the water sample through a water filter and meter 
and back to the sea.  The air cylinder capacity is such that the quantity 
of water sampled is about 100 litres and takes about 5 minutes to flow 
through the instrument, although the quantity could be increased easily 
by using higher pressure cylinders.  The complete unit is weighted by a 
base plate, which also has three radial support arms to permit the 
sampler to remain stably on the sea bed under wave action.  The function 
of the helicopter is restricted to lifting the prepared sampler off the 
beach, transporting it to the desired offshore station, lowering it into 
the water until slack rope indicates the device is on the sea bed, and 
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then hovering until the sampling is complete, when the sampler is 
lifted clear of the water and returned to the beach.  Once onshore, 
the empty cylinder is replaced, the water meter reading is taken as a 
measure of sample size, the nylon mesh filter is removed and replaced, 
and the process repeated.  If desired, the position of the inlet pipe 
may also toe changed.  The cycle time for one reading is of the order 
of 15 minutes, tout the strain on the helicopter pilot is consideratole, 
and in practice not more than eight readings have "been taken in one day. 

Sampler II is designed to avoid the use of the helicopter, which is 
replaced in effect toy an endless rope "between the shore line and a heavy 
offshore anchor, the sampler toeing attached to the rope and in this way 
moved into desired station.  In this development the sampler is 
"basically "buoyant, tout when in position an air chamber is flooded toy 
radio signal from the shore, causing the sampler to sink into position 
and initiate the sample pumping as described atoove.  By means of time 
switches the air chamber is blown free of water at the end of sampling, 
the device surfaces and is pulled back to shore again. 

The figures and photographs on following pages show the two 
compressed air samplers in outline and under operating conditions. 

6. Conclusion 

Subject to the successful operation of sampler II, surf zone 
sampling may now toe accomplished toy a shore-based party subject only to 
the retention of an offshore anchor touoy and sheave to accommodate an 
endless rope link to the shore.  This permits sampling under any 
conditions of wave action.  For isolated samples required from different 
areas, the helicopter may still be useful for sampler positioning. 

Measurements of sediment concentration have been obtained inside 
and just outside the surf zone under local wave heights up to about 
6 metres.  Viewed from a helicopter under these conditions, the 
magnitude of vorticity atoout a vertical axis occurring naturally appears 
to outweigh the local vorticity generated by the presence of the 
instrument, thus it is assumed that the sediment measurement is not 
being exaggerated toy the presence of the device.  Further support for 
this view is not possible, as it is believed that this is the first time 
sampling has been achieved at all under these wave conditions, and thus 
comparative measurements are not available.  However, very broadly the 
concentration magnitudes obtained in the present series of tests seem 
rather low when compared with tests conducted from fixed pier platforms. 
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Vacuum sampler system 
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Helicopter sampler (no I) on teach 
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PVC pipe 

spherical float 

drain cock 

knurled nuts 

sedj.ment filter 

.air exhaust 

a& 
, perspex face plate 
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tilt indicator 
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Helicopter sampler (no I) 

being prepared on the "beach 

10 metres NYLON ROPE 

SCRAP   STEEL ANCHOR 

35 metres 

SIKORSKY    61N 

15metres   POLYPROPELENE   ROPE 

(lOmm/tf     doubled) 

IQmetres   STEEL  CABLE (6mm^) 

_a.LKLY 

8,5metres   STEEL CABLE(6mm0) 

-CCBK-.ELOA1S 

SAMPLER   MK.l 
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Helicopter sampler (no I) 

on sea bed 

TO     HELICOPTER 
WATER   SURFACE 
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Sediment sampler no II 
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Operational configuration 

for sampler no II 

TRUCK   WITH WINC H 

ELEVATION 

TRUCK   WITH   WINCH 
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Sediment sampler no II on sea bed 
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CHAPTER 120 

IOWA SEDIMENT CONCENTRATION MEASURING SYSTEM 

by 

Tatsuaki Nakato  , Frederick A. Locher ', 
John R. Glover   , and John F. Kennedy 

I.  INTRODUCTION 

The Iowa Sediment Concentration Measuring System (ISCMS) is an 
electro-optical instrument developed in 1969 (Glover, Bhattacharya, and 
Kennedy 1969) for measurement of suspended solid concentrations in un- 
steady solid-liquid flows.  It has been used extensively in laboratory 
investigations to determine spatial and temporal variations of sediment 
concentration in a variety of steady, unsteady, uniform, and nonuniform 
flows (Bhattacharya 1971; Danushkodi 1974).  Concurrent measurements of con- 
centration and velocity fluctuations have been used together to obtain es- 
timates of mass transfers in unsteady sediment-laden flows, with the goal of 
improving the understanding of the underlying mechanisms responsible for 
sediment entrainment and suspension (Nakato 1974).  Interpretation of the 
data gathered in these experiments pointed out the need for a more thorough 
understanding of how the optical and electronic components of the ISCMS 
respond to the passage of individual sediment particles through the optical 
field of the transducer (Locher et at.   1974). An investigation was under- 
taken to determine the sensitivity of the ISCMS output to the position of 
a particle in the transducer field; the role of particle velocity in deter- 
mining the ISCMS output; the effects of particle translucency and size on 
the output of the system; and the dependency of mean concentration estimates 
on integration time. 

II.  THE ISCMS PROBE FIELD 

The transducer consists of a 1.55-mm diameter light source (P-N 
gallium arsenide, type TIL 24) and sensor (NPN planar silicon phototransistor, 
type TIL 604) separated by a distance of about 3.2 mm with their optical 
axes co-aligned, as shown in figure 1.  Light from the source is attenuated 
by particles in the probe's optical field and the modulated light signal is 
transduced to an output voltage by the sensor and electronic circuits.  Cal- 
culation of the average number of particles present in the transducer field 
in some wave-induced sediment entrainment studies at The University of 
Iowa demonstrated that often only one or two particles are present in the 
field, and highlighted the importance of knowing the effects of particle 
position and residence time in the space between the source and sensor on 
the system output. 

(1) Research Engineer, Institute of Hydraulic Research, The University of 
Iowa, Iowa City, Iowa. 

(2) Senior Engineer, Bechtel Corporation, San Francisco, California 

(3) Director, Institute of Hydraulic Research, The University of Iowa, Iowa 
City, Iowa 
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Figure 1.  The ISCMS probe. 

To investigate the ISCMS sensitivity to particle position, "arti- 
ficial particles" were made by spattering India ink on a glass slide and then 
selecting several ink spots with the desired size and shape for detailed 
investigation.  This approach was adopted because there is no means of 
supporting single glass bead or sand particle within the probe field without 
introducing additional refraction of the light.  The slide with simulated 
particles was mounted on a microscope traversing mechanism, the ink spots 
were positioned at various locations along the optical axis of the source- 
sensor pair, and the corresponding ISCMS outputs were monitored.  The results 
of tests with circular spots with diameters of 0.38, 0.25, and 0.12 mm are 
summarized in figure 2, in which the system output voltage normalized by 
the voltage obtained with the particle adjacent to the sensor is plotted 
versus spot distance from the sensor.  It is seen that the ISCMS output 
voltage initially rises sharply with increasing distance, obtains a peak 
value at about 1.0 mm from the sensor, and then trails off monotonically 
until the spot is adjacent to the source where the output is only 50-60 
percent as great as when it is adjacent to the sensor.  In other words, 
the ISCMS response is strongly dependent on the position of the particle when 
traversed on the optical axis within the transducer field. 

Tests also were conducted to ascertain the effect of the radial 
position of a "particle" in the probe field on the system response.  These 
were realized by traversing a spot radially across the probe field in planes 
that were perpendicular to the optical axes and located at various distances 
from the sensor.  The typical set of results shown in figure 3 depicts the 
variation in the ISCMS response as the 0.38 mm spot was traversed radially 
at several sections between the source and sensor.  Note that the ISCMS 
output voltage for each location was normalized with the reading obtained with 
the particle adjacent to the sensor.  These results show that the ISCMS out- 
put voltage varies continuously as the particle is moved radially through the 
optical field.  It was found that the diameters of circlar cylinders within 
which the normalized voltage is larger than approximately 0.5 are 0.6 and 1.0 
mm for the 0.25 and 0.38 mm particles, respectively.  The physical diameter 
of the source and sensor is 1.55 mm; therefore a substantial portion of the 
cross-sectional area of the probe field is not highly effective in sensing 
the particle. 
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Figure 3. Variation of the ISCMS output along the radial axis 
of the transducer for the 0.38 mm "artificial particle". 
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The effects of particle velocity on the ISCMS response were investi- 
gated by passing a field of simulated particles through the transducer's 
sensing volume at different speeds.  The "particle field" consisted of 120 
0.127-mm diameter drilled holes equally spaced around the periphery of an 
8.89-cm diameter circle on a lucite disk.  The disk was rotated at various 
angular speeds about the center of the particle circle, with the simulated 
particles crossing the optical axis of the source-sensor pair.  The rms of 
the ISCMS output voltage was recorded for several different angular speeds 
of the disk.  The rms output voltages were normalized by the rms voltage 
obtained at a frequency of 100 particles per second or less; the results 
from several repetitions are plotted on figure 4.  It is seen that there is 
no attenuation of the amplitude of the ISCMS voltage for frequencies under 
100 Hz, but at higher speeds the signal is progressively diminished.  This 
indicates that the upper limit of particle speed for which the instrument is 
able to measure the concentration corresponding to the passage of an individual 
particle through the transducer's field is approximately 23 cm/s.  However, 
at a particle speed of 46 cm/s, the normalized rms voltage of the ISCMS output 
was reduced by only about 8 percent. 

III.  EVALUATION OF MEAN CONCENTRATION OF SUSPENDED SEDIMENT 

To evaluate the effects of particle translucency on the ISCMS output, 
mean sediment concentrations were measured in suspensions of three different 
sediments:  two quartz sands and crushed walnut shells with median diameters 
of 0.14, 0.25, and 0.20 mm, respectively.  The specific weights of the two 
materials were 2.65 and 1.33 g/cm .  These tests were conducted in a turbulence 
jar, in which each sediment was held in suspension in water by means of 
vertically oscillating grids. During calibrations, samples were withdrawn 
to obtain reference values of concentration, and thejISCMS output was recorded 
with the probe at several different elevations.  The test results are plotted 
in figure 5 with Av/V„ presented as a function of C/yD, where AV is the net 
ISCMS output voltage; V0 is the output voltage with the light sensor shielded 
from the source light (approximately 12 volts); C is the measured mean con- 
centration in ppm; D is the median diameter of the sediment; and y is the 
specific weight of the sediment.  It is seen in figure 5 that the calibration 
curves for the three samples are linear, and the data from the two quartz 
sands plot almost congruently.  However, the slope of the calibration curve 
for the walnut shells is much larger than that for the quartz sands.  This 
difference was attributed to variations in the opaqueness of the two materials. 
The walnut shells are less translucent than the quartz sand, and therefore 
produce stronger attenuation of the transmitted light and larger ISCMS output 
voltages.  During the calibration, photographs of the ISCMS signals for each 
sample were obtained and their signal characteristics were compared.  The 
results showed that there are far more voltage readings below the zero 
reference for the quartz sands than for the walnut shells.  This effect is 
the results of light being reflected off the surface of the quartz particles 
into the sensor as the particle enters or leaves the probe field.  The crushed 
walnut-shell surface does not reflect light as well as the quartz sand, and 
therefore drops below the reference voltage level were not so prominent. 
These negative voltages indicate light intensities above the ambient light 
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Figure 5.  Calibration curve expressing AV/V0 as a function 
of C/yD for quartz sand and walnut shells. 
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level with no particle in the probe field; therefore these negative voltages 
have to be discarded through a single polarity integrator in the instrument. 
The principal conclusion from this phase of the investigation was that the 
ISCMS must be calibrated for each different sediment material. 

Tests to ascertain the sensitivity of the ISCMS to particle Idameter 
also were conducted in the turbulence jar using four different glass beads 
with median diameters of 0.029, 0.062, 0.100, and 0.200 mm.  Calibration 
data for the four samples are plotted in figure 6. The calibration curves 
are seen to be linear over the range of concentrations tested:  400 to 16,000 
ppm.  However, the slopes of the calibration curves are dependent on the 
diameter, with values of 3.62, 4.87, 7.96, and 12.35 ppm/mV, for the 0.029, 
0.062, 0.100, and 0.200 mm beads, respectively.  This dependency of calibration- 
curve slope on particle diameter can be explained as follows. For a fixed 
concentration, the number of particle present in the sensing volume of the 
probe increases with reduction in particle diameter.  In the case of the 
finer sediments, some particles hide in the shadows of others, and are not 
detected by the light sensor.  Therefore, at high concentrations the actual 
particle concentration in the probe field is higher than that indicated by 
the output. 

Tests also were conducted in the turbulence jar to determine the 
effect of integration time on the measured estimate of mean sediment concen- 
tration for the two quartz sands and the walnut shells described above. A 
series of 200 sequential 10-sec averages of the ISCMS output voltage were 
obtained for each of these sediments at low, medium, and high mean concentra- 
tions ranging from 360 to 11,000 ppm.  Successive 10-sec averages were combined 
to form sets of 20-sec and 50-sec averages, and the effects of averaging time 
of the confidence intervals of the mean concentration estimates were examined. 
It was found that increasing the averaging time above 10-sec does not have 
an appreciable effect on the confidence interval of the3mean-concentration 
estiamtes.  Similar tests also were made in the Iowa Oscillatory-Flow Water 
Tunnel (Nakato 1974; Locher et at.   1974).  In these tests a signal-averaging 
technique (Trimble 1968) was employed to decompose the analog concentration 
signal into its mean, periodic, and random components.  Although the ISCMS 
response is dependent on the position of the sediment particle in the probe's 
sensing volume, for a completely random sediment motion the trajectories 
along which the particles traverse the field tend to be uniformly distributed 
over the sensing volume. Therefore, the effect of particle position on probe 
response described above averages out over time, and the signal-averaged 
measurements of C + Cp, where C and Cp are respectively, the mean and periodic 
components of the sediment concentration, were judged to be accurate. The 
period of the oscillatory fluid motion, T, over the 0.14 mm quartz sand bed 
was 1.8 sec, and the piston stroke was 15.2 cm.  The ripples produced on the 
bed had a mean wavelength of 8.5 cm and a mean height of 1.2 cm. With the 
probe over the ripple crest, data from 200 wave cycles were obtained, with 
a sampling interval of 18 milliseconds, and analyzed in groups of 20, 50, 
and 100 wave cycles.  The value of C for the data from 200 wave cycles was 
3,094 ppm, while the mean concentrations for the data from the_first and 
second 100 cycles were 3,096 and 3,092 ppm, respectively.  The values of C + C 
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calculated from the set of 200-cycle data and the first 100-cycle data are 
plotted in figure 7.  It is seen that there is not much difference in the 
estimates of C + Cp between two sets of data.  However, the mean concentrations 
as well as the periodic components Cp obtained from the sets of 50- and 20- 
cycle data varied somewhat from that yielded by the 100-cycle data sets.  The 
variations in the C estimates were found to be between 2,867 ppm and 3,317 
ppm, and 2,746 ppm and 3,521 ppm for the 50- and 20-cycle data, respectively. 
The plots of C and Cp values from the 50- and 20-cycle data also were found 
to scatter much more widely than those of 100-cycle data.  It was concluded, 
therefore, that at least 100 wave cycles of data are necessary to obtain 
meaningful estimates of the mean and periodic components of sediment concen- 
tration in the suspended sediment field produced by oscillatory motion over 
a rippled sand bed investigated in this study. 

IV.  SUMMARY OF RESULTS 

The principal results of this investigation may be summarized as 
follows: 

1. The ISCMS response to the single particle depends strongly on 
the particle position within the probe field.  Therefore, the instantaneous 
output voltage of the. ISCMS cannot be correlated with the instantaneous sus- 
pended sediment concentration within the probe position. 

2. The frequency response of the instrument limits the use of the 
ISCMS to flows with mean velocities less than approximately 23 cm/s. At a 
particle velocity of 46 cm/s the rms output is down approximately 8 percent. 

3. The ISCMS output voltage varies linearly with mean sediment 
concentration.  However a separate calibration must be obtained for each 
sediment. 

4. An integration time of at least 10 seconds is necessary to 
obtain reliable estimates of mean sediment concentration when calibrating the 
ISCMS probe in a turbulent jar.  This appears to be a.reasonable lower time 
limit also when the ISCMS is used in steady uniform flows. 

5. Approximately 100-cycle wave data are sufficient to obtain 
quantitative estimates of C + c in the oscillatory flume used in the present 
study. e 
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CHAPTER 121 

FACTORS INFLUENCING ESTUARY SEDIMENT DISTRIBUTION 

by 
1 2 

Mary P. Kendrick  and B. V. Derbyshire 

Introduction 

Many factors combine to determine the way in which 

sediments are distributed throughout an estuary. 

Most fundamental are those which produce the natural 

rhythm of diurnal (or semi-diurnal), bi-monthly and seas- 

onal fluctuations due to predictable variations in tide 

and weather.  This group includes tidal discharge, fresh 

river flow and the resultant distribution of saline water. 

When considered together with such factors as the availa- 

bility and properties of sediments within and beyond the 

landward and seaward limits of an estuary, they determine 

how the available material shall be eroded, transported 

and deposited during the course of the natural cycle. 

Superimposed on these regular fluctuations are the 

effects of other factors which may or may not be predict- 

able, are not necessarily regular in occurrence and may 

be either natural or man-made. 

These include secular trends, such as long-term 

adjustments in land/sea levels or climatic conditions, 

which have a small but continuing effect on some of the 

factors in the first group.  They also include sudden, 

short-term events like earthquakes or hurricanes which 

impose a shock to the system that may involve the movement 

of large quantities of material during the subsequent period 

of readjustment.  Sometimes the influence of this group 

1. Principal Scientific Officer) Hydraulics Research 
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of factors on sediment movement is indirect in that they 

necessitate the implementation of civil engineering works 

which, in turn, lead to a redistribution of sediment. 

Finally, and most familiar to the coastal engineer, 

are those factors which create the recurring practical 

problems confronting him as estuaries are developed more 

and more intensively to meet the demands of modern industrial 

society - the construction of new jetties and container 

berths, channel dredging and training for navigation, sand 

and gravel winning for industry, the commissioning of water- 

cooled power stations, the discharge of sewage and industrial 

effluents, the control of water supply and tidal discharge 

by hydraulic structures, etc.  Such developments usually 

affect the prevailing distribution of sediment in some way. 

The tidal Thames in England (Fig 1) exemplifies a 

relatively well-documented estuary which for many years 

has been studied in the field, on physical and mathematical 

models and through laboratory tests on sediment.  Using 

some of the results of these studies, the authors attempt 

to demonstrate how the above-mentioned factors interact: 

(a) in the short-term throughout a single tide, (b) during 

the slightly longer course of the bi-monthly spring-to-neap 

cycle, (c) as a result of annual seasonal variations and 

(d) in the longer term over a period of 30 years or more. 

Finally the paper illustrates the impact that civil engin- 

eering works can have on an estuary whose prevailing 

sediment distribution is already the result of the combined 

effect of the factors previously discussed. 

Diurnal (or semi-diurnal) effects 

Fig 2 depicts events on one (semi-diurnal) spring tide 

over an 8 km stretch of estuary (Fig 1). 

The tidal range, which was 5.53 m at km point 0 (the 

mouth' ) about 50 km away, is amplified to 6 m (a), the 
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slightly shorter flood period giving marginally higher 

maximum current velocities on the flood than on the ebb 

(b).  The vertically well-mixed conditions produce a rise 

in salinity of 10 parts per thousand at all depths from 

slack low tide to slack high tide (c).  Because of the 

difficulties inherent in attempting direct measurement 

of changes in the level of the surface of a silty bed 

throughout a tide, measurements of variations in both 

the concentration of suspended sediment and current 

velocity at a number of depths at selected stations are 

used to infer how material is eroded, transported and 

deposited in a given reach of the estuary. 

The records shewn on (d), (e) and (f), 1.5 m above the 

bed, typify the pattern of changes occurring throughout the 

lower 3 m of flow. 

On the flood tide, material at the station 3 km sea- 

wards of Zone B (d) is entrained as soon as the critical 

shear for erosion is reached.  The fact that the subsequent 

sharp decline in sediment concentration is not accompanied 

by a significant decrease in current velocity suggests 

that the material passes from the site up the estuary. 

Some of it deposits before arriving at Zone B, probably in 

the lee of bends, where flow is slow.  If this were not 

the case, the concentration-time curve at Zone B would 

provide evidence of its arrival there.  Instead, graph (e) 

shews that conditions at this site are similar to those 

shewn on graph (d), sediment entrainment occurring early on 

the flood tide followed by a reduction in concentration as 

material moves away up-estuary. 

A second, smaller concentration peak occurs at both 

stations and, assuming that suspended sediment travels at 

the speed of the water transporting it, the evidence sug- 

gests that this material was eroded from the bed at a posi- 

tion more than 3 km below Zone B, passed through the lower 
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silt station, deposited some of its load on the bed between 

there and the second station and passed on up the estuary. 

At the third station, 5 km above Zone B (f), events are 

quite different.  The suspended sediment concentration 

remains low even when the current velocity has exceeded 

1 m/s, indicating little or no erosion of the bed locally. 

It is not until between 3 and 4 hours after low water that 

material arrives from further down the estuary, and the 

timing suggests that this could have originated at, and 

upstream of, Zone B.  Some of this sediment passes on for 

a short distance before settling on the bed, the remainder 

deposits at the station due to the decrease in current 

velocity associated with the arrival of slack high tide. 

On the ebb, concentrations at this station soon exceed 

2000 ppm as the deposited sediment is re-entrained,and 

clearly more sediment passes down the estuary at this point 

than passed up on the preceding flood tide.  The velocity- 

time curve shews that the sediment is transported seawards, 

concentrations remaining low for the rest of the ebb tide. 

At Zone B, conditions at the start of the ebb are similar, 

material being eroded from the bed as soon as the critical 

shear is reached.  This moves away down-estuary, but halfway 

through the ebb tide the concentration-time curve (e), 

peaks suddenly, and this rise coincides with the arrival time 

of the suspended sediment which created the concentration 

peak at the station 5 km up-estuary.  From this point until 

slack low water, the concentration at Zone B falls as 

current velocity falls, material depositing at and below 

the site. 

At the third station 3 km seaward, sediment concentra- 

tion rises and falls gradually as ebb current velocity 

increases and decreases (d), reaching only half the maximum 

value recorded at the other two stations - a further indica- 

tion of deposition on the bed between here and Zone B. 
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3 Km. BELOW ZONE Bl 

C = Concentration (ppm)   V = Velocity (ra/s) 

Fig. 3.     SEMI-DIURNAL FLUCTUATION IN SEDIMENT FLUX 
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The data in (d), (e) and (f) are re-plotted on Fig 3 

as sediment-flux curves for each of the three stations. 

These graphs illustrate more clearly the longitudinal 

sediment redistribution in the study area already inferred 

from the raw data on Fig 2 since the areas under the curves 

represent the quantity of sediment per unit area passing 

each station on each half tide. 

To facilitate comparison, the flood tide sediment flux 

at the seaward station is regarded as 100 units.  With 

this as the reference, Fig 3 demonstrates that within 

the 8 km of estuary used in the example, the amount of 

sediment deposited on the bed during the flood tide is 

more than twice that deposited on the ebb.  Furthermore, 

whereas flood tide deposition is distributed relatively 

evenly both above and below Zone B, most of the ebb tide 

deposition occurs at Zone B and seawards.  (Clearly the 

greater the number of measuring points per river section, 

the more reliable will be the result.) 

Bi-monthly (spring-to-neap) effects 

Figs 2 and 3 shew how sediment can be redistributed 

during the course of a single tide under a condition of 

low river flow.  Fig 4 demonstrates the slightly longer- 

term variations that can occur during the bi-monthly spring- 

to-neap cycle, employing data collected near to Zone A 

and Zone B (Fig 1), two areas respectively 25 km and 50 km 

above the estuary mouth.  The data are plotted both for 

summer (low river flow) and winter (high river flow) 

conditions.  Graph (a) shews the cyclic variation in tidal 

range and indicates that tidal currents in both summer and 

winter must be similar since tidal ranges are similar. 

(River flow has negligible effect on currents at the 

monitoring stations.) (b) shews the steady, low summer 

river flow and the fluctuating, higher winter river flow, 

(c) and (d) shew the bi-monthly variation in mean suspended 

sediment concentration on both flood and ebb tides. 
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The most significant fact to emerge is that sediment 

concentration increases and decreases with tidal range, 

remaining low throughout the period of neap tides and 

increasing as the range exceeds the mean value.  Significant 

sediment movement is therefore largely confined to spring 

tides. 

In the summer, spring tide concentrations are higher on 

the flood than on the ebb at the 2 stations just above 

Zone A and Zone B, suggesting a net landward movement of 

material up the estuary during this period.  However, flood 

tide values are similar at the 2 stations indicating no net 

accretion of the bed between the sites.  The transported 

material must therefore deposit further up the estuary. 

On the ebb, values are higher near Zone A than near Zone B 

indicating erosion of the bed between the stations. 

In the winter the converse is true.  Spring tide concen- 

trations  are higher on the ebb than on the flood at both 

stations, implying net deposition seaward of the lower 

station (from bed level data this in fact occurs at Zone A). 

However, at this time of the year both flood and ebb values 

are much greater near Zone A than Zone B, indicating consi- 

derable sediment movement, with deposition occurring between 

the two sites on the flood and erosion occurring on the ebb. 

Annual seasonal effects 

Continuing the study by extending the time-scale of 

cyclic variations from 2 weeks to 2 years, Fig 5 shews the 

relationship between fresh river flow, water salinity, 

concentration of suspended sediment and river bed level at 

Zone A and Zone B.  The location of study zones and monitor- 

ing stations is given on Fig 1. 

The significant feature is that for a given 2-year 

pattern of variations in river flow, salinity and suspended 

sediment concentration, bed levels in the two areas react in 

diametrically opposite ways. 
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High river flow (October-April), the consequent low 

salinity and the subsequent ebb-predominant, suspended 

sediment concentration result in accretion of the bed at 

Zone A.  On the other hand, a similar combination of factors 

produces erosion of the bed at Zone B.  Low river flow 

(May-September), the consequent high salinity and the 

subsequent flood-predominant, suspended sediment concentra- 

tion result in erosion of the bed at Zone A whilst at Zone 

B, the result is accretion. 

Clearly, material is redistributed seasonally along 

the estuary, the reduction in salinity associated with a 

prolonged period of high river flow leading to the release 

(through a reduction in cation bonding) of deposits at Zone 

B for transportation down-estuary. Conversely, during the 

period of low river discharge, the prevailing net landward 

movement of water and sediment in the lower layers of flow 

in the seaward reaches results in the gradual up-river 

transport of sediment. 

Effects of secular trends 

So far, the paper has described only those regular, 

largely predictable variations in natural phenomena which 

affect estuary sediment distribution.  It now considers 

other, less regular, less predictable factors whose 

continuing effects, though small, can be of considerable 

significance when superimposed on existing regular fluctua- 

tions.  The long-term land/sea level adjustment taking place 

in the southern North Sea provides a useful example. 

Following an examination of 50 years of daily records 

of tide level, salinity and river flow, the authors confirm 

earlier findings (Ref 1, Ref 2) that mean tide level at 

the mouth of the Thames and tidal amplitude 70 km up-estuary 

have risen significantly during this century.  In addition 

they shew this to be accompanied by a rising trend in saline 

penetration and a falling trend in river flow.  Fig 6 



2084 COASTAL ENGINEERING-1976 

ppt       m    m /s 
10  : 

100 
7.3 /^ SALINITY 

9 90 
7.2 ' 

7.1-1    80 TIDAL   RANGE N^ 

7.0-    7o-^ 

7 I 60- 
s RIVER   FLOW 

1920 1930 1940 1950 

Fig.   6. SECULAR TREND IN FACTORS 
AFFECTING SEDIMENT DISTRIBUTION 

ZONE   B 
DREDGING RATE 

0                        100 42 2 

Accretion 
m            •           Mean Bed Level 

0.8- _ •• —• 

0.4 
.•—•—• 

0 i • 

1920 
T 

1940 
r  

1960 1980 

Fig. 7.   RESPONSE OF BED LEVELS TO SECULAR TRENDS 



ESTUARY SEDIMENT DISTRIBUTION 2085 

illustrates this in the form of 15-year running means for 

all three parameters for the period 1920-1950. 

The relative dependence of saline penetration on tidal 

range and river flow is currently being investigated. 

However, for present purposes, the significant fact is 

that for a period of at least 30 years, the main hydraulic 

factors controlling sediment movement themselves underwent 

a gradual change in a constant direction.  The net effect 

on sediment distribution was to increase the thickness of 

the deposits on the estuary bed in the reaches immediately 

landward of the major deposition zone of the estuary - 

Zone B.  Civil engineering works, including continuous 

channel maintenance dredging, masked this effect to some 

extent during the major part of the period, but when dredg- 

ing was reduced, the readjustment of the estuary sediment 

distribution to the changing situation was rapid. 

This effect is demonstrated by Fig 7, which shews 

changes in mean bed level (derived from soundings at 

approximately 30-m intervals on sections 175 m apart) 

between 1923 and 1971 for a 4-km - long reach located 3 km 

above Zone B.  Annual dredging during the period of contin- 

uous channel maintenance is taken to be 100 units. 

Effects of civil engineering works 

Up to this point, the paper has been largely confined 

to a consideration of the interaction of those factors 

which affect estuary sediment distribution before they have 

been modified in any way by man's intervention.  The authors 

now go a step further and examine what can happen to the 

sediment distribution when development schemes are carried 

out which modify the influence of those factors. 

Two examples are cited - one familiar, the other per- 

haps less so.  The first, jetty construction, usually 

affects only the local area but can be costly in terms of 

economic efficiency if badly located and ill-designed, as 
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was often the case in the past and unfortunately still 

happens today. 

Fig 8 demonstrates the response of bed levels in the 

Thames to the construction and extension of jetties about 

35 km above the mouth.  The bankslde accretion which occur- 

red between 187 3 and 1957 following the building of the 

first jetty (Section A-A1) amounted to a riverward move- 

ment of the low tide mark of about 80 m.  This was relatively 

local in effect,not extending as far down-estuary as Section 

B-B1 where the bankline had remained as before.  However, 

once a jetty was built at B-B' and associated front face 

dredging carried out, bankside deposition began there also, 

and in 2 years (1966-1968) the bankline advanced about 50 m. 

Meanwhile, back at A-A', an extension into deeper water had 

been added in 1959 and dredging also undertaken along the 

front face.  Deposition continued - at a reducing rate 

behind the original 187 3 construction, but at a higher rate 

between it and the new extension. 

Why did this deposition occur?  Prior to jetty construc- 

tion sediment was carried into the area on the flood tide, 

deposited round about slack high water, re-entrained on the 

ebb and transported seawards.  A long-term balance was 

therefore maintained and bed levels near the side of the 

estuary changed very little from year to year.  Jetty 

construction had the effect of marginally reducing current 

velocities near the bank and thus providing a longer period 

for deposition at high water.  Furthermore the ebb current 

was less efficient in re-entraining sediment and so the 

former balance between deposition and scour was no longer 

maintained. 

The civil engineering undertaking used as the second 

example of how such works modify the influence of the 

hydraulic factors responsible for estuary sediment distri- 

bution is tide control (Ref 3).  It is more ambitious than 
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jetty construction, has more far-reaching effects and is 

therefore much less likely to be carried out without prior 

investigation into its likely impact on the estuary environ- 

ment. 

Physical and mathematical model studies of various forms 

of tide control have been made at Wallingford.  Using 

physical model results, Fig 9 shows the effect on water 

movement of one form - half-tide control by a gated barrier 

located 55 km above the estuary mouth.  The way the system 

operates is for the gates to be shut halfway through every 

ebb tide, remain closed throughout the low water period, 

be re-opened halfway through the following flood tide when 

water levels on either side of the structure are the same, 

and remain open throughout the high water period. 

The effect is demonstrated by comparing tide levels 

(a), current velocities Cb) and salinity (c) with and with- 

out half-tide control at stations above and below the stru- 

cture.  Below the structure, the response to tide control 

is for the ebb period to be shorter, the flood period 

correspondingly longer, maximum flood current velocities 

lower and maximum ebb current velocities higher.  Above 

the structure, once the initial fall in flood tide level 

following gate closure has occured, levels increase slowly 

with incoming river flow until the gates are re-opened: 

current velocities on both flood and ebb tides are lower. 

The main effect of half-tide control on the longitudinal 

salinity distribution is to move the upstream limit of 

saline penetration about 5 km seawards (Ref 4). 

Fig 10 demonstrates how these changes in water movement 

within the estuary affect the sediment distribution on the 

bed according to both the physical model (upper diagram) 

and the mathematical model (lower diagram). 

The results take different forms.  Those from the phys- 

ical model are presented in the form of deposition/erosion 
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charts which compare the negligible change in sediment 

distribution following construction but before operation 

of the tide control structure, with the considerable 

sediment redistribution resulting from continuous half-tide 

control.  The mathematical model results illustrate 

longitudinal changes in the location of zones of erosion 

and deposition, indicating that tide control has the 

opposite effect to that of the rising trend in tidal range 

in that it produces a seaward migration of the major depo- 

sition zone. 
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CHAPTER 122 

SEDIMENT TRANSPORTATION AND DEPOSITION 
MODELS FOR MOBILE BAY, ALABAMA 

by 

Gary C. Aprils- 
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C. Everett Brett3 

ABSTRACT 

The objective of this study is the application of hydrodynamic 
and material transport mathematical models for Mobile Bay in predicting 
sediment transport and deposition profiles within the bay system.  Of 
particular importance are the seasonal variations of sediment distri- 
bution which are critically influenced by current patterns within the 
estuary.  Both point and non-point sources of sediment will be included 
in the analysis. 

Results will be presented in two ways.  The first or long term 
variations in sediment distribution will be assessed by correlation with 
tidal cycle average velocities at various locations within the bay. 
Calculated distribution patterns will be compared with observed 
bathemetic data over the past century.  The net effect of the con- 
struction of the Mobile ship channel on deposition patterns within the 
bay will also be evaluated.  Secondly, short term variations in sedi- 
ment transport and deposition resulting from man-made and natural dis- 
turbances will be analysed using a sediment transport model.  This 
model will include deposition, bulk fluid transport and resuspenslon 
characteristics and will be capable of predicting localized, short 
term sediment patterns from maintenance dredging operations within the 
bay. Model trend results will be compared with field data collected 
during recent dredging activities and high altitude photographic data 
obtained for the bay area. 
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INTRODUCTION 

There is a growing awareness that the natural resources of the 
world are limited.  This fact gives credence and a sense of immediacy 
to those who are trying to better understand and describe those pro- 
cesses which affect the amount and the quality of these resources. 
One of the most abundant and most taken-for-granted natural gifts is 
water.  The waters adjacent to coastal regions are some of the most 
often studied because of their importance to man. 

The coastal environment is a vital part of man's daily activity - 
providing food, recreation, jobs and habitats.  Thus the already com- 
plex, dynamic natural processes which maintain a balance between fresh 
water and saline water is further confounded by man-made impacts.  To 
minimize adverse events on these areas, a clear understanding of the 
properties and behavior of these systems must be established.  Plans 
formulated with technically sound data are far more likely to produce 
results which are both environmentally and economically sound. 

In recent years, studies have been accelerated to better 
characterize the coastal waters and to better describe the processes 
which take place in these areas.  Studies have included models - both 
mathematical and physical - as well as the more traditional investi- 
gations involving data acquisition - both field oriented and remotely 
sensed. The interaction of these methods provide techniques for the 
rapid prediction of changes in the system and the impact that these 
changes have on water quality and behavior. 

This paper summarizes some of the interactive methods used to 
characterize sediment transport patterns within the Mobile Bay estuary 
along the coastline of the northeastern Gulf of Mexico.  The methods 
described are part of a continuing effort to develop compatibility 
between model, ground truth and remotely sensed information for the 
rapid estimation of estuarine behavior as governed by man-made and 
natural events. 

MOBILE BAY SYSTEM 

Mobile Bay receives the discharge of the fourth largest river 
system in the United States (Figure 1). An average of 5 x 10' kilograms 
of suspended sediment are transported into the estuary each year. 
Circulation patterns within the bay are governed by these river dis- 
charges, tidal influence from the Gulf of Mexico, wind influence and 
bay geometry.  Seasonal variations due to meteorologic conditions, and 
shorter term variations due to the diurnal tidal state, result in 
hydrodynamic and material transport behavior which is complex. 

The bay experiences seasonal variations in rainfall, runoff and 
sediment loading which can be broadly classified as low, medium and 
high in the following way (Table 1). 
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Gulf  of Mexico 

Figure   1.--Mobile  Bay Estuarine  System. 
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Table 1. — Seasonal Average River Flow Rates and 
Sediment Load for the Mobile Bay 
System; 1952-1963(U.S.Corps of Engineers , 1974). 

Average Sedi- Sediment 
River Average Flow Rate ment Load Load (Range) 

Flow Rate Period    Flow Rate  (Range) Kilograms 
x 10-6 

Kilograms 
Classification Covered     m^/sec   m^/sec 

August-November  531     447-700 

x 10-6 

Low 68 50-107 
Medium May-July       1090     801-1609 215 145-353 
High December-April  2978    1609-3849 673 343-937 

Annual Averages  1609 357 

During the heavy runoff period the bay receiving waters are 
dominated by the high river flows to the extent that salinity intrusion 
within the bay is suppressed to the mid and lower sections of the 
estuary.  This condition also results in the most pronounced trans- 
portation of sediment within the bay.  Conversely, during periods of 
reduced river flow and sediment loading, bay currents are dominated by 
the tidal influence.  This results in a greater potential to deposit 
sediment although the total volume is significantly reduced because of 
the decrease in solids loading during these periods. 

Shoaling in the bay has averaged about 0.6m per century. However, 
there are portions of the bay which are highly stable and other regions 
which have rates of nearly 3.0m per century. These wide variations are 
a result of the complex, natural circulation patterns and man-made 
influences such as channel construction and maintenance dredging 
activities which exist in the bay (Ryan, 1969). Nearly 1.6 x 109 

kilograms of suspended sediment bypass the bay annually.  This material 
discharges into the Gulf through two natural passes in the south- 
western area of the estuary. During tidal dominant periods (especially 
during flood tide cycles) solids can be   introduced into the bay 
from the Gulf. These materials are transported to the bay mouth by 
the predominantly east to west littoral current which occurs in the 
northeastern Gulf of Mexico. 

The influence of these variations in sediment transport and 
deposition patterns is analysed in this paper by considering the hydro- 
dynamic behavior of the bay using mathematical modeling methods (Hill 
and April, 1974; Liu and April, 1975). 
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MODEL DESCRIPTION 

Several mathematical models based on the laws of conservation of 
mass and momentum have been formulated for Mobile Bay (Table 2).  These 
include two dimensional (depth averaged) models describing the hydro- 
dynamic, conservative and non-conservative species transport behavior 
within the bay.  Solution of the model equations is achieved using 
finite difference methods on a UNIVAC 1110 digital computer.  These 
models have been used to study the influence of river discharge rate, 
wind direction and speed and tidal conditions on bay circulation and 
material transportation. Utilization of these models to investigate 
long term and short term trends resulting from natural and man-made 
disturbances on the system is part of an on-going research effort. 

MODEL APPLICATION 

Examples of methods used to assess sediment behavior are presented 
for a series of different conditions as dictated by the time frame over 
which information is being sought.  These periods are broadly classified 
into long range or seasonal events and short range or within tidal 
cycle events for convenience.  Each type will be discussed separately 
in subsequent sections. 

The Effect of Seasonal Variations on Sediment Transport in Mobile Bay 

Just as there are settling and scouring events within tidal cycles, 
there also exist seasonal variations which influence the sediment 
transportation and deposition characteristics within the bay.  The 
effect of these seasonal events are studied by considering the hydro- 
dynamic behavior of the bay using mathematical modeling methods.  In 
particular, for the purpose of this paper, correlation of the hydro- 
dynamic and sediment transport behavior is made using a tidal cycle 
average current generated for seasonal average flow conditions.  This 
technique is a convenient method of lumping variables which are diffi- 
cult to interpret and impossible to obtain over long term periods.  The 
method provides a rapid assessment of those regions more susceptible to 
high transport and/or deposition of sediment.  For Mobile Bay, a value 
of 0.06 m/sec correlates well with observed long term sediment trans- 
portation and deposition trends (i.e. a value < 0.06 m/sec indicates 
a region of low transportation; a value > 0.06 m/sec indicates a region 
of high transportation). Areas which have a high transportation 
potential regardless of river flow rate are indicated by the closed 
regions (Figure 2).  These include the Bay areas adjacent to passes and 
waters near the Mobile and Tensaw Rivers in the north. 
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Table 2.--Mathematical Representation and Operational Modes of 

the Mobile Bay Models (Hill and April, 1974; Liu and April, 1975). 

Name Equation Form Results Modes 

Continuity ^2s + My. + is  = -(R + E) 
dx    3y    ot 

Tidal Height Tidal Cycle 
Daily Avg 
Monthly Avg 
Seasonal 

Momentum 
x-Component i&£ + gD M    =  KV2cosilr - £QQXD

-2 

ot       ox 

+ Qx(2Wsintp) 

x-Component of 
Surface Current 

Tidal Cycle 
Daily Avg 
Monthly Avg 
Seasonal 

y-Component ^1  + gD iS = KV2sin * - £QQVD"
2 

St       by                                       y 

+ Qy(2Wsincp) 

y-Component of 
Surface Current 

Tidal Cycle 
Daily Avg 
Monthly Avg 
Seasonal 

Species 
Continuity 

+ i<i<'->-f(-b» 
- ~(Cvz(zs) - Cvz(zb)) 

+ RD 

Concentration of 
Species 

Salinity Ro = o Salinity Concen- 
tration 

Daily Avg 
Seasonal 

Coliform R0 = KC; where K = f (6) Coliform Bacteria 
Concentrat ion 

Monthly Avg 
Seasonal 

Sediment Ro = K!f(vs) + K2f(E) - K3f (vr) Suspended Sediment 
Concentration 

Seasonal 
Tidal Cycle 

Note;  f in the last equation is a functional representation for those terms 
listed.  For example a modified form of Stokes' Law might be represented 
by the term f(vs). 
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The open areas represent regions of low sediment transportation. 
These areas include the head waters between the Mobile and Tensaw 
Rivers, the Bon Secour Bay area and regions along the western shore- 
line.  The seasonal variations can be observed by following the pro- 
gression of the high transportation potential areas from high to low 
river flow conditions.  It is likely that materials deposited during 
low river flow conditions become re-suspended during high river flow 
periods.  This phenomenon can be traced using the hydrodynamic and 
material transport model for the bay.  Included in this method of 
analysis are allowances for turbulence as estimated by local dispersion 
coefficients. 

The Impact of Channelization on Long Term Sediment Transport in the Bay 

In order to assess the possible long term impact that the Mobile 
ship channel has had on bay circulation and sediment transportation 
patterns, the hydrodynamic model was run under two conditions.  The 
first set of conditions was derived from the 1847-1851 bay contour 
diagram from which bay depths were used as input to the model (Ryan, 
1969).  The second set of conditions were those including the ship 
channel in which bay depths and model parameters were adjusted to 
simulate this modification to the natural system.  Both cases were run 
for a river flow rate of 3510 TCT/S.    Transportation patterns were again 
determined using the tidal cycle average velocity criteria discussed 
earlier (Figure 3). A more even transportation pattern is observed 
over the lower two-thirds of the bay for conditions in which the ship 
channel is excluded.  This condition can be explained by the higher 
volumetric throughput that occurs as a result of channelization along 
the west-central bay. A comparison of these results with deposition 
maps for the periods 1852-1920 and 1920-1973 prepared from bathymetric 
data supports the general patterns projected by the hydrodynamic 
model (Figure 4). 

Within Tidal Cycle Variations in Mobile Bay Sediment Transport 

Short term variations in sediment transportation patterns within 
the bay are of two varieties; man-made sediment disturbances resulting 
from maintenance dredging activities, and, naturally occurring sediment 
disturbances caused by high river flow rates, runoff and wind conditions. 
The latter cases are of particular interest in that it provides a means 
of interacting the hydrodynamic model with satellite and high altitude 
photographic data (remotely sensed) obtained during high sediment load 
conditions. 
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Sediment Transportation Resulting from Maintenance Dredging 

Disturbances to the bay system resulting from maintenance dredging 
activities in areas adjacent to the Mobile ship channel account for the 
relocation of approximately 7.6 x 10° cubic meters of sediment. Hence, 
it becomes important to assess the impact that these dredged materials 
have on bay sediment transport and resettling behavior and the areas 
affected. 

Such an analysis was made using the hydrodynamic model of the bay 
as a source of current direction and speed, and dispersion coefficient 
data as a function of tidal state.  Subsequently, the material trans- 
port model was used for a subsystem (i.e. cell grid dimensions of 0.5 
km; reduced from the two km hydrodynamic grid size) defined by the 
location affected by the dredging operation. 

Field data collected in an independent study (Brett, 1975) were 
used to verify the model results.  The field data were collected in 
May 1972 for the purpose of measuring the extent of sediment transport 
and deposition adjacent to a dredge discharge line.  The dredge 
location was in the central bay (Figure 5).  Comparison of suspended 
sediment concentrations as a function of distance from the dredge dis- 
charge indicates good agreement between the model predicted results and 
actual field data (Figure 6).  There was no noticeable level of sediment 
in the water column beyond station 5; a distance of 1525 meters 
from the dredge discharge in a north-northeasterly direction.  This is 
attributed to a change in the bay current pattern from near flood tide 
to near high water slack in which current velocities decrease rapidly 
to levels less than 0.06 m/sec.  Similar conclusions can be derived by 
considering the thickness of deposited material along the north-south 
sampling transect (Figure 6). 

As the tide enters high water slack, the sediment transport was 
shifted from a north-northeasterly direction to a more easterly direction. 
Similar patterns were observed as those discussed during the flood tide 
condition. However, because of the low current velocities, the 
dredging discharge rate becomes an important source of energy for 
transportation during this period.  Thus the nature of the deposition 
patterns was such that this material was deposited over a shorter 
distance (Figure 6).  These observations are consistent with the lower 
velocities and shorter period of time that occur during the slack 
water condition. 

Similar patterns to those experienced during flood tide and high 
water slack conditions were postulated for ebb tide and low water 
slack. More material will be transported over a longer distance as a 
consequence of the longer period of high current velocities in the ebb 
flow direction. During seasonal periods when river flow rates are 
smaller than the value investigated in this study, a smaller area will 
be affected as a result of the more uniform ebb/flood tidal relation- 
ship.  Because of the river inputs, the ebb tide condition is always 
greater than the flood conditions except during unusual periods. 
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Figure 5.--Location Map and Transect Plan for Maintenance 
Dredging Program (Brett, 1975). 
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Figure 6.--Comparison of Model Calculated (Dash) and Field Measured (Solid) Results for 
Maintenance Dredging Program (Brett, 1975). 
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Naturally Occurring Sediment Transportation Events 

The relationship of sediment transportation patterns to the hydro- 
dynamic properties of Mobile Bay is shown by comparing model predicted 
velocity profiles with satellite photographs (Figure 7).  *n tne case 

shown the hydrodynamic model was run at the local conditions observed 
during the photographic mission over the bay.  The resulting velocity 
vectors were then reduced by a density slicing method where the following 
criteria were applied: 

Category 12       3 4        5 

Velocity Range  0-0.13 0.13-0.25 0.25-0.45 0.45-0.90 0.90-1.25 
m/sec 

It should be noted that this method is highly acceptible when there 
is high sediment loads within the bay in which hydrodynamic factors con- 
stitute the primary driving force.  Studies are in progress to better 
identify and account for those conditions which produce wind and/or bay 
bottom sediment disturbances. 

The comparison shown indicates a first attempt at using remotely 
sensed data to complement mathematical modeling efforts.  It also pro- 
vides better coverage of bay behavior then what is currently available 
by either sporadic field data programs and photographic missions, the 
success of which is dependent on good meteorological conditions. 

CONCLUSIONS 

The above discussion of ongoing work related to the characteriza- 
tion of natural and man-made disturbances and the impact that they have 
on bay behavior is intended as a review of methods currently used. 
Because of the interrelationship of material transport (seuiment) and 
hydrodynamic behavior (current), the use of mathematical modeling 
methods to predict change and assess impacts on the bay quality and 
material transport can be made. As seen the techniques can be rather 
crude such as those long range variations in sediment depositional 
potential or more refined analyses involving local, within tidal dis- 
tribution of dredge materials.  In either case, the dependency on data 
to calibrate and verify the results forms the critical step in the 
method.  Once calibrated, however, the model results can be used to 
supplement data collection programs and provide a broader, more complete 
coverage than what is currently available.  Some success has been 
shown for high sediment load conditions which are river oriented. 
Continued efforts to predict disturbances which are wind driven or which 
result from local bay bottom scouring is important to complete this 
area of investigation. 
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The knowledge gained from these studies have allowed, in many 
cases, quantification of results previously  considered only in a 
qualitative sense. Although far from analytical in all cases, these 
methods provides a basis for assessing trends in behavior caused by 
natural and man- made disturbances.  These methods also point out the 
need for continued investigations aimed at better descriptions of these 
complex systems which are vital to man's future. 
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NOMENCLATURE 

3 
C    Concentration of Species in the Water Column, M/L 
D    Depth of Water in the Bay, L 
E    Rate of Mass Transfer by Evaporation, L/T 

Dispersion Coefficient, L/T 
f    Bay Bottom Friction Factor 

Functional Representation 
g   . Gravitational Acceleration, L/T 
H    Height of Water Above a Cell Datum, L 
K    Constants 
Q    Discharge Rate, L3/T 
R    Rate of Mass Transfer by Rainfall, L/T 

Rate of Disappearance or Appearance of Mass, M/L^T 
t    Time, T 
V    Resultant of the Velocity Vector, L/T 
v    Local Grid Velocity, L/T 
W    Wind Velocity, L/T 
x    Distance in the East-West Direction, L 
y    Distance in the North-South Direction, L 
z    Distance in the Depth Direction, L 

3 Differential Operator 
6 Temperature 
cp Wind Direction 
<ji Angle Measurement in the Coriolis Term 

SUBSCRIPTS 

b Bottom 
o Source or Sink Term 
r Resuspension 
s Settling 

Surface 
x East-West Direction 
y North-South Direction 
z Depth Direction 



CHAPTER 123 

WAVE-FORMED RIPPLES IN NEARSHORE SANDS 

John R. Dingier1 

Douglas L. Inman2 

ABSTRACT 

Ripples are generated and modified by wind-generated waves and 
their profiles are controlled by the nature of the near-bottom wave 
motion and by the size of the bed material. Wave-formed ripples develop 
under a definable set of conditions called the ripple regime.  The 
ripple regime is bounded by those conditions that initiate grain motion, 
low-wave intensity, and by those that cause the disappearance of ripples, 
onset of sheet flow.  Sheet flow occurs when intense wave motion causes 
several grain layers to be in motion.  Three distinct ripple types occur 
in nearshbre areas of fine sand - relict ripples, vortex ripples, and 
transition ripples. Vortex and transition ripples lie within the active 
ripple regime, whereas relict ripples do not. 

Ripples in fine sand were studied in the field at La Jolla, Cali- 
fornia, where profiles were obtained using a newly developed high-reso- 
lution sonar capable of vertical resolution of the order of one milli- 
meter.  Simultaneous profile and wave-pressure measurements permit cor- 
relation of the ripple profiles with individual waves and with the wave 
spectrum.  The sonar, with its rapid scan capability (^ one meter per 
second), gives instantaneous measurement of the actively changing bed 
features in nearshore waters.  The combination of bottom scans and wave- 
pressure measurements extends previous wave-ripple studies to include all 
of the nearshore ripple regime. 

The relation between the wave and ripple data from this study is 
best shown by plotting ripple steepness n/A against the wave form of the 
Shields relative stress criterion 0.  Vortex ripples (n /\ ^_ 0.15) occur 
for 0 values less than 40 but greater than the minimum value which is de- 
termined by the onset of grain motion. 

The transition from vortex ripples to sheet flow commences at a 0 
value around 40 and ends at 0C % 240, where 0C is the critical value for 
the onset of sheet flow.  With transition ripples, the decrease in steep- 
ness is caused by a decrease in ripple height, since the ripple wave- 
length remains essentially constant.  Beds that become planar as a result 
of intense wave conditions (0 > 240) re-ripple in a few wave cycles once 
the intensity decreases.  For this reason, bottom scans taken before 
equilibrium is reestablished show ripples that have a low steepness. 

T^  U. S. Geological Survey, Menlo Park, CA 94025 
2.  Scripps Institution of Oceanography, La Jolla, CA 92093 

2109 



2110 COASTAL ENGINEERING-1976 

During some experiments where no sheet flow occurred between scans, 
migration of transition ripples was measured and found to range between 
zero and four centimeters per minute, increasing with increasing values 
of the theoretical bottom wave-drift current.  Whenever migration was 
observed, it was in the direction of wave propagation, i.e., onshore. 

Ripple symmetry is the ratio of the horizontal crest-to-trough 
distance 6 (in the direction of wave travel) to the ripple wavelength A. 
A g/A value of 0.50 indicates a symmetric ripple.  Measured values of 
3/A ranged from 0.36 to 0.61 with 74% of the values in the range 0.45 - 
0.55, and 55% in the range 0.47 - 0.53. 

INTRODUCTION 

When progressive surface gravity waves shoal, interactions occur 
between the oscillating fluid and the bottom sediment.  When these 
interactions become sufficiently intense, ripples develop on bottoms 
composed of sand.  The oscillatory nature of the flow produces ripples 
that are generally symmetric in cross section, a geometry that is dis- 
cernible from the distinctly asymmetric ripples formed by unidirec- 
tional flows.  If the wave conditions remain constant for a long enough 
period of time, the ripples reach an equilibrium state with constant 
values of height and wavelength.  The equilibrium ripple geometry is 
a function of the sand size and the character of the wave action above 
the bottom. 

As shoaling progresses the near-bottom orbital velocities become 
more intense.  This produces a ripple regime within which ripple sizes 
change systematically and within which each ripple is in equilibrium 
with the waves over it.  For time periods of the order of a wave period, 
the movement of a ripple is characterized by an onshore-to-offshore 
oscillation of the ripple crest as first the wave crest and then the 
wave trough pass over the ripple.  Any net movement of the ripple over 
longer time periods is related to differences in the crest and trough 
orbital velocities that occur in shallow water. 

Flow conditions commensurate with the ripple regime occur over 
much of the nearshore, and the profile of the ripples varies within 
this region (Figure 1).  In deeper water, where the wave action is 
generally too weak to move the sand, the bed generally contains relict 
ripples which formed under earlier, more intense wave action and 
which are gradually reworked by organisms.  Ripples form once the wave 
action is of sufficient strength to move sand.  Although the ripple 
height n and wavelength A change as the wave intensity increases, the 
ripple steepness n/A remains relatively constant (vortex ripples) until 
the bottom is subjected to the very strong flows that normally occur 
in relatively shallow water.  As the flow strength increases beyond 
the conditions where vortex ripples occur, the ripples become less 
steep (transition ripples) until finally the ripples disappear as several 
grain layers are in motion (sheet flow regime).  In deeper water the 
ripples tend to be relatively short crested, giving the bed a three-di- 
mentional appearance (Inman, 1957).  By the time transition ripples 
develop, ripple crests are quite long and the bed has become markedly 
two-dimensional in appearance. 
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Previous Work 

Hunt (1882) and Darwin (1883), using laboratory wave tanks, were 
among the first to show that symmetrical ripples could be produced by 
oscillatory water motions. The work of Bagnold (1946) quantified the 
relation between ripple size and flow conditions. Bagnold's work has 
been extended by subsequent investigators, and now many aspects of oscil- 
lation ripples can be predicted with some degree of accuracy. 

Bagnold's classic experiments on oscillation ripples demonstrated 
the relation between orbital diameter and ripple wavelength when flow 
conditions are near the threshold of grain motion (Figure 2).  Once 
grains begin moving, ripples form and their wavelength is approximately 
equal to the orbital diameter.  Increases in orbital diameter cause 
an increase in wavelength until a limiting value is reached, and the 
limiting value is grain size dependent. Over the range of orbital dia- 
meters studied by Bagnold, the wavelength was not a function of the 
period of oscillation.  Bagnold did not extend the experiments to more 
intense flow conditions to determine whether the wavelength remained 
constant until sheet flow occurred. 

Inman (1957), in a comprehensive field study of wave-formed ripples, 
obtained the ripple wavelengths by marking with grease pencil on clear 
plastic laid on top of the ripples.  The near-bottom orbital displace- 
ments were measured in situ, while the wave period was obtained from the 
record of a fathometer mounted on a small boat.  The results of Inman's 
work are shown in Figure 3.  Except for a few points, ripple wavelength 
generally decreases with increasing orbital diameter.  The Inman field 
data was produced under larger orbital diameters than the Bagnold labo- 
ratory data.  Combining the two data sets reinforces Bagnold's obser- 
vation that the ripple wavelength can only increase to a certain point 
with increasing orbital diameter.  Then, rather than remain constant, 
as might be inferred from Bagnold's data, the wavelength actually de- 
creases again.  These aspects of ripple wavelength are integrated into 
a conceptual model of sedimentary structures by Clifton (1976). 

Inman's rough estimates of ripple height gave a steepness value on 
the order of 0.15 except in the more intense flow regimes where the 
steepness began to decrease.  Carstens, and his coworkers (1969), 
looking at oscillation ripples on sand beds using a pulsating water 
tunnel, also observed that the ripple steepness decreased from 0.15 
under the most intense flows. 

Most nearshore sands are composed of material with density similar 
to that of quartz (density of 2.65 gm/cm3).  It is important, however, 
that the variation of ripple form with grain density be studied for 
application to heavy mineral environments and to movable bed modeling. 
Mogridge and Kamphuis (1972) showed that variations in ripple height 
and wavelength can be significant, but that the ripple steepness is only 
weakly affected by grain density since the height and wavelength varia- 
tions tend to cancel out.  They further state that the importance of 
grain density diminishes as the wave period increases since fluid acce- 
lerations become less important at the longer periods. 
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Present Study 

Previous studies show that the equilibrium ripple wavelength is a 
function of the grain size of the sediment and of the near-bottom orbi- 
tal diameter of the oscillating fluid.  Some of the earlier studies also 
suggest that the ripple steepness decreases systematically prior to sheet 
flow (it is zero at the onset of sheet flow).' This study, undertaken as 

part of a doctoral program at the Scripps Institution of Oceanography 
(Dingier, 1974), establishes criteria for the limits of the ripple 
regime and describes the ripple geometry in the transition zone between 
constant steepness ripples and sheet flow.  The lower limit of the 
ripple regime (onset of grain motion) was studied in a large wind-wave 

channel using oceanic wave periods and heights (Dingier,. 1974), The 
upper limit (onset of sheet flow) and the ripple profile in the transi- 
tion zone were determined by field measurement using a newly developed 
profiler. Most of the experiments were performed in the vicinity of the 
Scripps pier where the sediment is a well-sorted fine quartz sand. 

THEORETICAL CONSIDERATIONS 

Wave Relations 

The wave and ripple parameters used in this study are sketched in 
Figure 4.  The near-bottom orbital velocity u at any point is related 
to the maximum velocity u^, and the phase of the wave by 

u = um cos (at) 

where t is time, a = 2ir/T is the angular frequency of oscillation and T 
is the wave period (linear wave theory; Airy, [1845]).  The maximum velo- 
city, which occurs during crest and trough passage, is given by 

irdo      aH 
um = T   2 sinh(kh) (1) 

where d0 is the orbital diameter, h is the water depth, H is the wave 
height, k = 2ir/L is the wave number and L is the wave length at the 
point of interest.  The value of kh is obtained for a given depth and 
period by iterative solution of the wave dispersion relation 

2 

2TT 

T 
- = kh tanh(kh) 

where g is the acceleration of gravity.  In shallow water (h/L < 1/20) 
deviations from linear theory become significant with the exception 
that the near-bottom velocities are still reasonably predictable from 
linear theory (LeMehuate, et al., 1969; May, 1975). 

When the wave train consists of waves of varying amplitudes and 
frequencies, Fourier analysis techniques are used to analyze the time 
series of the wave record.  The technique used in this study follows 
the procedure of Cooley and Tukey (1965) with the final output being a 
plot of the mean-square elevation of the water surface <n2> per fre- 
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quency band Af.  Since the mean energy per unit area of water surface E 
is related to <n > by 

E = pg<n2> = l/8pgH2ms 

where Hrms  is the root-mean-square wave height, <n2> is proportional to 
the available wave energy given that the fluid weight per unit volume 
pg remains essentially constant for sea water.  Then, um is related to 
<n2> by 

= g(2<n2>)'5 . 
Um   sinh(kh) 

Another commonly used parameter, the significant wave height Hw3, is 
assumed to be given by 

Hi/3 = /2     H^. 

Dimensional Analysis 

The ripple steepness r\/\  is a function of seven independent vari- 
ables.  These seven variables are (1) fluid related:  the fluid vis- 
cosity u and density p; (2) sediment related:  the grain density ps 
and grain size D; and (3) flow related:  the near-bottom orbital dia- 
meter dQ, the period of oscillation T, and the acceleration due to gra- 
vity g (note that grain-shape factors are not included in this analysis, 
although a completely general analysis would include shape and packing). 
Since um, d0 and T are related in linear theory (Equation 1), only 
two of these three variables are required to specify the wave conditions. 
As the immersed weight of the sediment depends on a density difference, 
the factor converting volume to immersed weight Ys> 

Ys = (Ps " P)9 

replaces gravity as an independent variable.  The complete dimensional 
functional relation is given by 

r,/X  = f(p, u, ps, D, d0, T,  ys) 

and this is non-dimensionalized to give the functional relation 

T)A PY.
D3

, 
YsT , a*, 

(2) V- pD     D    p 

Equation (2) will be represented in shorthand notation by 

n/A = * (Xlf X2, X3, X4). 

A fifth dimensionless variable, the wave form of the Shields relative 
stress criterion 0, is obtained by combining X2 and X3. 
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0 = ir2X^/X2 = pu£/YsD. 

The dimensionless variable X^ is equal to Re2/0, where Re = pumD/y 
is a Reynolds number. Although Re and 0 include flow parameters, X^ is 
formed by the fluid and granular properties only.  It therefore reflects 
the influence of viscosity independent of the stage of the fluid-granu- 
lar motion, and remains constant throughout the stages of the flow.  The 
dimensionless variable X2 indicates the influence of wave period.  The 
dimensionless variable x3 indicates the importance of the drag force 
FD to the inertial force Fj in an oscillatory system.  Thus, 

FD ^    D2u2 

and 
FI ^ D3(du/dt). 

For oscillatory flow 

du/dt = um osin(kx - at). 

Then 

D ^ D2 [umcos (kx - <jt)]2 

Fj-   D^VT sin(kx - qt) 

Comparing maximum values, even though they are 90° out of phase, yields 

Fj    D   ~ 2D  ~  2 

The dimensionless variable X4 is the "specific mass" and indicates the 
influence of the mass of grains ps relative to that of fluid p.  Since 
ps is associated with inertial forces of the grains, its nondimen- 
sional form X4 may be significant whenever grains are subjected to non- 
gravitational accelerations. 

EXPERIMENTAL PROCEDURE AND DATA ANALYSIS 

The results of this study are based primarily on field data as bed 
forms in the large wind-wave channel at Scripps were influenced by the 
channel boundaries during intense flow conditions.  Most of the study 
was conducted in the high-energy nearshore environment at La Jolla, Cali- 
fornia, where flow conditions were sufficient to produce both ripples 
and a flat bed (Figure 5). 

Ripple Profiling 

Oscillation ripples on beds of fine sand tend to have elevations of 
the order of a centimeter and lengths of the order of a decimeter. 
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Ripple wavelengths can be measured rather accurately in situ with a 
meter stick, but ripple heights are almost impossible to measure 
manually because the weight of the meter stick flattens the crests and 
because constant water motion from the waves disrupts the measurement. 
To overcome this difficulty, a sediment surface profiler using high 
frequency sound waves (4.5 MHz) was developed (Dingier, et al., unpub- 
lished manuscript).  The vertical resolution of the sonar was ascer- 
tained to be at least 1 mm.  The sonar head was mounted in an open 
aluminum framework that sat about 25 cm above the bottom (Figure 6). 
The frame was easily transported and relatively scour free. Visual 
observations during field experiments under various flow conditions 
indicated that the flow disturbance caused by the sonar frame did not 
reach the sand bed. 

Procedure 

Most of the experiments were undertaken in the vicinity of the 
Scripps pier.  Two Scuba divers entered the water at the end of the 
pier and the sonar frame with attached pressure sensor was lowered to 
the divers.  The divers carried the sonar away from the pier in order 
to eliminate effects of the pier on the flow field and oriented the 
frame on the bottom normal to the ripple crests (Figure 6). A surface 
sample of sand was collected from each site. 

Each experiment lasted at least 8.5 minutes.  The procedure was 
repeated as many as three times at stations spaced about 70 m apart (on- 
offshore) .  Often wave intensities were such that sheet-flow conditions 
extended far enough offshore to permit only one experiment. 

Sonar scans occurred about once a minute and each scan required 
from three to six seconds to complete.  Generally, the scans were made 
to coincide with lulls in wave activity in order to minimize profile 
errors caused by crest movement during the passage of moderate to large 
waves.  Also, under intense flow conditions, there was sufficient sand 
in suspension just above the bottom that the sonar responded to the 
suspended load rather than to the bed forms. 

Data Reduction and Analysis 

All the data was cabled to a shelf station where it was transmitted 
to the laboratory via the Shore Process Laboratory SAS system (Lowe, et 
al., 1972).  The data was first digitized at a sample rate of 125 times 
per second with a 10 bit resolution.  Then it was recorded on both strip 
chart and on magnetic tape. Each ripple profile was plotted from tape 
on graph paper and the data on the plots reduced by hand.  Averages and 
standard deviations were obtained for ripple height, wavelength and 
asymmetry, and the averages were used in subsequent calculations. 
Finally, by following individual ripple crests from profile to profile 
an estimate of the migration rate for the ripples was obtained. 

In some experiments the bed was smoothed by intense flows and sub- 
sequently re-rippled.  In these cases the use of spectral wave para- 
meters would be inappropriate.  Instead, the analog pressure record was 
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directly analyzed and the wave parameters calculated from a few large 
waves that occurred before the scan of interest. 

RESULTS AND DISCUSSION 

Oscillation ripples occur over a range of definable flow conditions. 
The lower limit is the onset of grain motion and the upper limit is the 
occurrence of sheet flow. Within these limits the ripples have a cross- 
sectional geometry that is predictable when the flow intensity and grain 
size are known.  Based on steepness, two types of ripples are found: 
vortex ripples (ripple steepness ^ o.l5) and transition ripples (ripple 
steepness < 0.15}. 

Ripple Geometry 

Two data reduction procedures were used on the wave data in this 
study.  In the first procedure the flow parameters were calculated from 
the wave spectrum and represent the root-mean-square values as recorded 
over an interval of 8.5 minutes.  In the second procedure the near-bot- 
tom flow parameters were calculated from a short section of the wave 
record preceding the sonar scan and represent the "instantaneous" con- 
ditions prior to the measurement.  In subsequent discussions the latter 
procedure will be referred to as the "single wave" procedure.  It was 
employed only when flat bed conditions had been observed at some time 
during the experiment. 

The nature of field experimentation generally precludes systematic 
variation of one dimensionless variable while holding the others con- 
stant as can be done in the laboratory.  In the dimensionless functional 
relation 

n/A = $(XX, X2, X3, X4) 

the dimensionless variables X±  and X4 are independent of the flow condi- 
tions.  By selecting field locations where the sediment is material of 
quartz density and where the grain-size variations are small, the effect 
of the variables X2 and X3 can be analyzed independent of X^ and X4. 
When the data for fine sand is plotted as 

n/A = *1(xf X3) 

on log-log paper, values of a = -1, b - 2 produce a coherent trend to the 
data.  This is not surprising as this combination of the two dimension- 
less groups is proportional to the relative stress 0 (Equation 3) which 
is an important variable in many fluid-granular interactions. 

Ripple steepness is plotted as a function of relative stress in 
Figure 7.  Although the data shows a consistent trend when plotted in 
this manner, the steepness values begin to decrease at a lower value 
of the relative stress than in the studies of Inman and Carstens, et al. 
This occurs because there is a fundamental difference in analysis pro- 
cedures.  Bed forms for fine sand respond rapidly (i.e., in one or two 
wave periods) to changes in wave characteristics.  The "single wave" pro- 
cedure, which emphasizes instantaneous conditions, is thus similar to 
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the constant wave conditions of the laboratory.  The spectral analysis 
procedure, on the other hand, considers waves of varying height and 
period occurring over a time period of 8.5 minutes.  To emphasize the 
importance of larger waves on the ripple geometry, Inman used an orbital 
diameter parameter based on the significant wave rather than the root- 
mean-square wave.  When Figure 7 is modified to emphasize the importance 
of the larger waves on the ripples (Figure 8), correlation is signifi- 
cantly improved for those conditions where the data sets overlap. 

Figure 9 is a five minute record of the second experiment of 26 
October 1972 at a water depth of 3.4 meters.  The top trace is the wave 
record as measured at the pressure sensor.  The second trace shows the 
output of the sonar head as it sat at the onshore end of the track. 
The third trace gives time relative to the start of the experiment.  The 
times of the scans are indicated by arrows and the scans are shown in 
the bottom four traces.  At the time of scan 1 the bed was rippled and 
the steepness value fell on the equilibrium curve of Figure 8.  Subse- 
quently, a set of large waves produced sheet flow and a flat bed (scan 
2).  Following the passage of several smaller waves the bed again was 
rippled, although the steepness had not yet reached an equilbrium value 
(scan 3).  Before equilibrium was reached a set of two large waves almost 
re-leveled the bed (scan 4).  This series of bed profiles shows that in 
fine sand the bed responds rapidly to intense flow and a bed can be 
flattened and re-rippled in a time equivalent to a few wave periods. 

The transformation of a fine sand bottom from transition ripples 
to a flat bed occurs over one or two wave periods.  Assume that the 
bottom is subjected to waves of variable height and of sufficient in- 
tensity that transition ripples occur following the passage of inter- 
mediate height waves, while the largest waves produce sheet flow and a 
flat bottom.  Once the flat bottom occurs, it persists during periods 
of the smallest waves because they are not of sufficient intensity to 
move the sand.  As the wave conditions intensify, sediment begins to 
move and vortex ripples start to form.  If these wave conditions were 
to persist for a sufficient time (minutes), the ripples would eventually 
reach an equilibrium configuration with a steepness of about 0.15.  This 
wave pattern does not persist for more than a few wave cycles in such 
a variable system and only transition ripples form. 

Transition ripples occur for relative stresses greater than 40, but 
less than the critical value for sheet flow.  The decrease in steepness 
of the transition ripples is attributable to decrease in ripple height 
since the experiments show that the ripple wavelength itself remains 
constant for these flow conditions (Figure 10). At a critical relative 
stress value of 240 sheet flow prevails and a flat bed again forms. 
The growth of the ripples from a flat bed to transition ripples is sche- 
matized by dashed lines in Figure 8. 

The effect on ripple steepness of the dimensionless variable 
xl = PYsD /V    was not determined conclusively because of a lack of good 
study sites with coarse sand.  The only usable information on the impor- 
tance of larger grain sizes came from some preliminary laboratory experi- 
ments and from a few field experiments.  All of the laboratory and all 
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but two of the field data points were for vortex ripples (Figures 7 and 
8).  The two transition ripple values fall with the fine sand values, 
which suggests that ripple steepness does not strongly depend on the 
dimensionless variable X]_.  This is consistent with the findings of 
Mogridge and Kamphuis (1973). 

Because the grain density remained constant for the field experi- 
ments, X4 was not evaluated. Mogridge and Kamphuis state that this 
variable is not important with respect to the ripple steepness although 
X4 does have a significant effect on the ripple height and wavelength. 

The criterion for the onset of grain motion under progressive waves 
has been shown to be 

TST
2 

pD = 240 

1 
PYSD

3"1- 9 

when the grain diameter is less than the (theoretical) thickness of the 
wave-formed boundary layer (Dingier, 1974).  Rearrangement of this rela- 
tionship in terms of the threshold relative stress 0t gives 

0t = 0.0027 (Y§/PU)3 T. (4) 

For the case of material of quartz density (ps = 2.65 gm/cm
3) in a typi- 

cal nearshore environment (p = 1.0 gm/cm3, y = 1.1 centipoise), equation 
(4) reduces to 

6t = (1.7 sec -1) T. 

In Figure 8 this relation has been superimposed upon the curve for the 
equilibrium ripple steepness to indicate the lower limit of the ripple 
regime for various wave periods. 

Ripple Migration 

Ripple migration under oscillatory flow conditions might be expec- 
ted to occur when a net fluid flow is superimposed on the oscillations. 
The bottom wave-drift current has been shown to produce an onshore rip- 
ple migration in the laboratory (Inman and Bowen, 1963).  Ripple migra- 
tion is a critical aspect of sediment transport over the shelf since the 
rate of grain migration is inherently related to the burial and exposure 
of the grains by the moving ripple form (Inman and Bagnold, 1963). 
Study of ripple migration for transition ripples is complicated by the 
occasional destruction or near destruction of the ripples and by the 
associated high sediment concentrations in sheet flow.  The migration 
rate of the sand thus involves both movement of the ripple form and 
movement by sheet flow. 

The intermittent scanning of the bottom prevented ripple migration 
measurements for every experiment.  Yet in several experiments, the 
position of individual ripple crests could be traced from scan to scan 
and the migration rates of these ripples showed a positive correlation 
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with the theoretical bottom wave-drift current VLQ   (Table 1) . 

ue =  5/4  u2  T/L. (5) 

A better understanding of the nature of the bottom wave-drift current 
over rippled beds is necessary before a more detailed study of ripple 
migration rates can be attempted. 

Table 1 

Ripple migration rates obtained from repeated sonar scans. 
The bottom wave-drift current ug is calculated from 
Equation 5 using rms values from the wave spectral analysis. 

Experiment UQ, cm/sec Migration rate 
cm/min 

1 4.7 4.2 
6 3.2 1.2 

11 2.8 0.5 
9 1.2 0.0 

Ripple Shape and Variability 

Analysis of the ripple profiles included the measurement of the 
. horizontal distance from crest to onshore trough g, which when divided 
by the wavelength X,   is indicative of the symmetry of the ripple form. 
The ripple symmetry factor g/A is 0.50 for a symmetrical ripple, less 
than 0.50 when the ripple has a steep onshore facing crest, and greater 
than 0.50 for a steep offshore facing crest.  The measured values of 
B/A ranged from 0.36 to 0.61 with 74% of the values in the range 0.45 - 
0.55, and 55% in the range 0.47 - 0.53.  There was no correlation bet- 
ween the symmetry value and the relative stress for the spectrally re- 
lated ripples, but this can be attributed to the fact that the ripple 
scans followed specific waves while the relative stress was based on 
8.5 minutes of wave record.  Even though the ripple height and length 
do not change with every wave for non-sheet flow conditions, a large 
wave crest or trough could slightly modify the steepness factor by a 
slight onshore or offshore movement of the ripple crest.  Some uncer- 
tainty in the measurement of 8 due to the flat nature of ripple troughs 
also contributed to the range of symmetry values.  The g/A values for 
the "single wave" ripples showed some correlation with the relative 
stress such that a g/A value of 0.42 corresponded to the lowest relative 
stress value and g/A increased to 0.48 with increasing relative stress. 

Standard deviations were calculated for the ripple parameters n, 
g, and A.  For comparative purposes these values were expressed as the 
coefficient of variation that is defined as the ratio of the standard 
deviation to the mean value.  For all the data, the values of the co- 
efficient of variation for n and g were generally between 0.10 and 0.25 
while for X  they were often less than 0.10.  Some of the variation in 
the ripple elevation is probably due to the fact that the elevations 
were generally so small that their measurement has a lower relative 
accuracy than that of the other parameters.  The g measurements were 
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more variable than the A measurements because of the greater difficulty 
in determining the exact location of the lowest part of the trough. 

CONCLUSIONS 

From this study of wave-formed ripples in a high-energy nearshore 
sand environment these conclusions are drawn: 

1. Once ripples form, their steepness is controlled by the relative 
stress.  The steepness remains constant until the relative stress reaches 
a value of 40, then decreases to zero (flat bed) for sheet flow. 

2. Sheet flow, which produces flat beds, commences at a value of the 
relative stress of 240. 

3. Relative stresses greater than 240 cause ripples in fine sand to 
disappear and the bed to become flat after the passage of one or two 
large waves.  A rippled bed reappears after the passage of a few smaller 
waves. 

4. Ripple migration rates in fine sand range from zero to 4.2 cm per 
minute.  The migration is always onshore and can be correlated with the 
theoretical bottom wave-drift current. 

5. Grain size appears to have negligible effect on steepness of vortex 
or transition ripples.  It should be noted however, that the maximum 
ripple wavelength and height are grain size dependent. 

6. Ripple symmetry ranged from 0.36 to 0.61 with 55% of the values 
falling in the range 0.47 - 0.53 and 74% in the range 0.45 - 0.55. 

7. A sonic bed profiler operating at 4.5 MHz is capable of resolving 
the ripple elevation to at least 1 mm and works well in both the labora- 
tory and the field. 
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Figure 1.  Range in characteristic ripples under 
varying wave conditions in nearshore waters 
(modified from Inman, 1974). 
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Figure 2.  Relation between ripple wavelength A 
and orbital diameter dQ for sand size material 
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1946). 
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Figure 3.  Dependence of ripple wavelength A on 
orbital diameter d0 for ocean waves (Inman, 1957). 

Direction of 
Wave Propagation 
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CHAPTER 124 

ORIGIN OF SUBMARINE DUNES 

by 

M.S. Yalin 1 

ABSTRACT 

The turbulent bursting process is outlined and attention is drawn to the 
fact that the "coherence distance" of the regenerating macroturbulent eddies 
is of a magnitude that is much the same as the length of dunes.  Consequently 
it is postulated that the length of dunes is merely the "imprint" of the 
coherence distance on the deformable surface of a movable bed and the origin 
of dunes is explained accordingly.  It is shown that the frequently observed 
similarity between tidal and unidirectional dunes is due to the similarity of 
the tidal transport and the transport corresponding to an intermittent 
unidirectional flow.  The explanations presented herein are expected to be 
valid for dunes caused by both unidirectional flows and tidal currents. 

INTRODUCTION 

Measurements carried out in the field indicate that the large scale bed 
features (dunes, megadunes) produced by tidal currents approximate rather 
closely to the dunes produced by the equivalent unidirectional flows.  Thus 
in Ref [1] H. Ozasa states that "the dimensions of submarine sand waves (dunes) 
formed by tidal currents in the Bisan Strait at the Seto inland sea in Japan 
are approximately equal to the values calculated by Yalin's formula". 
Similarly, in Ref [2] Per Bruun points out that the dunes on the bottom of the 
Cook Inlet in Alaska are much the same as those on the bottom of the Mississippi 
river (where the flow conditions are comparable with those of the Cook Inlet). 
The data obtained from some parts of the British coast also appear to indicate 
the resemblance between the two types of dunes (W.A. Price, Hydraulics Research 
Station, Wallingford - private communication). 

The approximate equality of unidirectional and tidal dunes can be 
explained by the similarity of the mechanisms of their production.  Indeed if 
a tidal current is present then the cyclic velocity and shear stress diagrams 
(corresponding to a location) can no longer be symmetrical.  It will be assumed 
in the following that the positive part of the T  diagram is higher than 
its negative part (Fig 1) and that 

Professor of Hydraulics, Queen's University, Kingston, Canada. 
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o max (T ) o cr while (T ) o max (T ) o cr CD 

In this case the transport will be present, and dunes will form, only during 
the time interval 8+ when the tidal flow is virtually a unidirectional 
flow.  One can say that if (1) is valid, then the dunes are formed by the 
tidal flow in the same manner as if they were formed by an intermittent 
unidirectional flow.  It should be remembered that the duration  fgO  of the 
development of large size dunes is of the order of several months.  Thus %    is 

T which justifies the expression much larger than the tidal period 
"intermittent unidirectional flow" 

can also be larger than (T ) o cr 

Clearly in some cases 

This, however, can hardly invalidate the 

(T )" o max 

above description in principle, as the presence of the less effective opposite 
transport during 8" will merely reduce the efficiency of the "build up" 
during 6+ .  The reduction of "efficiency" will, of course, lead to the 
extension of the development duration %  , but this has no bearing on the 
argument. 

FIG. 1 
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No dunes have been observed in laminar flows, and the prevailing view 
is that they are due to turbulence. The author is of the same view.  The 
present paper is his attempt to explain the occurrence of dunes in the light 
of the new information gained in the field of turbulence research. 

Much has changed with regard to the understanding of turbulent flows in 
the past few years.  Recent research (Refs [3] to [8]) has revealed that 
"turbulence is not as chaotic and random as has been assumed previously", 
(J. Laufer, Ref [3]).  It has been found that turbulence contains in its 
structure "a certain order" which manifests in the form of an "observable 
chain of events", even if the elements forming this "chain" exhibit some 
substantial stochastic deviations from their (definable) average values.  The 
total chain of the events mentioned is referred to as the "bursting process". 
In the following, first outline information on the bursting process is given, 
then, using this information, an attempt is made to explain the origin of 
dunes (i.e., of the sand waves which have the size proportional to the external 
dimensions of flow).  This explanation appears to be clearer than previous 
ones (Ref [9]). 

The descriptions and considerations that follow refer to unidirectional 
flows. However, as it can be inferred from the earlier part of this 
Introduction, they should be applicable also to tidal flows (during the time 
intervals 9+ ) . 

BURSTING PROCESS 

1. Consider a developed macroturbulent eddy E transported in the 
direction of the flow (Fig 2.1). The current formed by the (adverse) 
velocities of its lower part is referred to as the "sweep". The arrival of 
a sweep at a location of the flow boundary (bed) slows down the flow contacting 
the bed at that location. The reduction of the flow velocities leads to a 
local conversion of turbulent flow contacting the bed into a retarded viscous 
flow.  Since the eddy E is usually three-dimensional (e.g., spheroidal 
rather than cylindrical) the sweep and consequently the retarded local viscous 
flow layer, shortly the "low-speed streak", are also three-dimensional 
(i.e., they have a limited width). 

2. The passage of the eddy E further downstream causes appropriate 
conditions for the "separation" (or the "lift-up") of the low-speed streak 
(Fig 2.2), and consequently for the formation of a "recirculation cell" C . 
The separated low-speed streak ("ejected fluid") and the recirculation cell C 
constitute together the "lifting module" which moves away from the bed and 
which is transported downstream (by the time average flow). 

3. The removal of the lifting module causes the replacement fluid to move 
instead ("cleansing sweep").  Thus the motion of the lifting module 
inevitably generates a flow field as shown schematically in Fig 2.3.  Note 
that the recirculation cell C and the cleansing sweep adjacent to its 
downstream side form a "new" eddy E' which progressively grows in its size 
when the elevation of the lifting module increases. One can say that the 
progress of the lift-up is equivalent to the growth of a "newly born" 
macroturbulent eddy  (E') . 
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4.   The lifting module E' moves downstream immediately behind the "parent" 
module E .  Since much of the energy of the parent module E was spent for 
the birth of E' , the module E is in a "weak" state, and therefore the 
adverse velocity fields of E'  and E  (Fig 2.4) are likely to destroy the 
module E by disintegrating it into a multitude of smaller eddies 
("break-up phase").  The scattered multitude of smaller eddies manifests 
itself in the form of high frequency fluctuations (microturbulence) superimposed 
on the low frequency ones (macroturbulence). 

Although the study of the quasi-cyclic events is still only at its 
beginning, the researchers in the field seem to be in agreement that the 
bursting process is regenerative, i.e., that the "birth" of one module is 
associated with the "death" of another, and thus that the path of a module  (E) 
should end at the location where the path of the next module  (E1)  begins 
(Fig 3).  Let L be the average value (expectation) of the possible path 
lengths L. .  It is clear that the length L , which can be called the average 

"coherence length", is yet another linear characteristic determining the 
internal structure of a turbulent flow (in addition to the eddy sizes %  ). 
Since a macroturbulent eddy carried by the flow downstream can maintain its 
identity or coherence only along a distance L.  comparable with L , a 

"signal" transmitted by an eddy, on average, cannot travel farther than L . 
One can say that the length L signifies the average extent of the longest 
disturbances that can occur in the longitudinal direction  (x)  of a turbulent 
flow. How big are the coherence lengths L. of macroturbulent eddies? The 

measurements of M.A. Badri Narayanan and his co-workers (Ref [5]), carried out 
for a boundary-layer flow, indicate that the distances L.  are "of the order 

of several boundary-layer thicknesses &  ".  Indeed, as can be seen from their 
plot (Fig 9 (middle) in Ref [5]), the majority of the experimental points are 
scattered within the interval 

a 4 6 < L. < s 7 6 (2) 

which  includes  the value    L.   =  2 IT 6   .     In the case of a two-dimensional  flow 
I 

in an open channel, h must figurate instead of 6 and one would expect that 
the average coherence distance should be close to 2 ir h which is a 
"standard" for the orientative prediction of the length of dunes. A more 
detailed prediction of the dune length A can be carried out with the aid of 
Fig 7.28 in Ref [9] which is the graph of the function 

A = *(X,Z) • h (3) 

where  <t>(X,Z) «  2 IT   if   X > * 40 and/or Z > * 104 . 

If (as is often postulated) the large scale formations on the flow bed 
(dunes) are caused by the large scale longitudinal disturbances that occur in 
the velocity field (u)  of a turbulent flow, then the effective spectral 
density function S(u)  of the stochastic process u = f(x)' (which reflects 
the fluctuations along the flow direction x at a given instant) must be 
regarded as defined over a "narrow band" which includes the lowest spacial 
frequencies oi = 1/L.  only (Fig 4) . The frequency 1/L is in the midst of 

the "band", corresponding autocorrelation function being 
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Rx    =    e •   cos   (2 IT ~ ) (4) 

As is clear from the (trigonometric) nature of this function, shown 
schematically in Fig 4, any disturbance of the field u at a section x = 0 , 
say, must be accompanied by similar kinds of disturbances (along x ) with 
the intervals L .  For example, if the disturbance in the field u at 
x = 0  (e.g., due to an imperfection or discontinuity on the bed surface) is 
as to produce an "accretion"  (+) , then the tendency for an accretion will 
also be present at the sections x = L, 2L .... etc. (though with a lesser 
intensity, due to the "damping factor" e~ax ); at the sections x = L/2 , 
3L/2 .... etc., the tendency for an "erosion"  (-) will be present.  The 
sequence of alternate accretions and erosions will inevitably deform the flat 
initial bed surface into a wavy one, the wave length A being the same as L . 

When concluding this paper it should be mentioned that the average 
coherence length L of macroturbulent eddies is, in fact, proportional to 
their maximum size X.   .  Since in the case of a unidirectional flow the 

max 
size of the largest eddies is the same as the thickness of the flow 
(<5 or h)  the proportionalities such as L ~ S    or L ~ h  (introduced above) 
are justifiable.  In general, however,  L ~ I , and A K L should be 
regarded as given by 

A x  2 Tf • % (5) 
max 

(if X > x40 and/or Z > »  104) 

In some cases of a tidal flow the time average value of I (during 6 ) 

may be less than the average flow depth h , and therefore it would be more 
prudent to consider the length A of the tidal dunes as a quantity which 
"cannot exceed 2 Tr h" (if X > x  40 and/or Z > x  104) rather than as that 
which is "equal to 2 TT h". 
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LIST OF  SYMBOLS 

•t time 

x direction parallel to the flow 

y direction perpendicular to flow 

p fluid density 

v kinematic viscosity 

h flow depth 

<5 boundary layer thickness 

u local flow velocity 

T local shear stress 

T shear stress acting on the bed 

(T )       critical value of T  (corresponding to the beginning of 
sediment transport) 

v, =/T /p shear velocity 

D representative grain size (usually D ) of bed material 

X = vAD/v grain size Reynolds number 

Z = h/D relative flow depth 

A dune length 

"E duration of the dune development 

T tidal period 

6        part of the tidal period where T > (T ) r r o    o cr 

L.        "coherence distance" of an eddy  (i) 

L average value (expectation) of the distances L. 



CHAPTER 125 

TRANSPORT MECHANISM IN TIDAL DUNES 

by Horst Nasnerx 

I• E£gliminggY_Remarks 

An interesting question arising within the scope of the 
further development of the German tidal rivers Elbe and 
Weser, is whether tidal dunes or sand waves will be for- 
med after the navigation channel deepenings and that the 
success of the development measures will thus be partial- 
ly or fully undone. In order to be able to better assess 
the formation and regeneration of these large patterns 
after dredging, heightened knowledge of the sand trans- 
port in a tidal dune field is necessary. A possibility 
of investigating the sand transport in a tidal river 
with pronounced tidal dunes in the field, can be realized 
by measurings with luminaries or tracers. The advantage 
of investigations in the field is, that all laboratory 
required scale effects are eliminated. The more diffi- 
cult measuring comprehension of the course of the test 
in prototype must be solved through purposefully planned 
investigation programs. 

Subsequent to observations of many years standing, on 
behavior of four tidal dune areas in the navigation chan- 
nel of the Weser River estuary (6), investigations were 
carried out with luminaries above reach 1 (Fig. 1) from 
September till November 1974. The aim was, to obtain in- 
formation on the transport mechanism for tidal dunes and 
heightened knowledge on the causes of regeneration after 
dredging. 

II. gxggyt;ion_gf_J^e_IgYe|£igaJigng_iQ_J^g_£igig 

A. The Investigation Area 

The sand wave stretch in the straight section of the 
lower Weser River between km 27.5 and km 28.0 was fixed 
for the luminary measurings. As shown by earlier investi- 
gations, the large dunes in this area are approximately 
two-dimensional. Their crests and troughs run perpen- 
diculary to the flow direction in the navigation channel 
(6). The longitudinal profile was determined by the na- 
vigation line. In order to be able to undertake the lo- 
cality determination for the longitudinal soundings re- 
quired for the waterway survey, double markers have been 
erected by the Waterways Administration at intervals of 
about 500 meters on both shores of the Weser. The profile 
of the Weser bottom in the axis of the navigation channel 
in the investigation area after various soundings in 1974, 

Dr.-Ing., Staff Member in Firm Prof.Dr.Lackner & Partners, 
Consulting Engineers, GmbH & Co. KG, Bremen, Germany 
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Fig.   1   Weser   River  with  Luainarie  Test   Site 
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is depicted in Fig. 2. In order to facilitate the loca- 
ting of the sand waves for the measurings, the position 
of five sand wave crests and six sand wave troughs was 
additionally fixed by double markers on the shore of the 
Weser River on 29th August1974. As the large dunes change 
their form only insignificantly in the tidal current 
rhythm and migrate over a long period of time very slow- 
ly in ebb current direction, contingent on the fresh 
water discharge Q0 of the Weser (the greater QQ is, the 
higher is the transport velocity u (6), the additional re- 
ference markers were of valuable assistance in carrying 
out the planned soundings. 

B. The Investigation Program 

On 29th August 1974, about 1 m3 of sand was taken from the 
crest zone of sand wave c (Fig. 2) and subsequently pre- 
pared for the investigations. A grain distribution curve 
for the dyed sand has been depicted in Fig. 3. A very uni- 
form sand (d50 = 0.65 mm, dgQ/d-]0 = 2.44) is concerned 
here. The test material was dyed two different colors 
(yellow and orange) and packed into sacks of water-soluble 
material. 

On 18th September 1974, the dyed sand was deposited into 
a grabber on an anchored ship and quickly placed on the 
luff slopes of sand wave b (orange) and about 40 m below 
at c (yellow) in the crest zones, in mid-navigation chan- 
nel (Fig. 4) . 

As a result of the packing, it was ensured that none of 
the sand material would enter a state of suspension before 
reaching the bottom. On the following days (19/9 and 20/9/74), 
two and four tides later, the first 9 core extractions were 
carried out from an anchored vessel with a Senkowitsch probe. 
The core diameter was 7 cm. 

In order to disturb the river bed as little as possible in 
the area of the sand placing points (at b and c) the core 
samples were taken at sand waves d and e (Fig. 4). The crest 
of sand wave d was about 40 m from the location where the 
yellow dyed sand had been placed and about 90 m distant 
from sand wave crest b (orange). The crest of sand wave e 
lay a further 50 meters below d. 

In order to create as little danger as possible for ship 
traffic, the soundings at d and e on the 19th and 20th 
September 1974 were taken up to 8 m beyond the navigation 
line. On 22nd and 23rd October 1974, 8 further core extrac- 
tions were executed at sand waves e and d up to about 15 m 
beyond the navigation line. The taken bed material was in- 
vestigated sectionwise (5 cm and 10 cm) for the grain com- 
position and luminaries present. 
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In a further operation with a soil grabber on 4th November 
1974 in a limited investigation area, upstream to Weser-km 
25.5 and downstream to Weser-km 30.0, samples were taken 
in the navigation line from the surface of the Weser bot- 
tom. Subsequently, it was ascertained whether and how 
many luminaries were present in the soil samples. 

III. JnygsJigg£iQg_ggsuit§ 

A. Tidal and Fresh Water Conditions in the Investigation 
Period 

No storm tides occurred during the investigation period. The 
mean range of tide in the test area is app. 3.35 m, the 
mean water depth about 10 m and the mean ebb current velo- 
city app. 100 cm/s. 

All measuring operations were executed at low tide. 

The mean fresh water Q0 between the measurings is com- 
piled in the following: 

29/8/1974 Taking of the test material 
18/9/1974 Start of the investigations 
19/20/9/1974 Core sampling (CS 1 to CS 9) 

Q0 (29/8 to 18/9/1974) = 131 m3/s 
22/23/10/1974 Core sampling (CS 10 to CS 17) 

0o (19/9 to 21/10/1974) = 144 m3/s 
4/11/1974 Taking of soil samples 

Q0 (22/10 to 3/11/1974) = 429 m3/s 

According to earlier investigations, at such low fresh 
water as was the case at the end of October 1974, the 
sand waves migrate in ebb current direction only very 
slowly (up to about 20 cm/day) (6). The mean migration 
velocity of the large tidal dunes in the investigation 
area was about 50 to 70 cm/day for Q0 = 429 m

3/s from 
22/10 to 3/11/1974. 

Dredging was not carried out in the test field in the 
period between 29/8/1974 and 4/11/1974. 

B. Core Extractions 

A total of 6 3 luminaries were found in the up to app. 
two meter long core extractions (CS 1 to CS 9, Fig. 4), 
of 19th and 20th September 1974, of which 36 (57 %) were 
yellow and 27 (43 %) orange. This result was not surpris- 
ing, as the placing point of the yellow material lay a 
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sand wave length closer to the extraction position. 
According to the evaluation of the samples taken on 
19th and 20th September 1974, luminaries were found at 
sand wave d down to a depth of 0.30 m, and 50 m below 
at sand wave e, to a depth of 0.10 m. 

* 
Soundings of the Weser River bottom on 25/9/1972 during 
a full tidal current period and at a spring tide range 
of 405 cm, showed a displacement of the sand wave crests 
of an average 2.0 m in the tide current direction for the 
Weser area of km 28.4 to km 30.9. The average sand wave 
height at the time of the turning of the high tide Kf was 
11 cm higher in the mean, than at the turning of the low 
tide Ke. In contrast to laboratory tests (1), the geometry 
of the tidal dunes in the field remains unchanged during 
alternating tidal currents (8). The explanation for the 
height increase of the sand waves in the Weser is, that 
the steeper lee slope is levelled off by the flood current 
and the thereby eroded material is deposited on the luff 
side. The local redistribution of the sand waves during 
the tidal movement clears up the question, why the luminaries 
were found in the extracted cores up to 0.3 m below the 
sand wave surface, one and two days after they had been 
placed. 

The core samples taken on 22nd and 23rd October 1974 were 
intended to give information on the long-term resultant 
redistribution of the bed material in ebb current direction. 
A total of 138 were found in the 8 core samples (CS 10 to 
CS 17, Fig. 4), of which 80 (58 %) were yellow and 58 
(42 %) orange. The number of luminaries found in the 
samples of only 7 cm diameter is of minor significance as 
compared to the fact, that the investigation material was 
found at greater depths in six of eight cores. Luminaries 
were present in core sample CS 12 down to 1.80 m below the 
surface of the sand wave. The only explanation for this is, 
that in the resulting wandering of the sand wave in ebb 
current direction, the dyed sand was deposited on the lee 
side. A similar result was brought about by theoretical 
considerations for.directionally steady current (2,3,4), 
according to which the sand transport is effected in a sand 
wave field through erosion of the luff slopes and alluvium 
on the lee side in short distance transport. In Fig. 5, 
the distribution of the luminaries found at 10 cm intervals 
in the core sample CS 12 taken from sand wave e, is depicted. 
The luminaries are spread over the entire length of the 
core, as was also the case with the other samples. The num- 
ber of luminaries present in the 10 cm long cylinder pieces, 
fluctuates between 2 and 8. Conclusions can be drawn only 
with reservations and without claim to general acceptance, 
because of the low number. It is therefore conceivable for 
example, that the section-wise alternating quantity of lu- 
minaries, is traceable to differing tidal and current con- 
ditions in the time from 18/9/1974 (placing of the material) 
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up to 22/10/1974 (taking of CS 12). An increased ebb tide 
current on several days could have led to a stronger 
alluvium in the lee area of the sand wave and thus to a 
higher concentration of luminaries in certain extraction 
depths. The explanation for the presence of the luminaries 
from the upper surface down to 1.80 m boring depth is, that 
the material which had been deposited during the ebb tide 
phase in the lee area, was transported upstream again in 
part during the following flood tide phase. 

As a result of the luminaries at greater depth below the 
upper surface of the sand waves, the fact is confirmed that 
the sand transport at tidal sand waves takes place essentially 
through local redistribution of the bed material. 

The extent to which the luminaries had spread on the upper 
surface in the investigation area about six weeks after 
their placing on the Weser bottom, was determined by taking 
soil samples in the axis of the navigation channel between 
Weser km 2 5.5 and Weser km 30.0, and in the crest and trough 
areas of sand waves a to e. No luminaries were found up- 
stream from km 27.5 and downstream from km 28.0. The lumi- 
naries found in a limited investigation area have been 
depicted in Fig. 6. With the exception of the sample in 
section No. 9 with a total weight of about 220 g, all other 
soil samples had a total weight of about 1000 g and thus 
easy to compare. 

The result given in Fig. 6 shows clearly, that the investi- 
gation material was transported only insignificantly in ebb 
current direction, even 6 weeks after the start of the 
field test. 

In comparison to the resultant current route in the test 
reach, the ebb current orientated sand transport in the sand 
wave field is smaller by decimal powers, as shown by the 
following. Cross section referred flood and ebb routes "sf" 
and "se" were determined according to a calculation with 
mean tide by the Wasser- und Schiffahrtsdirektion Bremen 
(Waterway and Navigation Authority Bremen) (9). The mean 
ebb (flood) current velocities vem (vfm) in the discharge 
cross section result from the integral of the current 
velocities between the turn of tide points K, divided by 
the current duration Df (De). 

/f /*e 
/   vf (t) dt J ve (t 

<e     .        = £f  
D- '    Vem D f e 

) dt 
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The cross section referred flood (ebb) routes are de- 
termined with: 

/ 
vf (t) dt 

/ 
(t) dt 

The residual current results from sr = "se" - "sf". The 
following values for sr result for two Weser reaches below 
the investigation area are of interest here 

Weser 
Qo 

m3/s 

sr 

km/Tide 

100 3.9 

km 28.4 to 30.9 282 7.1 

reach 1, Fig. 1 600 12.3 

100 3.9 

km 3 4.5 to 35.5 282 6.9 

reach 2, Fig. 1 600 11.4 

At a fresh water discharge of only 1OO m /s, 
current is already app. 4 km/tide in ebb curr 
The fresh water discharge was Q0 = 224 m

3/s i 
from the beginning of the investigations (18/ 
the day of the taking of the soil samples (4/ 
short travel distance of the bed material on 
shows how stable the sand wave covered river 
investigations with luminaries have shown in 
bed material in a sand wave field is transpor 
local redistribution with the resultant trave 
of the tidal dunes. 

the residual 
ent direction, 
n the mean 
9/1974) up to 
11/1974). The 
the surface 
bottom is. The 
total, that the 
ted through 
1 velocity 

2. The Bed Material 

The section-wise executed sieve analyses of the core samples 
have shown, that the bed material in the interior of the 
sand waves is not uniform. In Fig. 3, the enveloping grain 
distribution curves of the analyses of the core samples 
CS 12 have been depicted (curves A and B). The earlier de- 
termined grain distributions of sand wave reaches in the 
Weser and Elbe Rivers (6), all lie in the medium sand range 
between enveloping curves A and B. 
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The tendency is, that the grain distribution curves of 
the other core samples are similar to those shown in 
Fig. 3. 

The evaluation of the bed material in the soil samples, 
showed in general with increasing depth, a reduction of 
the finer components as compared to the coarser material, 
as also shown by the example of core sample CS 12 (Fig. 7). 
This result also coincides with earlier investigations on 
river banks and sand waves, according to which, coarser 
material is present in the trough areas (5,6,8). 

The inconstant distribution in the core samples shows how 
the transport of fine and coarse bed material, contingent 
on the time, proceeds over the luff slope of a sand wave 
to the neighbouring lee slope, as a result of which, the 
stratification recognizable in Fig. 7 occurs. This time- 
contingent transport of differing bed material can likewise 
be responsible, that the number of found luminaries fluc- 
tuates in the core sample sections. In order to be able to 
obtain further information thereon, the grain diameter of 
the luminaries must also be determined in future measurings. 

It must yet be mentioned at this point, that model tests 
at the Franzius Institute with bed material from sand 
wave c, have confirmed the alternating stratification of 
coarser and finer bed material in the interior of the sand 
wave, despite the changed geometric and hydraulic con- 
ditions in the laboratory at stationary current (10). 

The fact emerged during the core extractions at sand waves d 
and e, that beginning at drilling depths which correspond 
to the elevation of the troughs, a firm clay layer was found. 
Accordingly, the sand banks in the area under consideration 
here, migrate over a non-er-odable soil, from which no sand 
waves are formed. This result shows, what importance is 
attached to objectively executed soundings, before the 
deepening of a river bottom. It can only then be stated, 
whether sand wave formation must be figured on after the 
work is completed, when it is known what type of bed material 
will be encountered during deepening dredging. If for 
example, there is a layer of clay present at the trough level 
of a sand wave reach and a subgrade is created during a 
deepening through stripping the sand wave, sand waves could 
only then form after the development measures, if sandy 
material from outside can penetrate into the deepened 
river stretch. 
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iv. ggssiafiggf 

The investigations with luminaries in a sand wave reach of 
the lower Weser River, in good concurrence with theoretical 
considerations (2,3,4),have shown that the sand transport 
is effected essentially through local redistribution of the 
bed material. The resultant sand transport in ebb current 
direction corresponds to about the migration velocity of 
the tidal dunes. It emerges from the result, that the re- 
generation of the sand waves after dredgings and the minimum 
depths resulting therefrom, are likewise caused by short 
distance transport. Separate investigations on the re- 
generation of tidal dunes after dredgings have shown, that 
the troughs are very stable and that the sedimentation takes 
place chiefly in the crest area (7). As undesirable water 
depths are repeatedly encountered also in sand wave reaches 
of several kilometers length, and the sand transport pro- 
ceeds only very slowly, the bed material required for the 
growth of the banks must enter the navigation channel in 
transverse transport from the embankments and shores. If 
it could be managed to prevent the continued feeding of 
bed material from the sides through shore and embankment 
revetments, it should be possible to considerably lengthen 
the regeneration time of the tidal dunes solely herefrom. 
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CHAPTER 126 

SEDIMENTATION STUDIES ON THE NIGER RIVER DELTA 

Ramiro Mayor-Mora, D. Eng. (1) 
Preben Mortensen, M.Sc. (2) 
Jorgen Fredsoe, M.Sc.      (2) 

1.  Introduction 

An area of the Niger River Delta was studied from October 1974 to 
October 1975 in connection with feasibility studies and preliminary 
design for the development of a deep draught port in the Western 
portion of the Delta.  The provision of a"100-kilometer, 8 or 10 m 
navigation channel through one of the entrances from the sea, up 
to new port facilities at Warri required comprehensive hydraulic, 
hydrographic and sedimentation surveys over such period. 
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Figure 1.  Location Map 
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The sedimentation studies dealt primarily with the conditions at 
the entrances.  The main entrance to the existing ports of the 
Western Niger Delta used today by ships of up to 6 m draught is 
the partly protected entrance of Escravos.  At such entrance, two 
moles were constructed around 1960 following intensive hydraulic 
studies that included testing on physical models. 

However, the sedimentation is concluded to be in the order of 
2 million cubic meters per year in the lee of the breakwaters. 
This sedimentation has been explained and possible solutions dis- 
cussed. 

An unprotected channel through the Forcados Entrance was considered 
as an alternative to improvement of the Escravos Entrance.  Such 
a channel would be dredged through sand and the sedimentation due 
to combined current and wave actions was studied. 

A theory for sedimentation of suspended load in an unprotected 
dredged channel in non-cohesive material was developed in connec- 
tion with the study of Forcados Entrance.  This theory is presented 
herein as an appendix. 

2.  Escravos Entrance 

2.1 Background 

The present entrance to the ports of the Western Niger Delta for 
ships drawing less than 4 to 5 m was chosen following hydrographic 
and hydraulic studies in the period 1953-1955.  The minimum natural 
depth of Escravos bar was about 4.0 m and those studies concluded 
that a dredged 6 m deep channel through Escravos Entrance was re- 
quired and that it had to be protected from sedimentation. 

Based on hydraulic model tests, it was decided to construct a 
breakwater system consisting of a main breakwater (length 9 km) 
on the southern side of the channel and a detached breakwater (length 
1 km) on the northern side of the channel, as illustrated on Figure 
2 below. 

Figure 2.  Present Escravos Entrance Protection 
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The purpose of the breakwater protection was 

to protect the navigation channel from deposition of 
material coming from the south due to the northgoing 
littoral drift. 

to guide the main part of the ebb current over the 
Escravos Bar creating current velocities sufficient for 
natural maintenance of the dredged channel. 

The model studies concluded that the flow had to be concentrated 
further by means of an island breakwater, whereas the last 2 to 
3 km of the dredged channel beyond the tip of the main breakwater' 
were suggested to be left unprotected. 

2.2 Monitoring of Sedimentation 

One of the main objectives of the study was to investigate and 
explain the heavy siltation that was known to take place in lee 
of the breakwaters. 

After a maintenance dredging carried out in November-December, 1974, 
a field investigation program including frequent soundings on the 
bar was initiated and continued until August, 1975.  The monitoring 
yielded definitive answers to the important questions of where and 
when sedimentation occurs and which kind of material is depositing 
in the channel. 

It was calculated that if the dredged channel had been constantly 
maintained with a navigation depth of 6.0 m, the annual main- 
tenance dredging would be in the order of 2.0 million cubic meters 
depending on the assumptions made (frequency of dredging, over- 
dredging, etc.). 

Apparently, sedimentation in the channel in the lee of the break- 
water takes place throughout the year.  It is difficult to calculate 
any seasonal variation of the sedimentation based on the results 
of the monitoring, since a depth close to the natural depth was 
achieved about half a year after completion of the dredging.  But 
it is assumed that the sedimentation rate is constant throughout 
the year, since no significant change is found from the period 
December to March (when the fresh water season ends) to the period 
April to May (when the rough-wave season starts). 

The sediments deposited in the dredged channel were found to consist 
of extremely fine, silty materials. 
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2.3 Sedimentation Mechanism 

An explanation to the heavy siltation in the channel in the lee 
of the mole is found through a study of the current patterns 
through the Escravos Entrance, which are strongly dominated by the 
tides. 

During the ebb current, the flow is concentrated at the mouth of 
the Escravos River.  At some distance seawards from the mouth, the 
depth in the main channel decreases, the current velocities in- 
crease slightly and a flow out of the channel into the shallow 
area north of the channel is found. 
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Figure 3. Sedimentation and Ebb Discharges in the Lee of the 
Breakwater 
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It is evident that a major part of the flow turns north before 
reaching the tip of the breakwater, especially in the area be- 
tween the breakers and the island breakwater.  The resulting 
effect is a decrease in current velocity east of the tip of the 
breakwater. 

Figure 3 shows a characteristic ebb discharge across a section 
along the navigation channel in percentage of the total water 
discharge leaving the mouth of the Escravos River.  It can be 
seen that only about 10% of the total discharge passes over the 
sedimentation area. 

It is therefore concluded that the breakwaters do not create the 
desired effect, except for a local increase in current velocities 
between the breakwaters which does occur:  The region of heavy 
siltation is found in the lee of the main breakwater, where cur- 
rent velocities decrease. 

It should be emphasized that the clay and silt depositing in the 
channel do not necessarily originate directly in the Escravos 
River.  North of the channel the bed consists of silt and clay 
exposed directly to wave action, the magnitude of sediment con- 
centrations at the river mouth being very close for either the 
rough or the mild wave seasons.  Therefore, considerable quantities 
of suspended silt and clay are being brought into the Escravos 
River during the flood current and out again during ebb current. 
The sedimentation in the channel may therefore be considered 
a transport from one area of the Escravos Entrance to another due 
to the difference in the current patterns during flood and ebb. 

2.4 Possible Improvements 

The most straightforward way to reduce sedimentation would be 
to construct a northern breakwater which should run more or 
less parallel to the existing main breakwater and be connected 
to the coast north of the Escravos Entrance as shown on Figure 4. 
This new arrangement would reduce the quantity of fine material 
being brought into the system from the north and at the same time, 
because of the flow concentration, create a scouring effect be- 
tween and beyond the breakwaters. 

By confining the navigation channel between two breakwaters 
the flow conditions between them would be similar to those at 
the mouth of the Escravos River in the present situation: 
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ADDITIONAL BREAKWATER -j 

Figure 4.  Escravos Entrance Improvement 

During ebbing the flow acts as a jet and during flooding its be- 
haviour is similar to that characteristic of a drain.  Hence, in 
order to avoid sedimentation or significantly reduce it in the 
new navigation channel, the tip of the new breakwater should 
necessarily be placed at such a distance from the coast that the 
erosion zone beyond the new mouth extends across the whole of the 
present bar region in order to obtain sufficient natural depths 
throughout that shallow region. 

The difference in flow pattern between ebb and flood currents 
would, along with other mechanisms, be able to generate erosion 
of the bed to a new natural depth similar to the present depth 
at the mouth of Escravos River [11 ID). 

3.  Forcados Entrance 

3.1 Proposed Navigation Channel 

A navigation channel through the Forcados Entrance was studied 
because a route through Forcados to Burutu and to Warri would be 
much shorter and involve much less capital dredging within the 
estuary than a waterway to the same ports through the Escravos 
Entrance (see Figure 1). 

HANNEL 

"rlANNEL 

PREDOMINANT        \.B*EAKERS 
WAVE   DIRECTION 

Figure 5.  Navigation Channel through the Forcados Entrance 
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The outermost part of the channel has a direction perpendicular 
to the depth contours in order to minimize capital dredging. 

3.2 Present Conditions 

At the Forcados Entrance the present natural depth of the bar 
at the threshold is about 4.8 m according to soundings made in 
September 1975.  The depth of 4.8 m is about equal to the natural 
depth on the Escravos Bar before construction of the breakwaters. 

The main difference between the entrances of Escravos and Forcados 
is the vast breaker zone south of the Forcados entrance channel 
that creates an asymmetrical configuration of the entrance. 

The breaker zone, reaching more than 10 km into the sea, is exposed 
to direct wave attack. 

The ebb currents concentrate along the area north of the breaker 
zone with typical velocities of about 1.0 m/sec. at the mouth of 
the river.  The current velocities have been found to decrease 
only slightly before reaching the Forcados Bar. 

While flooding, the Forcados Entrance acts like a drain.  The in- 
coming currents just north of the breaker zone are very weak compared 
to the outgoing currents.  Most of the tidal volume going in through 
the Entrance while flooding passes through the breaker zone. 

In general, the bottom configuration in the Forcados Entrance area 
is found to be rather stable, charts covering a period of 100 years 
showing little change in the same configuration.  But the vast 
southern area directly exposed to wave action and the interaction 
between northgoing and westgoing sand transports results in fluctua- 
tions of the bottom configuration around the breaker zone. 

3.3 Sedimentation Mechanisms 

On Figure 5, the navigation channel has been divided into two 
sections which, from a sedimentation point of view, are different 
since the principal mechanisms causing sedimentation are different. 

Section 1 of the channel runs from the mouth of the Forcados River 
to the eastern side of threshold of Forcados Bar.  Within section 1, 
the main sedimentation mechanism will then be flattening of the 
channel sides due to currents parallel to the channel alignment. 
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Section 2 of the channel is exposed to direct wave action, and 
the predominant current directions are perpendicular to the channel 
alignment. 

In the channel where the bed consists of fine sand the concentra- 
tion of suspended sediments is determined by the waves and the 
currents.  Concentrations a few centimeters from the bottom are 
determined by the wave action (wave height and wave period) while 
the distribution of the concentration from the thin bottom layer to 
the surface is determined by the current. 

The bottom concentration determined by the waves will, 
decrease as the depth increases. 

in general, 

As the current passes over the side slope of the dredged channel, 
the concentration profile determined by the waves and the current 
will change, and in principle a quantity of suspended sediment 
corresponding to the difference in concentration profiles will 
settle in the dredged channel. 

This sedimentation mechanism is dominating in section 2 of the 
navigation channel through Forcados Entrance.  However, the mechanisms 
described for section 1 have also some effect although in a modified 
manner. 

3.4 Calculated Sedimentation Rates 

In section 1 of the entrance, the future sedimentation rates are 
calculated on the basis of the theory developed in Ref. 1 Levelling of 
Side Slopes in River Navigation Channels. 

EROSION 
IDEALIZED   START   PROFILE   AT   t .t, 

PROFILE   OF   1 • tjft, 

DEPOSITION   AREA   A _^  

Figure   6. 

The depositing volume per meter of channel (deposition area A 
shown on Figure 6 above) is found as the difference between the 
profile h(x) at the time t t - V 

A = a -£? • (/t+E[ - /t^) 

t„ > t. and the profile at the time 

7? 
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This general solution to the problem of instability of a trans- 
verse slope in an unidirectional flow yields the deposition volume 
at the bottom of the slope as a function of the time t after a 
certain start condition at time t,. 

v is  a function of the longitudinal bed-load transport rate. 

In section 1 of the channel sedimentation rates of about 50 cubic 
meters per meter channel per year were found. 

In section 2 of the channel the main sedimentation process is the 
one described in the Appendix, Changes in the Profile of Concen- 
trations Due to Changes in Water Depth. 

The general expression for the sedimentation rate in the dredged 
channel is: 

( ,,    -W W  Dl   B  , ,,     -W W    B      ,\ q  =W,« (l-exp — =7- =—   -q,„ (1-exp — zr—  —)>cos a. Mr  P10     *c V, D, cos a   20     r e V, cos a j v b  2 b 

where 

q-n  =  transport of suspended sediments, equilibrium 
conditions at depth D. 

q^j,  =  transport of suspended sediments, equilibrium 
conditions at depth D 

W = settling velocity of the sand grains 

s = current eddy viscosity 

V = "slip" velocity 

B = total channel width 

a   = angle between current direction and the perpendicular 
to the channel alignment 

D,   =  present depth 

D„   =  dredged depth 

From the expression above, it is seen that the relative rate of 
sedimentation (the expression inside the main bracket) increases 
as the width of the channel B and the current angle a increase, 
and that the rate decreases as the current velocity V increases. 

In the present case it was found that more than 95% of the material, 
corresponding to the difference in equilibrium transport at water 
depth D±  and equilibrium transport at water depth D, would settle 
in the channel. 
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For the calculation of the equilibrium transport the concentration 
of suspended load in a reference level 5 cm above the bottom, C , 
was determined from experiments in an oscillating flume. 

The sedimentation rates in section 2 of the channel were calculated 
to be in the order of 1000 cubic meters per meter channel per year 
(conservative estimate). 

APPENDIX 

Changes in the Profile of Concentrations of Suspended Material 
Due to Changes in Water Depth. 

Al  Introduction 

In the following discussion a flow over the side slope of a dredged 
channel is considered.  The bed beyond the slope is assumed hori- 
zontal and the width of the horizontal channel bottom is assumed to 
be of infinite length, as shown in the sketch below. 

Cbl>Cb2 

Ct.2 

h 
DREDGED CHANNEL 

As the flow passes the side of the channel, its velocity changes 
and therefore the total sediment load, carried as bed load and 
suspended load, changes accordingly. 

While the bed load is able to respond very quickly to changes in 
the flow, changes in the suspended load take place over a period 
of time due to the finite settling velocity of the suspended grains. 

The purpose of this appendix is to describe how the concentrations 
of suspended material respond to the change in depth conditions. 
The theory is developed in two steps: 
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In the first step the equilibrium concentration profile is 
determined by the bottom concentration only.  The latter de- 
creases as the depth increases, but the shape of the upper 
part of the concentration profile does not change. 

- The shape of the concentration profile changes as the depth 
increases.  The profile is stretched due to the divergence of 
the stream lines as the flow passes over the channel side. 

A2  The Calculation Model 

The calculation model is based on the "slip-velocity" method, 
described in Refs. 2 and 3.  The basic idea behind this calculation 
method is to assume that the current eddy viscosity e is constant 
over the depth (rather than decreasing to zero at the bottom). 
This method (or approximation) makes it necessary to introduce a 
finite velocity at the bottom, the so-called "slip-velocity". 

In the following introduction to the basic equations, x. is the 
horizontal coordinate and x is the vertical coordinate.  The 
vertical distribution of concentration is considered in two situ- 
ations . 

In the steady, iniform condition the vertical distribution of 
the concentration c is determined by the equilibrium between 
settling and diffusion . 
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dc 
Wco + £a^ = 0 <A2-X> 

where W is the settling velocity of the grains. 

The solution to equation A2.1 is 

co = cbo • e( 6 2J (A2.2) 

where c,  is a nominal bottom concentration and e is the current ...   .bo eddy viscosity. 

In the non-uniform situation the distribution of concentration of 
suspended material is determined by an equilibrium between settling, 
diffusion and convection: 

dc  „ 3c  ,  _2 
dt eV c (A2.3) 

As mentioned above the theory will be developed in two steps. 
In both steps the approximation is made that the current field 
is steady and uniform, while the distribution of concentrations 
of suspended sediments is steady but non-uniform in the x - 
direction.  Using this approximation equation A2.3 may be 
written 

2      2 3c    .. 3c  ,   ,3 c  , 3 c , ,, „ .. v^rw^ + e (^ + ^7> (A2-4) 

Introducing the "slip-velocity" method the variation in the vel- 
ocity v over the depth may be neglected, the velocity is constant, 
equal to the "slip-velocity", v.. 

A3  General Solution to the Problem 

a) First Step 

On the horizontal bed before reaching the side of the 
channel (x. = 0), the concentrations are considered to be 
stationary and uniform, and accordingly the concentration 
profile is given by equation A2.2.  As the depth increases 
on the side of the channel the bottom concentration changes 
and equation A2.2 has to be modified in order to satisfy the 
non-uniform condition. 
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In order to find a general solution to equation A2.4 the 
distribution of concentrations is written as 

- !?x -Ax c = c1 • e   E 2 + f (x2) e   1 (A3.1) 

where c. and A are constants and f(x_) an unknown function 
of x2. 

l 

Substituting c in equation A2.4 for the expression for c in 
equation A3.1 we find: 

§!£+ „|L+ (£X
2 + VA) f - 0 (A3.2) 

The solution for equation A3.2 is 

f(x2) = ai-e
("i  WU  +  e,,X2 + a2eW

U  +  e,X2       (A3.3) 

The constants a,, a, and A are determined from the boundary 
conditions as follows: 

On the horizontal bed on top of the slope (x. = 0) the 
boundary condition is determined by equation A2.2. 

_W 
c = c, , e e 2   for x. = 0 

At an indefinite distance from x, = 0 a new uniform solution, 
corresponding to equation A2.2 but with a different bottom 
concentration, is found: 

^b2 

W 
e"£

x2 

The only set of equations that satisfies the first boundary 
condition is: 
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The second boundary condition is satisfied by 

From these four equations the unknown constants in the solution 
to equation A3.1 are found: 

W2 al = °' a2 = cbl " cb2' A = — 

yielding the solution ~ 

--x --     -—x c = c, 2 e ex2 + (c, . - c, ,)e ex2 • e ev 1 

2  2 when W /v  tend to zero, that is W<<v. 

(A3.4) 

b) Second Step 

In the previous step the calculation was made under the 
assumption that the concentration profile was in equilibrium 
with a certain bottom concentration changing as the depth 
increased but the "shape" of the profile was unchanged. 

In the second step it is assumed that the concentration profile 
is stretched due to the divergence of the streamlines as the 
flow passes over the channel side. 

A simple exact solution to the problem of this step is not 
possible but the effects of the stretched profile may be 
described, by changing the boundary conditions. 

If the first boundary condition is given by the equation 

c 

this condition will be fulfilled by equation A3.3, if 

cbl 
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a. = 0, a- = c   and A = (1-a) —, considering W<<v. 
2 

_, , .   , —(1+alx.,    -(1+a)—-x. That is, for c = c, , e e     2 • e      vl ' bl E 
(A3.5) 

To this solution, a solution 
_W 

c? = f(x ) e e 2 (A3.6) 

to equation A3.4 that satisfies the boundary conditions 
_W 

c2 = cb2 ^ e 2    f°r x. = "> 

for x  = 0 

has to be added.  This solution is 
W Wz 

(A3.7) 

Therefore the total solution to the problem presented in the 
two steps is 

W,. , .       W2 ,.  . W      W2 — (l+a)x„     (l-a)x, ,      —x„/n x-, .   ,,-, 0, c = Oi., e e      2 • e ev     1 + c, ~ e e 2(l-e ev 1)   (A3.8) °bl ~b2 

A4 Application of the General Solution 

For the present application of the theory developed above, a 
situation determined by a combination of waves and a moderate 
current is considered. 
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The undredged depth is called D , and the corresponding current 
velocity V. .  The depth in the channel is called D_ and the cor- 
responding current velocity V„. 

The concentration of suspended material in a bottom layer a few 
centimeters thick (bottom concentration) is determined by the 
wave action, as the bed shear stress due to the wave action is 
much greater than the current shear stress, whereas the vertical 
distribution of the concentrations from the bottom to the surface 
is governed by the currents. 

The bottom concentration on the horizontal bed beyond the side 
slope is called c, . and the vertical distribution of concentration 
is described by 

_W 
cbl ' e ex2 (A4.1) 

At the toe of the side slope of the channel the approximation 
is made that the bottom concentration is unchanged, but the con- 
centration profile is stretched with the same ratio as the depth 
is changed, i.e. D. Therefore the concentration is given by 

D2 2 (A4.2) 

At an indefinite distance from the channel side a new equilibrium 
profile is reached. The bottom concentration is given by C, „ and 
the concentration profile is accordingly given by 

e e~2 (A4.3) 
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Keeping in mind that the eddy viscosity is assumed to be constant 
and that the current velocity in the applied calculation model 
may be replaced by the constant "slip-velocity", the transport 
of suspended material q may be easily calculated as 

JD (c • v) dx2 (A4.4) 
o 

At the un-dredged depth D., the sediment transport q n is 
n, 5? W n 

qlo =  J  Cbl e~'*2   " V dx2MVbl ' I °bl " (1_e £  >      (A4-5) o 

In the case of sand particles (high W), 

no = vbi • I cbl (A4-6) 

At an infinite distance from the side slope (x  = oo) , the sediment 
transport is given by 

i-D- 
w 

^20 =/2cb2 • e"e 2 • vdx^V^ | cb2 (A4.7) 

The sediment transport q_(x ) between the two boundaries is given 
by an integration of equation A4.4 

o  ( 

_w ^i   _w w ^l       _wx 
. , • e e D, 2 e e v D, 1 - c. _ e £ 2 

W W    1      D 
(1-e E v"l)\     •   Vpi dx2 = 

no 
_w w 

(1-e e v 1) (A4.8) 

The overall aim of the above calculation is to evaluate the rate 
of sedimentation between the two boundary conditions corresponding 
to the two equilibrium situations at x =0 and x = <».  The rate 
of sedimentation as well as the distribution of sedimentation is 
found by subtracting the sediment transport q- = q? (x ) from the 
sediment transport at x. = 0.  The rate of sedimentation q  (x,) 
is given by ' 
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"10 

_W W ^1 
-  q,   = q      (x.)   =  q..    (l-e~e  v D  xl) 

"Y no ^20 

W W 
(l-e~e   vXl)    (A.4.9) 

If the current crosses the channel at an arbitrary angle a, the 
following sedimentation rate q per meter of navigation channel 
length is found: 

W W  1   B W W   B 
qln (1-e e v D_ cos a) - q_0 (1-e e v cos a) }     cos a(A4.10) 

This general expression has been developed for application to sand 
bed material (non-cohesive materials only). 
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CHAPTER 127 

GENERATION OF TROUGHS BY DENSITY CURRENTS 

Hans Speekenbrink * 

Abstract 

Along the northern bank of the so-called "Maasgeul" scour has 

occurred, causing a trough. It is concluded from field 

measurements that the trough development is induced by density 

currents along the slope of the bank. The stratified flow system 

is dealt with mathematically. The calculated results are com- 

pared with the field measurements and agree fairly well. Trough 

development can be avoided by flattening the slope or by a 

bottomprotection. 

Introduction 

Since early 1970 scour has occurred along the northern boundary 

of the so called "Maasgeul", the dredged shipping route to the 

"Europoort" and Rotterdam harbours (see fig. 1), over a distance 

of about two miles. By this scour a trough has developed (see 

fig. 2 and 3) with a depth of 5 to 10 m below the bed of the 

navigation channel (M.S.L. - Zk  m) with slopes of about 1 : 3 

(see fig. h). The surrounding sea bed has a depth of M.S.L. 

-16 m at the eastern- and of M.S.L. -19 m at the western end 

of the trough. 

The material eroded from within the trough sedimentates south 

of it in the channel, from where it has to be removed right 

away in order to keep the guaranteed navigational depth at all 

times. 

Widening of the trough in easterly direction possibly can en- 

danger the stability of the end of the northern harbour mole. 

*Rijkswaterstaat, Department for Coastal and Sea Research, 
The Netherlands 
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Investigations have now been carried out into : 

a. The mechanism, that causes the generation of the trough 

b. The future equilibrium profile of the trough 

c. Possible measures to avoid or reduce trough development. 

Trough development 

Scouring has occurred along the northern bank of the "Maasgeul" 

from about 300 m west of the end of the northern harbour mole 

to about h  km west of this mole. This section of the "Maas- 

geul" may be considered as a transition zone between open sea 

and the mouth of the river Rhine, which discharges its water 

via the "Rotterdam Waterway". 

In January 1970 sdouring started about 500 m west of the end of 

the mole over a distance of about 50 m and widened to the east 

(150 m) and to the west (200 m) in k  months time. Some months 

later scouring was observed about 2 - 3 kit west of the first 

trough over a distance of 1000 m. This trough widened in 

easterly direction to join the first trough although a small 

ridge remained between the two trough sections (see fig. 3). 

Trough developments  were first observed by routine echo soun- 

dings made to guard the navigational depth. In August 197^ 

with scour still continuing it was decided to carry out echo 

soundings more frequently. Every month, if possible in respect 

of weather conditions, echo soundings were carried out in lanes 

perpendicular to the trough axis at distances of 250 m. Until 

now scouring still continues almost linear in time (see fig,5)> 

although it seems that scouring in summer is slightly greater 

than in wintertime. 

The slopes of the northern bank steepened from about 1:10-15 

to 1:3 in the first two years of trough development (see fig. 

6). This slope has been rather stable since, although perio- 

dically slopes up to 1:1 were observed. The slopes of the 

southern bank have steepened to a value of about 1:4. 

The northern bank remained very stationary but the southern 

bank moved in a southerly direction over an average distance 
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of about 15 m in two years time. 

No significant widening of the trough in easterly nor in wester- 

ly direction could be distinguished during the last two years 

of observations. 

The mechanism, causing trough generation 

To find an explanation for the generation of the trough, surveys 

were carried out into the vertical distribution of the current 

velocities and directions and of the salt concentrations and 

temperatures. The measurements were related to the vertical 

tidal movement in Hook of Holland. The situations of the mea- 

suring points are indicated on fig. 2. 

All measurements showed stratification during low tide. Diffe- 

rences in current direction up to 90  were found in upper and 

lower layer. In the upper layer the less saline water, dis- 

charged from the "Rotterdam Waterway" flows in a westerly di- 

rection, parallel to the channel axis (see fig. 7)- Veloci- 

ties reach values of 0.5 - 0.8 m/s at this tidal stage. The 

flow in the lower region shows a more southerly direction, al- 

most perpendicular to the channel axis, corresponding to the 

direction of the tidal stream along the Dutch Coast at low 

tide. The velocities in this layer are about 0.5 - 0.6 m/s 

at the measuring point north of the trough, 0.8 - 1.0 m/s at 

the trough and about 0.5 - 0.6 south of it. 

From these measurements of current velocities and density dis- 

tributions it was concluded that density currents occur at low 

tide. A sketch of the stratified flow system is given in fig.8. 

The heavier underflow accelerates beneath the discharged, less 

saline river water, becoming critical at the upper edge of the 

bank of the trough and supercritical further down along the 

slope due to the steepness thereof. 

Supercritical flow occurrg  at internal Froude-numbers F. 

greater than 1. 
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in which u=velocity; E=(p -p )/Po       >  P =density; 

g=gravitation acceleration; a=layer depth; and subcripts 1 and 

2 = upper and lower layer respectively. 

The increasing velocities will cause erosion and thus steepening 

of the bank. In this bank there is a clay layer with a thick- 

ness of about 3m. The top of this layer is found at a depth of 

about M.S.L. - 18 m at the eastern end of the trough and about 

M.S.Ii. - 20 m at the other end. The clay is very stiff and is 

resistant to scour, thus limiting erosion to the foot of the 

bank. When the slope steepens more than  the natural slope of 

the bed material, the clay layer is undermined causing a slide 

down and thus an intermittent shift of the bank in a northerly 

direction. Although this shift can not be determined from the 

echo soundings it may be derived from core samples taken at 

the trough in 197^ that a local' slide down of the clay layer 

occurred. 

This clay layer may also be responsible for the fact that 

scouring did not start before 1970 and only after deepening 

the navigation channel to a level below this layer. 

The foot of the bank may be regarded as a so called plunge- 

pool from which also sediment is removed. 

The current measurements show that the flow is supercritical 

at the trough in the navigation channel. The conversion will 

take place via an internal hydraulic jump at the southern bank 

of the trough. Downstream this jump the current velocities will 

be too low for erosion and even sedimentation occurs, causing 

a ridge along the trough. 

Mathematical model for two-layer stratified flow 

A mathematical model may be derived for the flow across the 

trough. The following assumptions were made: (1) the flow is 

steady; (2) the flow in each layer is one dimensional i.e. 

there is a constant velocity and density at each cross section 

in each layer; (3) stratification is stable; there is a sharp 

interface between the layers and there is no entrainment across 
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the interface; therefore the density is also constant longi- 

tudinally in each layer; CO shear stresses are acting along 

the bottom and the interface and are proportinal to the velocity 

differences across the boundaries. 

North of the trough the bottom has a gentle slope and the water 

surface and the interface are assumed to have gentle slopes 

too. The vertical accelerations may be neglected so the water 

pressure can be considered hydrostatic. The following equations, 

as given by Schijf and Schonfeld  [l]  may be applied. 

The equations of motion for the upper and lower layers can be 

written as : 

dai dci2 Ut dui  fj | u1 -U2UU1 -u2) 
 • + —   + —————______ +Sh=0 (2) 
dx     dx    g    dx go, b 

and 

M   el flSl • 2°?.* "2   duj.      f||u1-u2|(ui-u2) , fbl"2|u2   . ,.      .     ,,, U_e; dx *"d7 + lT  "3x gal + gaj + Sb = 0     (3) 

respectively,   in  which x =  longitudinal  coordinate  taken  as 

positive   from north to  south;   f.   =   friction  factor  at  the  inter- 

face;   f,    =  friction  factor  at   the  bed;   S,    =  bottom  slope. 

The  continuity  equations  read   : 

dq, i  =   1,2 (4) 
dF=° 

in which q = au = discharge per unit width. 

Substituting the continuity equations in the equations of 

motion to eliminate du./clx and da /dx and neglecting u.  in 

relation to a.g according to the field measurements, the re- 

sulting equation may be written as : 
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da2 

d 
a2=   (u1 -ega1)q2Sb*(1-e)fi(q1->a2)|u1-u2[(u1-u2)-fba1|u2lu2 _0      (5) 

da2=   q1
2-ega23Sbt(1-e)fi(qna2)(a2qi-aiq2) Ic^gr0^! 

dx (q^a,3 +q1
2a2

3- ega^a^) 

t -fbai3lq2lq2   
(q2

2a,3+ q,2a2
3- ega3a2

3) 

At the upper edge of the northern bank of the trough critical 

flow will occur if the denominator equals zero : 

2 3   2  3      3  3 
q2 a, • qi a2 - ega, a2 = 0 (6) 

Deriving the total depth at the edge from echo soundings and 

vertical tide measurements, the discharges from flow measure- 

ments and e from salinity and temperature measurements the 

depth of the interface at the edge may be computed from 

equation (6). With this depth as boundary condition the flow 

north of the trough may be calculated from the upper edge of 

the bank in negative x-direction using equation (5). 

The northern bank has a steep slope and the flow in the lower 

layer will accelerate. It is assumed that the 

shear stresses in the lower layer are negligeable and the 

energy equations are applied. 

The energy equations for the lower and the upper layer may be 

written as 

H = -J- a.   • a, + a, + -J- u, 2 (7) P2  
]x  2x  3x 2g  2x K<> 
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and 

a1„ * a a, • 4- u< • hw (8) 
3v On        >x x xT "2X- -3X' 2g ^x 

respectively, in which H = energy head elevation relative to 

the trough floor; a, = bed surface elevation relative to the 

trough floor; index x refers to the distance along the bank; 

index u refers to the upper edge and h = inertia losses. 

Assuming that the inertia losses h  equal the drop in velocity 

head of the upper layer, thus 

hx = ^ - >' (9) x  2g    2g 

and substituting equation (9) in equation (8) yields 

a.j +a2 +03 = constant (10) 

Differentiating equation (7) and using equation (k) and (10) 

the resulting equation may be written as 

esb*(
ega23-qg2) ggiUo (11) 

ga2     dx 

Now the flow on the northern bank can be calculated from the 

upper edge of the bank in positive x-direction using equations 

(6) and (11). 

The calculations may be simplified by assuming constant 

friction factors and constant slopes at both sides of the 

upper edge of the bank. 

Calculations were carried out, taking f. =0.001 and f, =0.00^. 

The boundary conditions q , q ,e and the slopes at both sides 

of the edge were derived from field measurements. As an exam- 

ple a calculated interface depth is given in figure 10 as well 

as the measured depth. As may be seen there is a fair agree- 

ment. The discharges used as boundary conditions in this 

example were derived from the velocity measurements in fi- 

gure 7. The density profiles were derived from salinity and 
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temperature measurement at the same time (see fig. 11). 

At the southern bank an internal hydraulic jump will occur. The 

flow system, in this section is very complicated and has to be 

investigated by means of hydraulic model tests, which have not 

been made so far. 

Future equilibrium profile 

Erosion of the trough floor probably will continue until the 

hydraulic jump will be submerged. At what depth of trough this 

will occur has to be investigated in a hydraulic model. 

A further widening of the trough is not expected. The longitu- 

dinal stability of the trough may be explained at the eastern 

end by the presence of a bottom protection around the toe of 

the northern harbour mole. At the western end the density dif- 

ference decreases due to longitudinal mixing. Besides the 

steepness of the bank slope is much less (about 1 : 40) as well 

as the difference in depth between the channel and the sur- 

rounding sea bed. Due to these reasons the velocities along the 

bank are less too. 

Measures to be taken to reduce or avoid trough development- 

To restrain the erosion a bottom protection on the trough 

floor and the banks may be considered. On the northern bank 

drag forces and gravity act in the same direction. The criti- 

cal velocity for stability of loose grained material, as for 

instance shingle, on slopes can be compared with the critical 

velocity on a horizontal bed according to 

ucr>s= f^Tl?   /l--g£^' ucr>h (12) 

in which u  = critical velocity for initiation of movement 
cr J 

of bed material; 0 = natural slope of the bed material; and 

subscripts s and h referring to slope and horizontal bed respec- 

tively. Using the Sheilds diagram and taking 6 = 4.5° it can be 

calculated that the minimum required grain diameter for the 

trough bank protection is about 3 cm. At the trough floor the 
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minimum grain diameter may be even more due to the strongly 

curved flows here. 

Another possible measure to restrain the erosion is reducing 

the high current velocities and avoiding supercritical flow 

on the bank by flattening the slope. The flow in the lower 

layer will not accelerate when da /dx ^ 0. Using equation (5) 

and taking da /dx = 0, the equation for the critical slope, 

S   , may be written as 
bier'   J 

fb a1
3q2

2«(1-e)fi(a1*a2)( a2q1-o1q2) 
b<cr= a^q^-ega,3) <13) 

Assuming  q-=0 and critical flow on the bank (equation (6) 

the equation may be rewritten as 

sb.cr*-fb-<1-<:Mi(^>r-) (-*) 

From this equation it may be- derived that the critical slope 

is about 1 : 150. Due to possible variations in the main para- 

meters, the friction factors, the critical slope must be  con- 

sidered of the order of 1 : 100 to 1 : 250. These flat slopes 

involve more than about 4-10  m  to be dredged. 

By flattening the slope the upper edge of the bank is shifted 

in a northerly direction and may become situated outside the 

surface front of the discharged less saline water. Due to this 

the flow in the lower layer will stay subcritical. 

Because sand is needed in the near future for beach nourishment 

immediately north of the northern harbour mole, it is con- 

sidered now to flatten the northern wall of the trough to a 

slope of about 1 : 50. For this measure a quantity of about 

1.600.000 m has to be dredged. Plans are being worked out now 

and dredging activities will probably be carried out in autumn 

1976. The outcoming clay (about 600.000 m ) will be dumped in 

the trough as refillment. The effect of this measure will be 

closely watched by making echo soundings every month, if 

possible in respect of weather conditions. 
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Summary and conclusions 

Along the northern bank of the "Maasgeul" scour has occurred 

due to density currents induced by density differences between 

the discharged river water and the heavier sea water. Stratified 

flow occur at low tide. 

The flow accelerations along the slope, causing trough gene- 

ration, may be dealt with mathematically. The results of the ma- 

thematical model agree fairly well with field data. 

The trough development, increasing the amount of maintenance 

dredging and endangering the stability of the northern harbour 

mole may be reduced by a bottom protection or by flattening the 

slope. The latter possibility will be carried out in the near 

future. 
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FIG   1 THE   MAASGEUL  NAVIGATION   CHANNEL TO EUROPOORT 

rCROSS SECTION  A. 

DEPTH  CONTOURS 
IN  METERS  BELOW M.S.L. 
 17m 
— 20m 
 25m 
  30m 

9 1000 m. 

TROUGH   IN THE MAASGEUL ALONG  NORTHERN   BOUNDERY 



GENERATION OF TROUGHS 2181 
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FIG. 5 INCREMENT   OF   MEAN   DEPTH   OF   TROUGH 
AS   FUNCTION   OF  TIME 
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FIG.6 CHANGE OF SLOPE   OF NORTHERN   TROUGH    BANK    IN TIME 
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DISPLACEMENT    IN m' OF  SOUTHERN   WALL  AS   FUNCTION OF  TIME 

FIG.  7a 
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*—*  1 cm = 20 cm/sec 

FIG 8    CURRENT VELOCITIES   AND   DIRECTIONS   ON   DIFFERENT   DEPTHS   AT LOW  WATER 
AT  POSITIONS   IN THE TROUGH, NORTH   AND  SOUTH  OF   THE   TROUGH 
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CHAPTER 128 

CONCEPT OF MINIMUM SPECIFIC ENERGY 

AND ITS RELATION TO NATURAL FORMS 

by 

Gordon R. McKay , B.Eng., Ph.D. (Liverpool) 

and 

Ahad K. Kazemipour , B.Eng.(Tehran), M.Eng.Sc.(NSW) 

It is proposed to show in this paper that there is a solution 
to the problem of non-uniform flow and this solution not only explains 
in detail many land forms which occur naturally, but thereby, yields a 
definition of 'form' loss. 

If a channel, in which the transverse distribution of specific 
energy is uniform, converges and/or diverges,and the bed changes so 
that the flow will be critical at all cross-sections at the same time, 
the channel appears to be close to being hydraulically smooth. 

Many natural forms, particularly estuaries, are readily 
explicable in this way. The most obvious one is the bar at the mouth 
of a river. It follows, if the river enters the sea with reasonable 
uniform grade, which most rivers do, the bed must rise as the flow 
loses the restricting influence of the banks (i.e. the width increases) 
if constant specific energy is to be maintained. 

It is possible to calculate with considerable accuracy the 
dimensions of useful structures based on this concept. A large number 
of full size but nevertheless experimental structures have been built 
making use of the resultant benefits which develop:- low turbulence, 
accurate differential water levels and a clearly defined flow pattern, 
allowing very considerable savings to be made by eliminating expensive 
protective works. 

Professor of Civil Engineering, University of Queensland, Australia. 

Iranian Government Postgraduate Research Fellow in Hydraulic 
Engineering, University of Queensland, Australia. 
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INTRODUCTION 

For more than two centuries, the calculation of open channel 
flow, steady or unsteady, uniform or non-uniform, has been based on 
the concept of a long uniform channel in which the boundary shear in 
some way determines the total head loss.  Euler-Bernoulli principle 
(1700-1782), Chezy's (1718-1798), Poiseuille's (1799-1869), Darcy- 
Weisbach's (1803-1871), Bazin's (1829-1917) and Manning's (1816-1897) 
formulas, all of which are in regular use today, are based on the 
concept of such a long uniform channel. Adaptation of the relatively 
modern Karman-Prandtle's (1930-32) theory of boundary layer and velocity 
distribution to open channels is also based On the concept of the long 
uniform channel. 

This assumption was reasonable in the past for artificial 
channels since most of the channel works (sewers and storm drains) 
were constructed so that the cross-section of the channel was often semi- 
circular and therefore the distribution of the shear stress around 
the boundary could be considered more or less uniform. 

There is strong evidence in the literature1* that the studies 
of energy losses in open channels have been closely related to the 
phenomena of the boundary layer. For fully developed flow in a uniform 
channel of any size, the boundary layer will occupy all of the channel, 
but in partly developed turbulent flow, the energy loss due to 
frictional resistance is related to the stage of the development of the 
boundary layer. Again, past research on boundary layer has been concen- 
trated on flow through circular pipes and past flat plates parallel to 
the stream. 

The practising engineer may rightly question the above philos- 
ophies and assumptions, but what alternative has been possible? From 
Report of Task Force on Friction Factors in Open Channels1 - "At least, 
it could be hoped there would be made available something similar to the 
resistance diagrams now used for steady flow in uniform pipes and for 
frictional resistance of ships.    It should be stated at the beginning 
that these hopes cannot be realised at this time.    Principle obstacles 
are the wide range of surface roughness sizes and types encountered in 
practical channels   (from smooth concrete linings to boulder-stream 
canyons),  the effect of bed movement in unlined channels, and the 
numerous bends and structures that prevent the attainment of steady, 
uniform, fully developed flow". 

In order to allow a solution to the apparently simple problem 
of determining the flow capacity of a bridge opening or culvert, the 
U.S. Bureau of Public Roads2 publishes a manual of 90 pages of tabul- 
ated data.  If the bridge type and flow pattern can be reasonably 
compared with one of those in the manual, a solution can be assessed. 
Such techniques do little to validate the basic principle. 

* Numbers refer to the references in the Appendix. 
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In deriving and applying the basic formulae and principles 
of uniform flow to open channels, a quantity 'hydraulic radius', R, 
representing the channel geometry, is used. Diameter of the pipe, D, 
is replaced by 4R. This substitution carries with it the assumption 
that the distribution of shear stress around the boundary of the 
channel is uniform. It is well known now that in open channels, espec- 
ially with non-circular cross-sections, such uniformity of shear stress 
is a false assumption.  This fact clearly points out the failure of 
hydraulic radius to be the sole geometric quantity representative of 
the channel cross-section. The effect of cross-sectional shape must 
be taken into account in the analysis and prediction of the energy 
losses in open channels.  Such studies have been made by some investig- 
ators in recent years, among whom are F. Engelund (1964)3, H. Rouse 
(1965)", E.O. Macagno (1965)5, C.C. Shih and N.S. Grigg (1967)6, E. 
Marchi (1967)7, N. Narayana Pillai (1970)8 and C.L. Yen and D.E. 
Overton (1973)9. The results of these investigations are yet incon- 
clusive. According to H. Rouse1*, "the effect of change in shape upon 
the resistance function is actually twofold.    On the one hand, it 
pvoduaes a change in the wetted perimeter,  P, per unit cross-sectional 
area,  A, the reciprocal of which is designated by the hydraulic radius, 
R. On the other hand,  it produces a change in the distribution of 
velocity and shear; as a result,  the shear will generally vary from 
point to point of the perimeter. Both effects are thus involved in 
the equilibrium relationship between the gravitational motive force 
and the surface resistance which the flow entails".    He supports the 
validity of the hydraulic radius concept, but concludes that the 
effect of cross-sectional shape is related to the variation in the 
hydraulic radius and two coefficients of a semi-logarithmic resistance 
function. He also refers to the importance of the aspect ratio in 
the analysis in relation to the effect of cross-sectional shape. 

The junior author in another work* has proposed other para- 
meters as being more representative of the cross-sectional shape on 
flow resistance in smooth channels. This method offers a far more 
rational solution than methods previously proposed by others. 

If the flow takes place in a natural stream with erodible bed 
and banks, the calculations which are at all possible do little to 
determine the proportions of any change which is likely to occur and 
in fact hardly assist in allowing predictions of even the general form 
of the change. Because of the ever varying shape and size of the 
channel cross-section and unavoidable irregularities in channel align- 
ment, the flow is rarely uniform in natural streams. 

It should be appreciated that open channel formulae based on 
observations of pipe experiments or from small scale physical models 
of channels and canals or rivers, cannot and do not represent natural 
situations because : 

* Under preparation for publication. 



MINIMUM SPECIFIC ENERGY 2189 

(i)  The dimensions and proportions of natural rivers are completely 
different from those of the pipes for which energy losses have 
been determined experimentally.  In practice the pipes are 
almost invariably round, ranging in diameter from 1cm to about 
10m.  The cross-sectional shape of a natural watercourse is 
quite indeterminate; the width can vary from a few centimetres 
to many kilometres, while the depth varies from a few milli- 
metres to a very limited amount compared with the width. 

(ii) It is quite impossible to represent all the detailed features 
and irregularities of a river on the model. We cannot truly 
conform to the laws of similarity. 

Any researcher using large area landscape type models soon 
appreciates that such models are far too smooth although boundary shear 
relationships say they should be far too rough. 

In small scale models, losses due to boundary shear will always 
be relatively large because of the effect of scale on both the size and 
velocity in Reynolds number.  However, to assume these losses represent 
the total energy loss must lead to serious error. 

All energy losses will be represented as turbulence.  Eddy size 
is largely a function of the size of the solid boundary generating the 
eddy.  The velocity will determine the number of eddies. Eddies from 
boundary shear are small and because of their size, dissipate quickly. 
In contrast eddies generated by channel irregularities and changes in 
cross-section will be large and will persist downstream adding consider- 
ably to the apparent roughness.  The reaction of movable boundaries in 
natural streams to locally generated turbulence cannot be joined with 
the overall average conditions. 

Often the energy losses due to boundary roughness, cross-sectional 
shape and the boundary irregularities have been confused with one another. 
For example, H.A. Einstein and N.L. Barbarossa (1951)10 separated the 
total energy loss of the natural flow into frictional losses and form 
losses.  Frictional losses were defined as those due to grain roughness 
and form losses those due to size, shape and spacing of the individual 
irregularities and presence of sand ripples and dunes. L. Bajorunas11, 
in the discussion of the same paper states that: the roughness factor 
that reflects the channel irregularities decreases and approaches zero 
with increasing flow. On the other hand in V.A. Vanoni and Li San 
Hwang's (1967)  results, the bed roughness due to form of the ripples 
and dunes is the major part of the total roughness and does not approach 
zero with increasing flow.  In the discussion of Einstein and Barbarossa's 
paper, Sir. C. Inglis  categorises the total losses into (i) those due 
to textural roughness; (ii) those due to ripple roughness; and (iii) 
those caused by form drag resulting from the major irregularities of 
the banks, bed, islands and sandbanks.  Inglis does not believe in 
combining groups (ii) and (iii) because of a different time scale by 
which they change. 
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The question is, what constitutes the total energy loss in 
natural rivers and how much of the total loss is due to boundary- 
shear and how much is due to form? 

CONDITION FOR NO FORM LOSS 

It is proposed to show in this paper that there is a solution 
to the problem of non-uniform flow and this solution not only explains 
precisely many land forms which occur naturally, but thereby yields a 
definition of 'form' loss. 

The only channel which gives truly no 'form' loss is of 
rectangular section. In any other channel the specific energy must 
vary across the channel. This would generate turbulence not associated 
with boundary shear. The elements of flow across the section can be 
shown to respond in different ways to an overall change in section 
shape. 

B.A. Bakhmeteff (1932)^ showed that if the flow in a channel 
is tranquil and the channel converges slowly, the surface will fall, 
the velocity will increase and, if the channel then diverges slowly to 
its original width, the flow will return virtually without extra loss, 
to its original uniform flow pattern; i.e. the 'form' loss is zero. If, 
however, the convergence continues, the flow will ultimately become 
critical (i.e., the depth y will be 2/3(y + V /2g) when y and v 
are the depth and velocity in the initial channel, g is the acceleration 
due to gravity and y is the critical depth). Any further convergence 
will lead to a rise m level upstream of the constriction and a corres- 
ponding head loss through it. 

Similarly, it was shown that if in a uniform rectangular channel 
a smooth hump is introduced, the water surface level falls, the 
velocity increases and the depth decreases. The height of the hump for 
no 'form' loss is limited to that which creates critical conditions at 
the hump; i.e. 

2/3 [(yQ + vo
2/2g) - Az ] 

2g' 

Az being the height of the hump. If the height of the hump is increased 
beyond this limit, the upstream level will rise and a 'form' loss occurs 
at the restriction. 

There is, however, in addition to these particular cases, a 
condition which offers a wide range of cross-section proportions which 
will offer no 'form' loss. 

If v 2/2g + y = H + Az everywhere, and the transition is as 
before reasonably slow, there will be no 'form' loss. 
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is the initial specific energy = /2g + 

Az  is now the change in level of the bed 

v   is the critical velocity 

both H and Az have the same sign and for convenience are measured o 
positively down from the total energy line. 

In many natural channels the 'form' loss is the major portion 
of the total head loss. It is then possible, by building a non-unifor- 
mity to this concept to create useful structures which cause no afflux. 
Any increase in boundary shear loss due to increased velocities can be 
offset by a reduction in 'form' loss. 

The proposition was not determined initially as a result of 
a theoretical or laboratory research. It arose from the successful 
solution of a number of ad hoc problems. 

DESIGNED SMOOTH TRANSITION STRUCTURES 

The City of Redcliffe is a satellite town of Brisbane, the 
capital of Queensland.  It has extensive if quite beaches on Moreton 
Bay and is the nearest seaside holiday resort to Brisbane. The road 
pattern is just about 45 to the natural drainage lines. One of these 
drainage lines - Humpy Bong Creek - literally splits the centre of the 
town in two. In 1958 the sole crossing of this creek was a narrow 
wooden bridge joining the shopping centre to the south, with the munici- 
pal buildings to the north. The shopping centre was along the beach 
promenade. -There were just about enough parking places for the shop 
assistants' cars.  Shopping on any Saturday in the holiday season was 
quite an adventure. 

FIG.l. GENERAL VIEW OF REDCLIFFE AND PROPOSED IMPROVEMENT ON THE CREEK 
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The flow in the creek was largely sullage water. The banks 
were steep, ragged and overgrown. Altogether it was a smelly, unpleas- 
ant area. It was therefore proposed that a multipurpose improvement 
be made. (Fig. 1). 

(i) Build a weir to raise the fresh water level in the creek 
to cover the ragged steep banks and allow the area to be 
dressed, grassed and easily maintained as a park. At the 
same time the weir would exclude the tide and eliminate 
the smell of rotting vegetation. 

(ii)  Culvert the creek to remove access problems and create an 
extensive car park on and adjacent to the culvert. The car 
park would serve the shops and public offices by day and 
in addition the proposed Civic Centre and R.S.L. Hall by 
night. 

(iii)  To alleviate flooding of the shops and adjacent area. 

An admirable proposal, but how to do it? - particularly at a 
price the town could afford.. The catchment of the creek was rapidly 
urbanizing and the estimated maximum flow was 910 cusecs (25.8 m3/see). 
The general level of the land adjoining, and hence flood level, at the 
creek mouth was R.L. 8.0 ft (2.440m) L.W.O.S.T.  This would preferably 
also be the level of the car park. High tide was R.L. 4.5 ft (1.370m) 
L.W.O.S.T. and experience had shown that any outlet with an invert 
below high tide became stuffed with sand in the dry winter season.  It 
was also necessary that the standing water level in the lake should not 
be less than R.L. 5.25 ft (1.600m) L.W.O.S.T. to cover all the trash 
growth on the vertical banks and allow easy maintenance. At that time 
the whole area flooded at least once every two years and by traditional 
hydraulics the problem appeared to be unsolvable as the length of the 
culvert was some 600 ft (180m). 

The Department of Civil Engineering, University of Queensland, 
suggested the solution illustrated in Fig. 2.   The logic of this 
solution was :- The discharge is 910 cusecs (25.8 m3/sec) flowing up- 
stream of the weir at a level of R.L. 8.0 ft (2.440m).  If we neglect 
the velocity head we can take R.L. 8.0 ft (2.440m) as the level of the 
total energy line at the weir. The weir level was set at R.L. 5.25 ft 
(1.600m) to give satisfactory pondage conditions. The maximum available 
specific energy at.the weir is 2.75 ft (838mm). Thus the critical depth 
is 2/3 x 2.75 = 1.83 ft (558mm). The maximum flow per foot width of 
weir is thus 14.2 cusecs (1.327 m3/sec/m width), so the minimum width 
of the weir is 64 ft (19.5 m). The culvert barrel was 18.0 ft (5.480m) 
wide, a Queensland Main Roads' Department standard width.  The flow 
per ft width must be 50.51 cusecs (4.7m /sec/m) so the minimum 
(critical) depth is 4.30 ft (1.304m). The corresponding velocity head 
is 2.15 ft (652mm), so total specific energy is 6.45 ft (1.956m). 
Therefore the level of the culvert invert at entrance is R.L. 8.0 ft, 
less boundary shear fall, less 6.45 = approximately R.L. 1.43 ft 
(440mm). 
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FIG.2.  DETAILS OF REDCLIFFE CULVERT 

An arbitrary assumption was made that there would be 1.0 ft 
(305mm) of head loss due to boundary shear so the level of the energy 
line at the outlet is R.L. 7.0 ft (2.130m).  The high tide level is R.L. 
4.5 ft (1.370m) L.W.O.S.T. so the available specific energy is 7.0 - 
4.5 = 2.5 ft (762mm).  The minimum depth is 2/3 x 2.5 = 1.67 ft (509mm) 
and the maximum flow per ft width at outlet is 12.25 cusecs (1.139 m /sec/m) 
so minimum outlet width is 74.3 ft (22.620m). 

In plan the inlet weir was joined to the culvert with an arbitrary 
shape and the culvert to the outlet weir likewise.  The inlet and outlet 
floors were designed so that everywhere we had critical flow.  The culvert 
slab fitted very conveniently between R.L. 8.0 ft (2.440m) and the water 
surface to give ample freeboard.  Despite much critical comment the 
Department was commissioned to build a model.  A very big model 1" = 1 ft 
(1:12) was built. Very quickly we learned that the inlet and outlet had 
to be part of flow nets. With this single modification the model performed 
perfectly.  There was an amazing correlation between the calculated and 
model water levels, everywhere within 0.01 ft (3mm on the model).  There 
was apparently no difficulty in imposing this flow system. 

The culvert was built. No flow measurements have been taken but 
no flooding whatsoever has occurred since, although there have been at 
least three occasions when the design flow has probably been exceeded. 
This includes 1974 when Brisbane suffered devastating flooding, both from 
the local creeks and the Brisbane River. 

Some years later we were asked to investigate the augmentation of 
the water supply for a small town, Clermont, in Central Queensland. With 
this request was attached a very odd condition - that any weir in the river 
must not cause flooding at a lesser flow than at present nor at more frequent 
intervals.  There was good reason for this condition.  Clermont lies in the 
junction of two streams, the Belyando River and Rocky Creek.  Typical of 
western Queensland the highest land for some miles around is the river bank. 
Once the flood breaks out it spreads through the town and over the adjacent 
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country.  In 1916 a major flood peaked on a Saturday night and nearly one 
hundred people were drowned. Naturally Clermont is now a little sensitive 
to flooding. 

There is always a minimum storage below which storage has little 
purpose. This minimum storage determines the minimum weir height and, in 
this case, the required weir was relatively high compared to the banks of 
the river.  The whole region is alluvium and consequently maintaining the 
weir in the river was also an equally difficult problem. Having tried a 
whole array of strange shapes and arrangements, we failed to satisfy these 
conditions and reported accordingly. 

However, reflecting on the Redcliffe outfall, there were second 
thoughts.  If this culvert were cut in two and placed end to end, it gave 
a system of weir without afflux. The bank full flow could be taken as the 
design flow, Q.  The slope of the water surface at this stage is known. 
The velocity, V, is Q/A when A is the cross-sectional area at 'bank full'. 
The energy line will then be V2/2g above and parallel to the bank full-flow 
surface.  The height of the weir crest; i.e. Storage Level, is already 
determined.  The difference between storage level and the energy line level 
is the specific head.  Forthwith the critical depth, the maximum flow per 
unit width and the minimum length (width) of the crest can be calculated. 
This crest width was very much wider than the river itself.  By choosing 
an arbitrary plan shape, the height at any other transverse section of 
the weir can be readily calculated and the longitudinal profile determined; 
alternatively a profile of the weir can be chosen and the widths calculated. 

The Clermont Weir (Fig. 3) was 20 ft (6m) high, 350 ft (106.8 m) 
wide along the crest. The bank slopes were, of necessity, flat to obtain 
a smooth transition.  The problem now was not the adequacy of the design 
but how to build it.  The only possible solution for such a big volume 
structure was somehow to build the bulk of it in earth. 

FIG.3. PHOTOGRAPH OF CLERMONT WEIR 

This was done (not without incident) and the earth protected by a 
filtered concrete slab. No other protection to bed and banks was found 
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necessary.  Again no measurements have been made but there have been many 
flows over the weir and at least there have been no complaints in the 
twelve years of its existence. A much larger but similar weir has since 
been built.  This second weir (Fig. 4) is at Chinchilla, South-West 
Queensland. It is 40 ft (12.2 m) high and has a crest of 750 ft 
(228.300m).  It stores 7,500 acre feet (3 x 106m3) and the crest is 
actually level with the adjacent bank contour.  A bank six feet high ties 
the end of the weir to higher ground some distance away. When the flow 
starts to overtop this bank; i.e. when flooding commences upstream, the 
flow is some 35,000 cusecs (1000 m3/sec) and the measured afflux was 4.0 
inches (100 mm).  Below the design flow the excess energy is dissipated 
in a single roller on the face of the weir.  No other protective works 
are provided.  Above the design flow, all trace of the weir disappears. 

»     I 8     8     1 
FIG.4.  PLAN OF CHINCHILLA WEIR 

The strangely smooth turbulent free flow over these weirs posed 
the question, was the concrete protection necessary? Eventually the 
opportunity arose to build an earth weir protected only by grass.  It was 
designed to have no effect at a level at which the flow would cause 
flooding or nuisance if exceeded - not the maximum flow.  It has been 
completely successful.  The earth formation was completed on the 5th 
November, 1967.  The bank was sown with Greenleaf Sudan - a fast growing 
sorghum and sprigged with Kikuyu.  The first flow over it occurred exactly 
five weeks later.  In January, 1968, two months after completion, the weir 
was submerged completely early on a Saturday evening and remained 
completely submerged until Tuesday mid-day.  The photo (Fig. 5) was taken 
on the Wednesday.  The growth was adequate protection and the weir has 
survived ever since.  In order to secure these weirs in the early vulnerable 
period before the grass is established they have been reinforced with a 
cheap plastic mesh. 

As grass had proved completely adequate as protection in these 
smooth flow structures, they became far more attractive cost-wise, despite 
the strange shape, than more traditional designs.  A number of smaller 
but identical weirs have been built and protected by grass only.  The cost 
is $50-$100 per million gallons stored (500-1000 m3 per dollar).  This type 
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FIG.5.  PHOTOGRAPH OF YULEBA WEIR 

of weir makes possible extensive storage at sites which have previously 
been discarded.  The optimum site is the widest,   shallowest,   and hence 
highest part of the river bed. 

The farm dams were not high, averaging 5 ft (1.5 m);  the highest 
has been nine feet (2.74 m). At small overflows the bank is subjected to 
velocities close to v'gh when h is the height of the dam.  Even at a height 
of five feet, this amounts to over 12 ft/sec (4m/sec).  There was never 
suspicion of scour. 

The calculations associated with these designs are indeed simple. 
The accuracy of the calculations is very good and the performance completely 
predictable.  The confidence gained from these successes enabled much more 
exotic structures to be designed and built to achieve solutions not 
previously possible, in particular culverts and bridges without afflux 
but discharging at high velocities so that the span is minimized. 

Typical is the Nudgee Road Bridge over the Kedron Brook in Brisbane. 
At the point of the crossing the natural stream channel had completely 
degenerated having left its well defined steep watercourse and entered the 
coastal swamp.  Long since the area had been drained by a small canal-like 
waterway to a well defined tidal inlet some miles away. This channel could 
not even carry the annual flow.  The design flood of 30,000 cusecs (850 m3/ 
sec) spread over a width of 1320 ft (404m) increasing downstream. The road 
crossed the swamp on a low embankment rising to a short timber bridge over 
the canal, and the floods rose over the embankment and cut the traffic. 

A major shopping complex had been built upstream of the crossing 
but still within the swamp zone.  The council had required a considerable 
portion of their area to be retained as a flood relief channel and the 
remainder had had to be filled to a considerable depth.  The area had 
continued to develop and Nudgee Road became a major traffic route and at 
this point the timber bridge failed.  The situation required the immediate 
construction of a new two-lane all-weather crossing (subsequently to be 
four-lane).  There could be no raising of the flood level for fear of 
damage in the shopping complex; the 1967 flood having risen to within 
1 ft (300 mm) of the floor levels. The difference in cost of embankment 
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to bridge structure was $1000 per ft length. 

The constant energy design gave certainty of calculation and the 
absolute minimum span. The ground (bed) level was determined by the 
lowest level at which it was possible to grow grass - the area being tidal. 
This was taken at R.L. 7.5 ft (2.280m) L.W.O.S.T.  The design flood 
(30,000 cusecs) level was R.L. 15.6 ft (4.750m); the existing ground level 
was R.L. 10.0 ft (3.047m).  The slope is surface fall only and in flood, 
amounts to less than 1 foot per mile.  The approach, being so wide, was 
considered rectangular. 

Approach velocity = 30,000/(1320 x 5.6) = 4.0 ft/sec (1.22m/sec) 

R.L. Energy line is 15.85 ft (4.830m) 

For ground level at R.L. 10.0 ft (3m), yc = 3.9 ft (1.19m) and 
critical unit flow qc = 43 cusecs (4m

3/sec/m), so flow can be restricted 
to 688 ft (210m) width only. Under bridge the available specific head 
Hs » 8.1 ft (2.470m), yc = 5.4 ft (1.645m) and qc = 71 cusecs/ft 
(6.6 m3/sec/m), therefore the minimum width is 423 ft (129m).  The 
bridge was built with 9 x 50 ft (9 x 15.26m) spans with round piers. 

The lip of inlet fan was 400 ft (122m) above the bridge. The 
shape of the fan is shown in Fig. 6. A model scale 1:48 gave results 
which agreed with the computed results to within 0.2 ft (61mm).  These 
models must be truly three-dimensional as it is no longer possible to study 
a 'representative' longitudinal section.  The model showed that if the 
approaches were not depressed with the 450 ft (137m) wide opening, the 
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FIG. 6.  NDDGEE ROAD BRIDGE INLET 
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flood level rose above R.L. 18.5 ft (5.650m), the minimum road embankment 
level, and overtopping occurred.  The minimum span to pass the flood at 
ground level R.L.10.0ft (3m) was 688 ft (210m).  The model again showed 
the remarkably smooth turbulent free flow and as a result grass only was 
used as protection on the inlet and outlet fans even though the velocity 
exceeds 13 ft/sec (3.96 m/sec).  The outlet fan was an exact image of 
the inlet fan. 

The cost of the earthworks in the fans was $10,000, the saving on 
the bridge about $240,000. 

The design procedure was used in different circumstances in Stawell, 
Victoria, Australia, by N. Cottmann, Shire Engineer. A bridge on the 
Stawell-Newington road had a capacity of 800 cusecs (22.62 m3/sec) before 
the road overtopped - which happened in every flood. The bridge approaches 
were redesigned so that the same bridge could carry 5,000 cusecs.  Fig. 7 
shows the bridge carrying 4,300 cusecs (122 m3/sec) in February, 1975. 
Although the water level under the bridge was well below the approach level 
it recovered the level and passed through virtually without afflux. Again, 
despite 15 ft/sec (4.57 m/sec) velocity and minimal protection, no scour 
occurred. 

FIG.7.  STAWELL BRIDGE CARRYING 4300 CUSECS (122 m3/sec) IN 1975 

The concept lends itself to use in dual or multipurpose structures, 
in particular the combination of flood alleviation with stream crossings. 
The South East Freeway out of Brisbane was deliberately routed through the 
valley of the Norman Creek in order to minimize the number of houses it 
was necessary to resume. But the valley was free of houses because the area 
was subject to severe short floods from the adjoining urban areas. 
Retardation basins in the form of playing fields had been established along 
much of the length of the creek.  The freeway not only crossed the creek on 
numerous occasions but the embankment occupied a significant portion of the 
available retardation basin area. 

Because of the certainty of the calculation, minimum energy 
culverts were used throughout.  The inlet fan to each culvert was so 
arranged as to act as a minimum energy weir and to discharge a particular 
flood at a particular level;  i.e. the highest possible. (Fig. 8).  The 
flow through one culvert is not affected by the backwater of the culvert/weir 
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FIG. 8.  PHOTOGRAPH OF CULVERT ENTRANCE 

downstream.  The loss of detention area was amply compensated by the 
increased depth made available. 

A different version of this same theme, flood alleviation and a 
stream crossing, is that at Settlement Shores, Macquarie, N.S.W.  This is 
a very popular holiday area conveniently situated north of Sydney.  The 
Hasting River flows out of the ranges and meanders in a large loop through 
the coastal swamps. Even in small floods the area presented was flooded 
and is unsuitable for development. 

A large channel will be built to short circuit the loop but at the 
lower end a minimum energy weir is to be built high enough to prevent 
egress of the tide.  At the same time the weir allows the free discharge 
of the flood water virtually without head loss at a lower level and thus 
frees the area from danger of inundation.  Immediately below the weir a 
very rapid convergence allows economic convenient bridging as access to 
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the area. Fig. 9 shows the relationship between the calculated and 
measured head water/tail water on the model. From our experience, the 
prototype losses will be relatively far less. 

NATURAL SMOOTH TRANSITIONS 

It became increasingly clear that each of these structures had 
counterparts in nature.  The Redcliffe tidal outfall is surely an idealized 
and miniaturized river bar formation. If a river enters the sea with 
reasonably uniform energy, then as the river loses the constricting 
influence of the banks, the bed must rise to maintain constant energy. If 
the divergence of the banks is uniform the bar is in fact curved.  If the 
banks are curved the bar is straight. In the days of sail, it was always 
said that 'ships sailed up-hill over the bar', and how true this could be. 
Equally it is claimed, again with some truth, that it is always choppy over 
the bar. 

It makes no difference whether the tide is ebbing or flooding, the 
same shape is demanded by the concept of constant energy.  It is not 
surprising that CD. Floyd (1968)1 s  reports on river mouth training in 
New South Wales, Australia to the Public Works Department. "A summary is 
given'of the results of training sixteen rivers in an endeavour to inorease 
bar depths.    The bars are of simple oreseent formation fed by littoral 
drift. 

Whilst the training works have improved conditions for navigation, 
they have not resulted in any appreciable increase in bar depths. 

Despite the complex mechanisms involved in bar formation a 
consistent simple relationship is found to exist between channel and bar 
depths.    This correlation seems to apply to all rivers and inlets with 
simple bar systems and extends over a range from a bar depth of two feet 
to 60 feet! 

The majority of the work (the training) was carried out in the 
period 1880 to 1910 with minor changes and additions in the period 1910 
to 1930.    Commencing in the 1950 's} a major training scheme was started 
on the Clarence River and also a programme of development of small river 
entrances for fishing craft." 

The inlet and outlet features of the culverts are surely the 
corresponding scour so often appended by nature to man-made structures. 
A perfect fan completely formed naturally is given in Fig. 10.  This is 
below a small portal bridge over a gravel bed stream after a short sharp 
fresh flow. The complete culvert form is the shape which always develops 
between the tidal lagoon and the ocean.  This is so well illustrated by 
Per Bruun (1966)16. He writes of 'the gorge' and the 'shoals' and 
illustrates it profusely when he is searching for a relationship for the 
stability of this strange shape which is deeper in its middle than at 
either end. (Fig. 11).  The entrance to San Francisco Bay, both inside and 
out, is a perfect major example of this form (Fig. 12). 

That this complete culvert shape is a not uncommon geological 
feature, many arch dam builders have found to their cost.  The Gordon 
River in Tasmania, Australia, is typical.  The gorge narrows to provide 
the perfect abutments but the solid floor is a long way below that at the 
entrance to the gorge. Of world renown because it is so well advertised, 
is that mysterious gorge on the River Aare in Switzerland. At places 



MINIMUM SPECIFIC ENERGY 2201 

FIG.10    FAN AT BLYTH CREEK - ROMA 

•-Littoral   Ddtt- 

*>*,LA5£7i7W!'.!'.:3S 

«, Coastal Inlet with a fredoninant 
Bar By-Fassing  (Bruun and Cerritsen,   1961) 

FIG.11.     TIDAL LAGOON -   (FROM REF.   16) 
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The Golden Gate and its Ocean 
Shoals (U.S. Corps of Engineers Annual 
Report, San Francisco District, 1952). 

FIG.12.  SAN FRANCISCO BAY - (FROM REF. 16) 

this is little more than a meter wide and its depth is a hundred metres 
below the river bed at each end. 

"The Gorge of the Aare near Meiringen (by Professor Dr. P. Arbenz 
(Berne)).    Half an hour beyond Meiringen the Haslital is blocked in the 
whole of its breadth by a barrier, on the steep walls of which grey ohalk 
is everywhere to be seen.    It is not the result of a landslip, nor is it 
a moraine,  but rather a crossbar of rock, a small mountain range in the 
valley, abounding in small peaks and valleys and a labyrinth of wooded 
indentures and defiles.    The river Aare pierces through this rocky 
obstacle in the famous Gorge of the Aare.    It has eaten its way through 
the rock at so great a depth,  that the fall on its way through the gorge 
is but slight.    A level path leads to Innertkirchen on the other side of 
this rocky crossbar." 

How else could a 'blind' channel be formed across half tide sand 
banks in an estuary? 

The earth weirs arise in the central reaches of many rivers where 
a well formed channel suffers a change of grade, widens and shoals quite 
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severely to form pools in low flow periods - the silt banks of Australian 
streams - below which the stream will converge again to a well-defined 
channel.  These are the sites to be chosen for farm dams and far from 
scouring, many of the grassed weirs are actually growing. 

A very good example of accidental minimum energy culvert must 
surely be the old London Bridge (Fig. 13).  As little as 25% of stream area 
was available to the tide passing through the bridge.  The tidal range is 
high but up to high tide the plan shape is ideal and the Thames mud was no 
doubt duly scoured to give the correct profile.  This bridge survived from 
1209 to 1825 A.D. For five centuries it was the only bridge. 

FIG.13.  OLD LONDON BRIDGE 

Obviously if a form persists there must be some mechanism by which 
it becomes self sustaining and able to resist any destructive forces.  The 
concept of minimum energy is just such a mechanism. Minimum energy introduces 
critical velocities; i.e. the maximum velocity which can exist at that energy 
condition or for that flow per unit width.  It is wrong to assume that 
critical velocities are high, they can be so small that they are unable to 
move even sand particles.  The concept allows the velocity to diminish 
without reducing the total discharge. Thus the natural fan shape at both 
inlet and outlet becomes quite stable and self sustaining. 

As the velocity of the flow in the connecting deeper channel is 
always greater than the approaching flow, any bed load is carried through 
the deeper section.  Any floating material will move much easier in the 
deeper channel so anything which is carried in will be carried out. If 
the total flow increases for some reason, the inlet fan will erode back to 
a higher, longer lip. The central section will either become deeper or 
wider and the eroded material will be carried up the outlet fan to deposit 
there again to form a higher, longer lip. 

The concept does not restrict a river, alluvial or otherwise, to 
one particular shape so much sought by many researchers - G. Lacey (1930)  , 
T. Blench (1957)18, F.M. Henderson (1963)19, D.B. Simons and M.L. Albertson 
(I960)20. Any rectangular shape is acceptable. Provided there is everywhere 
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the right relationship between width and depth the energy grade will be 
uniform.  The river can become narrower if it deepens or can become wider 
provided it shallows.  The actual cross-sectional shape is a function of 
the material of the bed and banks.  If you add the hypothesis of L.B. 
Leopold and W.B. Langbein (1966)  , that meanders are curves of minimum 
energy in bending (and there are any number of suitable curves for any 
situation), then a river has almost complete choice of cross-section and 
position and can still satisfy the overall concept. 

CONCLUSIONS 

- There is no doubt that the concept of minimum and constant energy 
unfolded here does allow the quantitative determination of smooth 
transitions in open channels and these transitions can have useful 
applications. 

- It was shown that in addition to the previously known applications of 
specific energy, there is a condition which offers a wide range of 
cross-section proportions without additional 'form' loss.  This 
condition is the reduction of ground (bed) level to satisfy a further 
convergence of the flow; i.e. to reduce span or to drop the water 
surface to increase headroom. 

- A solution was offered to the problem of non-uniform flow and an 
explanation was given for the occurrence of many land forms in nature, 
such as formation of a river bar and estuaries. 

- The transition shapes are essentially self sustaining. They are 
'smooth' with no 'form' loss.  There is no energy change and there 
is no turbulence, hence no scour.  As any other shape would require 
more energy to convey the flow, there is also no deposition. 

- To impose an unacceptable change on such a system is courting disaster 
as is evidenced by the many vain attempts to change estuarine 
conditions which are essential to the estuary's very survival. Equally 
futile is to attempt to rid rivers of the 'bar'. We can learn much by 
studying the natural shapes. 

- By simply using constant energy rather than constant discharge, we can 
accurately predetermine the dimensions of the appropriate shape and this 
shape will be without 'form' loss.  Structures can be built to other 
forms but they will have to be defended, to retain their form, by 
solid protection or continual maintenance. 

- Always the shape is the same - a strange fan shape. The shape of a 
scour hole below a culvert. The shape of the old London Bridge. The 
shape of a tidal inlet to a lagoon.  The shape outside San Francisco 
Bay; of a channel very much deeper than the lakes it connects or the 
channel through a sandy estuary. All these shapes are, we are sure, 
conforming to the concept of vc

2/2g + yc = H0 + Az. 
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CHAPTER 129 

CONCEPTS IN DESIGN OF COASTAL STRUCTURES 

Casimir J. Kray* 

Timber Structures 

Certain design of the existing and proposed coastal struc- 
tures for lateral loading in the United States is presently 
based upon the use of timber which is structurally ineffi- 
cient in the elastic range.  Figure 1, for example, indicates 
the plan of timber pile structure.  This is a low- capacity 
dolphin composed of 19 piles, where piles in line of load carry 
two times axial load and three times larger shear than next piles 
in line of load. 

A relatively small load will be conducive to yield in the 
tension or compression members. Repetitive loading will grad- 
ually cause collapse of such structure. 

Being inefficient in the elastic range, timber structures 
may nevertheless, be adequate to provide safety for condition 
of shallow water, moderate wind pressures, moderate tides, and 
for moderate cross and reversing currents.  However, such fac- 
tors as:  traffic safety, the possibility of marine borer attack, 
the location of structures in greater water depths, where they 
are exposed to waves, currents, tides, winds, and floating ob- 
jects, indicate a need for larger capacity, more reliable and 
functional coastal structures consistent with the growing require- 
ments . 

Alternate Materials and Structural Considerations 

The other type of coastal, rigid type structures, using 
reinforced concrete or structural steel with extensive brac- 
ing or with batter piles, are expensive and unyielding.  This 
stiffness may be a reason for inflicted damages to the vessels 
and to structures themselves upon contact.  These rigid struc- 
tures are also prone to catastrophic failures during earthquakes. 

*Consultant, Waterfront Structures, Naval Facilities Engineering 
Command, Alexandria, VA 

2209 
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By reason of the foregoing shortcomings of timber structures m 
general and rigidity of reinforced concrete, there is a trend 
in the Navy to high strength steel tubular sections, to be used 
singularly, or in groups for resilient type structures, see rig. /. 
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Such steel piles will provide: 

a. Improved pile to soil transfer of forces. 

b. More efficient sharing of centric and eccentric forces 
by all piles; also better resistance to torsional forces, 
and better mobilization of torsional strains, to enable 
high energy storage. 

c. Possibilities of larger deflections, for high energy 
absorption in bending, because the flexural elastic strain 
energy for steel is very high.  Grade of steel can be 
varied in each pile, during the fabrication process. 

d. Far greater efficiency in torsion, remarkably more than 
that in bending. 

This is because the torsional shear stress is the same around 
the circumference of the pile and along its length.  That ad- 
vantage should be distinguished from bending stresses, which 
vary from zero at neutral axis, to a maximum at extreme fibers 
of the cross section; and from zero at the top of the pile to 
the maximum at the bottom. 

Pu 

Ds4'*aA" 

ill      -E^Fo^Pu-.loo* haiasVM) 
3 H=50-ft 

(3D)K^h=p 

FIG 4 - ULTIMATE LOAD CONDITIONS FOR A PILE 
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Some assumptions made for design of resilient structures with 
tubular, round steel piles are: 

a. Slope changes at upper ends of group of two piles 
(or more) should not be constrained, which is partic- 
ularly important in weak soils. 

"A"       5       U U      ® 
KPlER,WH/lRF   OP- OTHER   FACILITY        <* 

SINGLE-PILE DOLPHINS 

"B" 

TWO-PILE DOLPHINS 
\       \ \i       \      I 

THREE-PILE DOLPHINS 

^^ • c 

B"        Q Q Q Q 

TWO-PILE STRUCTURES WITH FENDER BEAMS 

FIG 5 - VARYING CAPACITY PROTECTIVE STRUCTURES 
ALTfiRNATive CONFIGURATIONS 
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b. 50% of yield point in piles is used for mooring 
and for berthing forces. 

c. 75% of yield point is used for energy absorption. 

d. 1/8" wall thickness is provided additionally, 
for effects of corrosion. 

V 

i      T \5/ c T I c    (REQUIRED FOR "IONS piue" 
hT=3\/tWI *f    BEHAVIOR) 

CONVENTIONAL 
PILE EMBEDMENT 

DISTRIBUTION OF       DEFLECTED 
SOIL STIFFNESS     SHAPE OF PILE 

FIG 7 - PILE-SOIL INTERACTION 
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For illustration, figure 3 lists static force and energy 
absorbing capacities of various size tubular steel piles in 
cohesionless subgrade soil for forces applied at 50 ft from 
the bottom of the sea. 

In consideration of the above-described items, there might 
be circumstances in which it would be desirable to transfer 
lateral forces acting on coastal structures into the soil through 
piles in bending, without the severe constraints to such bending- 
which are imposed by soil behavior. 

Regarding soil pile interaction, see figure 4 for the 
ultimate load capacity of a pile in cohesionless soil.  It is 
assumed in figure 4, that the pile reaches its ultimate load 
condition, when a yield hinge develops at a certain depth.  This 
is a commonly used approximation for interaction with cohesionless 
subgrade soil.  In such a case, passive soil pressure counteracts 
the horizontal force action.  Yield moment in the pile resists 
bending moment, caused by the horizontal forces. 

.FtHDER- 
-Jt- IMPROVED Soa PRESSURE DISTRIBUTION 

SHOWN. IS m ADDITION TO T4-IE B*N€*ir 
Of TH-E SLfctVE    LARfeiR DIAMETER. 

JiAPHRlM 

hT^£I/f'*3 

REL-BE-NDING-     ReL,  SOIL     R&L. 
MOMENTS   PRESUR£5 DEfLEcrioMS 

w/gfeT 

'-PIUE 

'SLEEVE 

FIG 9 - RELATIVE-BENDING MOMENTS & SOIL PRESSURES 
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FIG 11 - VERTICAL SECTION - PILE IN THE SLEEVE 
FOR MAXIMUM DEFLECTION 
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After deciding on the kind of piles most suitable for field 
conditions, next it will be the intent of the designer to optimize 
the structure-to-ground interface, for improved structural 
response to lateral loading. 

Design Concepts in Development 

Such structures which resist lateral load by pile bending, 
rather than by axial forces in piles, batter piles, or in the 
bracing; can absorb large amounts of energy, a major consideration 
in case of contact with floating objects propelled by wind, current, 
tides, and wave action.  In the exploitation of this advantageous 
characteristic of piles in bending for coastal structures, it 
would be desirable to use structural steel- round tubular piles, 
preferably of high-yield strength. 

FtND£R 

COMPR. 

PILES FOR OVERLOAD 
CONDITION 

A 

Ri&iD INTERPlLe T-RAMlHG 
AT THE TOP 

ELEVATION B-B 

FIG 12 - SLIP JOINTED PILES' CLUSTER 

ELEVATION 
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Figure 5 shows structures composed of single, two pile and 
three pile dolphins, for protection of other vulnerable coastal 
installations or vessels from damage upon contact. Also, often 
they supplement lateral resistance of piers, wharves or quay 
walls, themselves not capable of supporting larger lateral 
loads. Figure 6 is an arrangement in plan of piles for various 
response, used for the single, double, and multiple pile action. 

However, piles of such structures develop large shear and 
bending moment at the seabed elevation and imply lateral soil 
pressures which may well be above the elastic capability of many 
soils. 

The loading, moments and forces are concentrated at the 
upper end of embedments where the soil is least resistant, see 
figure 7. 

Therefore, certain improvisations are possible in order to 
provide for greater efficiency and safety in the applications 
of structural steel piles in coastal structures.  For examples, 
the following could be done: 

NQTfc: IM i\ PILE CLOSTET?, 
PROVISION Fop. ToRS»N 

MM bENEEDED foR  ONE 
OP. TWO PILES  OW1-Y 

5£CTI0N D-n 

SToPRiNS-JlJ 5-ECTIONS 
c- C 

mi-- m 

fc>* -x^1 
BOTTOM 
PILE- 

FIG 13 - DETAIL OF SLIP JOINT IN PILES 
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The Sleeve Concept 

In case of large shear and bending moment together with 
poor soil condition, the desired flexibility can be achieved by 
isolating the upper portion of the embedded section of pile from 
the soil contact by driving it through a pipe sleeve of larger 
diameter, see figure 8,which sketches three arrangements for 
transfer of forces from pile to sleeves.  Mud-line force F and 
moment M react through load transfer diaphragms in the sleeve, 
as concentrated forces, at depths where soil resistance is greater. 
The sleeve of larger diameter than the pile delivers in turn 
the load to the soil. 

Figure 9 depicts the comparison of moments, soil pressures 
and deflections for pile without sleeve, and for the sleeve action. 
Obvious smaller moments and better distribution of soil pressures 
as well as deflections result.  Figure 10 illustrates two alt- 
ernate relations between the pile and the sleeve as to location: 
concentric or eccentric.  Figure 11 indicates two possible 
eccentric locations of the pile in the sleeve in vertical sections: 
with parallel axes of the pile and sleeve or skewed pile axis 
with respect to vertical sleeve.  One case A is with constant 
eccentricity throughout the depth of embedment, the second case B 
with varying eccentricty, respectively. 

J'H1 " " > •••3   I ES 
SYMMETRICAL!, / 

-TORSION     ABOUT THIS-4 * 
ARMS    /TN                 • 

i. 

=L=S      SHIELD 
r 

FIG 15 - TORSION     ACTION 
PLAN 

V 8HI6LD 

TH 

FIG 16 - TORSION BRACKETS - PLAN 

To b£ MOR£ fcFFfccrivfc, RATIO op BTZACKCT 
ARM LtM&THTo WATtx DEPTH MustBfc SUBSTANTIAL 
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This concept has also utilization potential in columns 
for alleviating earthquake distress or permit thermal expansion 
of horizontal overhead members carried by such columns. 

The Elongation of Tension Piles 

To introduce in the outer piles of structure slip joints 
which would preclude pile axial tension forces until the 
prepositioned joint stops are engaged; see figure 12.  This 
figure shows seven parallel piles supporting rigid deck 
platform with slip joints in piles, permitting their elongation 
without inducing moments at the connection with platform, until 
stop lag is engaged by the bottom of top pile. 

Such slip joints in piles are relatively simple, and capable 
to transmit pile torsion, as well as, pile bending moment.  See 
also figure 13 for slip joints in cluster of piles.  At the 
bottom in section C-C and on the top section D-D, detail 
of slip joints are shown.  At the right is a pile at rest and at 
the left in fully extended position.  Outer piles are permitted 
to lengthen under loading without inducing moments in piles 
until stops in piles are engaged.  Then axial forces are induced 
and moment, thus augmenting load carrying capacity of the structure. 
Figure 14 represents an example of such a structure performance. 

(-SUPPORT    (" 
Pn.£S->L 

FIG 17 - TETRAPOD - GRAVITY BALANCED 

ELEVATION 
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Torsion - Mode Piles 

This concept utilizes vertical tubular piles fitted with 
torque arms on which the outside forces act, causing torsional and 
bending stresses in the piles.  This increases their deflection 
and energy absorbtion, see figure 15, which indicates plan 
of torsion action induced in piles by loading the projecting 
arms rigidly connected to piles. 

(SAND-FILLED LOWER TUBES) EXAMPLE 

(•) ALL TUBES  PP  36"X I.2S"1 fo«5ttks,;   Ma* *$ « 
" 30 ks») 

L        LEG     WEIGHT   F £K/ERGY(LB-FT) 
(PT)      (FT.)     (LBS.)    (LBS.)      $' HOR.DlSPL.   to'HOR.DISPL. 

To ~tt       103,000   2*,S0O        H2, OOO        -2.^,000 
70 32     io*r,ooo   Z4,3»0      IZ.\,000       7.11,000 

(a) ALL TUBES PP 4* X 250 (fcy s SO ksi; M«x f$ * 
30 ksi/ 

L       LEG    WEIGHT     F ENERGV (LB-FT) 
(1^.)    (FT)     (LBS)  (LBS.)   i-'HOR. OfSPL.  io'HoiDisPL. 

(,0       4/      277,000   93000      HIS, OOO 1<tO,ooo 
70       40     2?o,0«e   7^0oo     3^0,00O        noopoo 

|Vle4-e'.   Max verf.^orce OH ©i-ie. support" OOIH4" 

is e^wd f© +Ke above -fetbuU-fe^ 

Max  ^°^. -forxje OH one sopporT is 
twice +H«, dlolpliin c^apa.ei^V, F", 

FIG 18 - PERFORMANCE OF A GRAVITY BALANCED TETRAPOD 
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Figure 16 depicts the other arrangement of torsion brackets 
for loads acting on either side of structure, as the case may 
be.  Fender shields rotate on vertical pins thus being able to 
accept loads coming at an angle to the structure. 

Tetrapod Concept 

The idea utilizes a gravity-balanced tetrapod principle for 
a structure, consisting of a single-vertical pile, rigidly 
connected to three horizontal round steel tubular members in 
the seabed area. 

Figure 17 is an example of tetrapod action in exaggeration. 
Lift of one of the legs on the side of the load is indicated. 

The collision energy from floating objects is absorbed by 
bending of tubular elements.  At large loads there is a lift- 
off at one of the three support points, rarely of two, and 
energy is absorbed by overcoming weight of steel members and 
sandfill in tubes - until stop is engaged for extra large load, 
see figure 17 . 

Figure 18 gives an example of tetrapod structures with tubular 
legs filled with sand in 60 ft and 70 ft of water depth for 36" 
and 48" diameter piles. 
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CHAPTER 130 

WAVE ACTION ON LARGE OFF-SHORE STRUCTURES 

C.J, Apelt ^ and A. Macknight ^ 

SYNOPSIS 

The paper describes investigations carried out in order to design 
for the wave action, both wave force and scour, on large off-shore 
berthing structures sited approximately 1.3 miles (2.1 km) off-shore 
near Hay Point, North Queensland, in 56 feet (17 m) of water at low 
tide, the tidal range being 20 feet (6 m).  The region is a cyclone 
area and the structures must be capable of withstanding attack from 
maximum predicted waves with period of 8.25 seconds and amplitude of 
24 feet (7.3 m). 

The main units in the berthing structures are concrete caissons 
sunk on to the ocean bed and the largest of these have plan dimensions 
of approximately 150 feet (46.7 m) by 135 feet (41.4 m) with four 
columns approximately 40 feet (12.2 m) square projecting through the 
water surface. No theoretical method available at the time of the 
investigation was capable of accurate calculation of wave forces on 
these structures.  A scale model was tested to obtain wave forces and 
the paper compares results from the model with those of numerical 
methods and discusses the application of the results to the design 
functions. Scour effects were also modelled and the results used as 
the basis for design of scour protection. 

1.  INTRODUCTION 

Hay Point is an exposed rocky headland on the northern Queensland 
coast approximately 750 miles north of Brisbane.  The Great Barrier 
Reef offers a degree of protection but fetch distances within the 
Barrier still allow the development of large wave heights during 
cyclonic disturbances.  The port at Hay Point consists of two berths to 
cater for 100,000 dwt bulk carriers exporting coal to Japan; the annual 
throughput being some 20 million tons per annum (mtpa).  The berths are 
sited 1.3 miles (2.1 km) offshore where 56 feet (17 m) of water is 
provided at low tide.  The first berth, a conventional piled structure, 
was commissioned in 1971 and has a throughput capacity of approximately 
10 mtpa.  Studies of ship turn round times, tidal restriction and other 
factors showed that upgrading of the first berth, even with the 
provision of 2 shiploaders, would still leave it incapable of handling 
the output from the one or two additional mines proposed. Accordingly 
the decision was made to construct a second berth. 

Once the location and alignment of the second berth had been 
chosen, several types of construction were considered.  In the event, 
concrete caissons which could be constructed at a remote site, floated 
to and grounded at Hay Point were selected since they provided, inter 
alia, the following advantages:- 

* the maximum of work could be carried out in the sheltered 
conditions of the construction site, leaving a minimum to 
be completed at the exposed site. 

* minimisation of risk to shipping and of disruption of port 
operations during the construction period.  

(1) Reader in Civil Engineering, University of Queensland. 
(2) Partner, Rendel &  Partners, Brisbane, Australia. 
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Figure 1 illustrates the site and the alignment of the two berths. 
The layout and structures of the new berth are illustrated in Figure 2, 
which also indicates the scour protection. The cross sections of a 
concrete berth caisson and of the large columns penetrating the water 
surface are shown in Figure 3, which also provides details of the scour 
protection system and of the foundation preparation adopted.  Figure 4 
shows a completed berth caisson grounded at Hay Point. 

2.  WAVE CLIMATE 

Hay Point is located on latitude 21°S and is subject to cyclonic 
activity concentrating primarily through the months of December to April. 
The Great Barrier Reef is located to the East and is an effective 
barrier to storm waves originating in the Coral Sea. The longest 
uninterrupted fetch lies to the East with water depths varying between 
6 and 30 fathoms. To the North, East and S.E. of Hay Point, fetch 
distances are largely broken up by islands and by shallow water. 

Characteristically the wave climate predominates from the S.E., 
being influenced largely by storm activity in the Tasman Sea, but 
interposed with random and irregular cyclonic activity usually generated 
in the Coral Sea. Refraction of waves arriving from S.E. tends to 
concentrate long period waves from an East and E.S.E. direction, 
periods of at least 20 seconds having been recorded from the East. 
Extensive investigations into the wave climate were conducted and these 
are summarised in Figure 5.  Figure 5 is a plot of measured data on 
wave height, and from this the following probabilities for deep water 
waves were obtained:- 

Occurrence interval (years)        1      10      100 
Significant wave height (feet)    10.5    13.5     17.5 

The steepness of the waves is such that breaking conditions would not 
be expected.  Directional distributions showed that most waves 
approached the site from the S.E. quadrant, the directions E.S.E. and 
S.E. being particularly dominant. 

A special examination of potential cyclone activity was undertaken 
using hindcast techniques and 4 possible cyclones were simulated. 
Potential deep water waves of greater than 20 ft were generated with 
periods of the order of 8 seconds.  The determination of the probability 
of such a cyclone occurring is quite difficult and even more so at a 
given location. However, at Hay Point the probability was considered 
to be of the order of 1 in 300 to 1 in 500 years and for the waves 
generated to occur at high water the probability is 1 in 600 to 1 in 
1000 years.  In general, most of the higher waves consistent with a 
prediction of a significant wave height of 20 feet would either be 
unstable because of large steepness or would have shoaled and, there- 
fore, only a few could be expected to reach the structure in a 6 hour 
period and, then, only at high tide.  The probability of a cyclone 
occurring with a maximum wave of 24 feet generated is estimated as 
approximately 1 in 50 years and, at high tide, 1 in 100 years.  It was 
estimated that such waves could be expected to reach the structure 40 
to 60 times in any 6 hour period of wave persistence.  It was 
considered reasonable therefore to adopt a maximum design wave of 24 
feet with a period of 8.25 seconds from which to determine the forces 
on the structure due to waves, the forces being subject to load factors 
as discussed below. 
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FIG.   1      Hay Point bulk, coal loading Berths 

^^   ^ 
HAY POINT IICOND MRTH 

FIG. 2 New Berth structures at Hay Point 
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GROUT ROCK ROtK 

FIG. 3  Main Berth Caisson; structure and foundations 

FIG. 4  Main Berth Caisson grounded at Hay Point 
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3.  PRINCIPAL DESIGN REQUIREMENTS 

The size of an individual column on one of the caissons is 
approximately 40 feet (12.2 m) square, the theoretical wave length of 
the design wave is approximately 350 feet (107 m) and for the more 
frequent waves the wave length is about 200 feet (61 m).  Thus, methods 
of calculating wave forces such as those developed by Morrison (Ref. 1) 
or by Sainflou (Ref. 2) are inappropriate since they are based on the 
assumption that the characteristic structure dimension is either very 
small or very large (i.e. a bluff body) compared to the incident wave 
length.  In the first instance, therefore, a numerical method based on 
linear diffraction theory (Ref. 3) was used to give estimates of wave 
forces to allow the design process to commence and proceed. 
Simultaneously, measurements of wave pressures were made with a physical 
model of a complete caisson with its four columns, to include inter- 
action effects from adjacent columns, the influence of a porous found- 
ation and of the geometry of the bottom of the caissons which formed a 
cruciform gap under the central part of the base. 

It was the intention that the caissons should be a gravity design 
and that they should be stable when grounded without additional 
securing or ballast.  Therefore, an accurate picture of variations with 
time of wave forces on the columns and on the overall structure was 
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essential.  In addition to the overall stability requirements, the 
value of the moment at the base of the column together with the 
positive and negative pressure history on a column during the passage 
of a wave were required to ensure the competence of the structural 
elements forming the columns. 

In the case of scour protection the quantitative assessment of 
requirements could be achieved only by model analysis.  The two 
principal types of caissons, the large berth caissons and the smaller 
approach caissons, both required modelling. The chief problem in the 
case of the berth caisson was to derive a suitable weight for the type 
of protection considered the most suitable from a construction view- 
point.  In the case of the approach caissons it was not clear at the 
design stage whether or not the foundation should be recessed below 
the level of the surrounding sea bed or whether the foundation could 
be constructed directly on it and, so, both these arrangements were 
modelled. 

4. WAVE FORCE ANALYSIS 

The numerical calculations of wave forces were carried out by 
Dr. C.J. Garrison (Ref. 3).  Since the dimensions of the structures are 
not small compared to the wave length, linear diffraction theory was 
used.  All the cases analysed with this numerical model were for 
incident waves of height 23.6 feet (7.2 m) and period 8.25 seconds at 
high tide. Wave forces on the exposed surfaces of a main berth caisson 
of plan dimensions 150 feet (46.7 m) by 135 feet (41.4 m) were computed 
for incident wave directions normal to the longer and to the shorter 
faces, in a mean water depth of 78 feet (23.7 m). Wave forces were 
also computed for a single approach caisson in mean water depth of 
70 feet (21.3 m) , for a wave direction normal to one face.  The total 
forces and moments on the exposed surfaces of the main berth caisson 
calculated for the case of waves approaching in the direction normal to 
the longer face are shown in Figure 6.  Some results from the physical 
model are included for comparison.  These are discussed in Section 6. 

The wave forces calculated by linear diffraction theory gave 
estimates which enabled design to commence and proceed. However, the 
theoretical model is not accurately applicable in this case since it 
implies that all motions are very small, which is not a good 
approximation for the large waves involved, for which the ratio of wave 
height to water depth is approximately 1:3. Further, the theoretical 
calculations do not take into account effects due to separation of flow 
past the vertical columns nor can they predict the pressure fluctuations 
on the underside of the caisson. These limitations of the numerical 
model made it necessary to conduct extensive measurements of wave 
effects on a scale model. 

5. WAVE FORCE MODEL 

Transient pressures on the surfaces of a scale model of a berth 
caisson were measured under the action of both "cyclone" waves and of 
"design waves" at High Water and at Low Water. The incident wave 
characteristics adopted for the model tests on the basis of the data 
available on wave climate were as follows:- 

Cyclone Wave:- Height (Hmax), 24 feet (7.3 m); Period, 8.25 sees. 
Design Wave:- Height (H^ i-^), 12 feet (3.7 m); Period, 6.0 sees. 
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FIG. 6 WAVE FORCES FROM EXPERIMENT AND THEORY. 

Wave roses obtained at the site indicated that the dominant direction 
for incident waves is from ESE, but that waves could be expected from 
virtually any direction within the range SE to NW.  The compressed time 
period in which the model studies had to be carried out made it 
impossible to conduct tests for all possible directions of incident 
wave.  Consequently, the tests were limited to the study of waves 
approaching normally to the berth line (wave crests parallel to the 
longer side of the caissons) and of waves approaching from the 
dominant ESE direction (wave crests at an angle of 52%° to the longer 
side of the caissons).  The tide levels adopted gave water depths above 
the foundation level of the caisson of 76 feet (23 m) at High Water and 
of 56 feet (17 m) at Low Water. 

The berth caissons are founded on four pads, one at each corner, 
40 feet x 40 feet in plan. The foundation pads are set on prepared 
base material, as shown in Figure 3, and it is considered that the 
water pressures applied to the under side of the foundation pads will 
be those corresponding to the current tide level without any significant 
effect from wave action.  However, the cruciform area on the under side 
of the caisson between the foundation pads will be subjected to 
pressure variations caused by wave action because it communicates 
directly to the sea through the gaps between the foundation pads along 
each side of the caisson. The effects of wave pressures on this region 
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of the underside of the caisson were found to be very significant in 
the overall stability of the caisson.  Consequently, wave pressures on 
the underside of the caisson were measured for two conditions, viz:- 
(i) the gaps along each side of the base were unobstructed, (ii) 90 
percent of each gap was closed, the remaining 10 percent of opening 
being distributed uniformly over the length of the gap. 

5.1 Experimental details 

Wave Basin:    All of the tests were carried out in a wave basin 10 
feet (3 m) wide and 48 feet (15 m) long at the University of Queensland. 
The wave generator was of paddle type, the throw at top and bottom of 
the paddle being capable of independent adjustment. A spending beach 
of crushed rock at a slope of 1 in 10 was placed at the opposite end of 
the basin from the wave generator in order to eliminate wave reflection. 
The models were located approximately half way along the basin. The 
incident waves from the wave generator, as measured at this location, 
were free of any significant higher harmonics and there was no signifi- 
cant reflection off the spending beach. 

Model:    The model of the main berth caisson was constructed to a 
scale of 1:60 from clear perspex (lucite) sheet.  It can be seen in 
Figure 7. A total of 135 pressure tapping points was built into the 
model for measurement of pressures on all external surfaces, including 
the under-side of the caisson.  This large number of tapping points 
was dictated by the need to measure the pressure distribution in 
sufficient detail for the purposes of structural design.  The pressure 
tappings were 0.062 inch (1.57 mm) in diameter and they were connected 
to the pressure recording system through rigid nylon tubing of 0.127 
inch (3.22 mm) internal diameter.  It was not possible to locate the 
available pressure transducers inside the model; instead it was 
necessary to connect the pressure tappings to the externally located 
transducers by carrying the connecting tubing out from the model 
through the tops of the four columns and it was physically impossible 
to fit more tubes into the columns.  Because of this restraint, only 
one column was fitted with tappings, ten in each vertical face.  For 
tests in which the waves were approaching normally to the structure, it 
was possible to measure the complete pressure distribution over the 
base caisson in one set-up, since measurements were needed over only 
one half of the base on account of symmetry.  For this same set-up the 
pressures were measured on the one instrumented column in the front 
position and then the model was rotated through 180 degrees so that 
pressures could be measured on the column in the rear position.  For 
tests in which the waves approached the caisson other than normally, 
it was necessary to set the model in four orientations in order to 
obtain the complete pressure distribution over the base caisson and 
over the four columns. 

Pressure Measurement:    The pressure tappings at the surface of the 
model were connected through rigid nylon tubing to pressure transducers 
with a range ±10 inches (254 mm) of water. These consist essentially 
of a metal bellows which deflects under pressure and displaces an 
armature.  The movement of the armature induces strain in unbonded 
strain gauge elements which form the arms of a Wheatstone bridge.  The 
voltage output from the Wheatstone bridge was amplified by carrier 
amplifiers and the amplified signal was recorded on a pen recorder. 
The model wave periods were 0.775 sec. and 1.065 sec. for the Design 
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FIG. 7  Model Berth Caisson and instrumentation 

wave, and Cyclone wave respectively.  The natural frequency of the 
pressure transducers (dry) is in excess of 300 Hz and the response of 
the pen recorders is flat up to 40 Hz.  The pressure transducers were 
of differential type and the case reference pressure used was the 
ambient atmospheric pressure in order to prevent the occurrence of 
zero shift, which would otherwise be caused by changes in atmospheric 
conditions. In order to achieve consistent, repeatable performance 
over long periods of time, it was found necessary to ensure that the 
air in the cases of the transducers was completely dry. All of the 
elements of the instrumentation system can be seen in Figure 7. Full 
details are given by Apelt (Ref. 4). 

Wave Profile Measurement: The wave profile was recorded by means 
of a capacitance type wave probe, the electrical output from the probe 
being recorded on the pen recorder. 

Experimental Procedure:    The instrumentation available for the 
tests comprised three pressure transducers and associated carrier 
amplifier systems, one wave recorder and two twin channel pen recorders. 
One recorder channel was used always to register the incident wave 
profile and the other three channels were used to record the outputs 
from the three pressure transducers which were connected to pressure 
tapping points in groups of three until all had been monitored. 
Synchronisation of the four separate signals was achieved by activation 
of the event marker pen on each recorder with a signal generated from a 
relay on the wave generator.  The signal was pulsed once for each 
period of the wave generator and this provided an accurate time base 
as well as synchronisation.  The pressure history at each tapping 
point was recorded for at least three successive wave periods in order 
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to average out the effects of any small variations in the incident 
waves. Provision was made in the circuitry to permit purging of the 
tubing under pressure in order to clear any air or blockage from the 
tubes at the beginning of each test and at any other time, if the need 
arose. The pressure transducers were also connected to a calibrating 
chamber so that static calibrations of the total pressure recording 
system could be carried out at the beginning and end of each measure- 
ment session. 

Itynamic Calibration of Pressure Recording System:    The inertia of 
the large volume of water in the tube connecting to the pressure 
transducer greatly modified the frequency response of the pressure 
measuring system.  A preliminary series of tests established that it 
was necessary to adjust the length of the connecting tube to achieve 
satisfactory response characteristics, at the different wave periods. 
For a wave period of 0.775 seconds the optimum length of the connecting 
tube was found to be 9 feet and for a wave period of 1.065 seconds it 
was found to be 15 feet.  Even with this arrangement it was not possible 
to achieve a response which was completely free of amplitude modulation. 
Consequently, the pressure recording system was calibrated dynamically 
at the frequencies corresponding to the design wave and to the cyclone 
wave so that the appropriate conversion factor could be applied to the 
static calibrations carried out regularly throughout the programme of 
measurement. Details of the procedure used for dynamic calibration are 
given by Apelt (Ref. 4). At a wave period of 1.065 seconds the dynamic 
response was found to be amplified 1.13 times compared to the static 
response and at a wave period of 0.775 seconds the dynamic response was 
found to be attenuated by a factor of 0.80 compared to the static 
response. 

6.0 RESULTS OF WAVE PRESSURE MEASUREMENTS 

Only selected results which are thought to have some general 
interest beyond the specific design study are presented here. The full 
set of wave pressures and of wave forces are given in Apelt (Ref. 4). 
Forces and moments on elements of the caisson and on the caisson as a 
whole due to wave action were computed by numerical integration of the 
measured wave-induced pressures.  The coordinate and sign conventions 
used are the standard conventions of calculus, as illustrated in Figure 
6.  The origin of coordinates is located at the centre of the caisson 
base at foundation level and moments have generally been computed with 
reference to this origin. However, moments on the columns have been 
computed about axes in the base of the column at the level of the upper 
surface of the caisson base. 

In some tests the gaps along the lower edges of the Caisson base 
were left unobstructed, and this condition is referred to as "FULL 
OPENINGS", while for cases in which these gaps were closed for 90 
percent of their length, the condition is referred to as "TEN PERCENT 
OPENINGS".  In all of the model tests, water was allowed to enter the 
space inside each column through two holes, located one in each inward- 
facing side of the column.  Scaled to prototype dimensions, each hole 
was 0.75 feet in diameter and was located 5 feet above the top surface 
of the Caisson base, on the centre-line of the face of the column.  The 
depths of water inside the columns were inferred from the pressures 
recorded at the tappings inside the columns in the top surface of the 
Caisson base, and the water surface inside each column varied 
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significantly from the still water level throughout the wave period. 
The contributions to vertical components of forces and to moments due 
to these variations in water levels within the columns are included in 
all of the results, except where otherwise noted.  Since it should be 
possible to achieve a virtually constant water level within the columns, 
corresponding to still water level, by reduction of the size of the 
openings through the sides of the columns, the effects of such a 
modification on maxima of forces and moments have been computed. 
Quantities calculated for the conditions when the water level inside 
each column is constant at still water level are indicated by a prime, 
i.e., XFz' and ZMy'. 

6.1 Maximum forces and moments due to waves approaching in direction 
normal to berthline:  The maximum forces and moments on the Berth 

Caisson due to waves approaching in the direction normal to the berth- 
line are set out in Table 1. The largest horizontal and vertical 
forces are caused by 24 feet waves at High Water but the largest 
moments, in most cases, are caused by 12 feet high waves at Low Water. 
For the latter case the vertical forces are relatively small and the 
maximum variations in foundation stresses, both positive and negative, 
are caused by 24 feet high waves at High Water. 

The effects produced by maintaining the water level inside the 
columns constant at still water level can be assessed from the data in 
Table 1.  For example, this modification causes reductions in vertical 
forces but increases in moments for the case of 24 feet high waves at 
High Water, both for FULL OPENINGS and for TEN PERCENT OPENINGS. 

The benefits derived from restriction of the openings along the 
bottom edges of the Caisson are clear from the data in Table 1.  For 
three of the four test conditions the case of TEN PERCENT OPENINGS has 
smaller maxima for all forces and moments than does the case of FULL 
OPENINGS UNDER. 

6.2 High Water:  24 feet high waves approaching in direction normal to 
berthline:  The details of forces and moments experienced by a 

Berth Caisson and by components of it, for the case of 24 feet waves 
approaching normally to the longer face at High Water are shown in 
Figures 8a to 8d.  The total forces and moments for the whole Caisson 
are shown in Figure 8a and the separate contributions of the base and 
columns to horizontal and vertical components of force are shown in 
Figures 8b and 8c respectively. The significant effects on vertical 
forces caused by partial closure of the gaps along the bottom edges of 
the Caisson are evident in Figures 8a and 8c. The columns contribute 
the largest component to the horizontal force on the Caisson, as can be 
seen from Figure 8b. 

The details of moments experienced by the columns are shown in 
Figure 8d; it can be seen that the columns are subjected to very large 
moments and, in fact, the columns make the largest contribution to the 
moments experienced by the Caisson as a whole. 

The time histories of forces and moments in Figures 8a to 8d 
display marked departures from symmetry which are due to a number of 
effects, including the large wave height (the ratio of wave height to 
water depth is approximately 1:3), separation of flow past the columns 
and interactions between the columns.  It is of interest to note that, 
whereas the maximum total horizontal force is larger than the maximum 
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TABLE 1 - RANGES OF FORCES AND MOMENTS ON BERTH CAISSON 
FOR WAVES ! APPROACHING IN DIRECTION NORMAL TO BERTH-LINE 

Units of Force:- lbs x : 10 ;Units of : Moment:- lbs- 
/: 

-feet x 10 

WAVE HEIGHT:- 24 feet 24 feet 12 feet 12 feet 
TIDE STATE:- HIGH WATER LOW WATER HIGH WATER LOW WATER 

2Fx; MAX +ve 9.53 7.10 1.28 4.91 
2Fx; MAX -ve -11.07 -4.94 -1.01 -4.78 

FULL OPENINGS:- 

£Fz; MAX +ve 7.75 4.59 2.16 2.76 
ZFz; MAX -ve -7.93 -4.88 -2.26 -2.86 

EMy; MAX +ve 242 224 163 363 
EMy; MAX -ve -321 -97 -141 -342 

XFi; MAX +ve 7.09 4.59 1.66 2.88 

»;; MAX -ve -6.03 -4.77 -1.88 -2.98 

DM'; ^4; MAX +ve 265 219 148 343 
MAX -ve -371 -92 -115 -328 

TEN : PERCENT OPENINGS:- 

XFz; MAX +ve 5.58 3.63 1.71 0.24 
£Fz; MAX -ve -4.43 -3.91 -2.38 -1.33 

My; MAX +ve 233 112 153 353 
SMy; MAX -ve -271 NO -ve -136 -326 

XF;; MAX +ve 5.11 3.53 1.22 0.32 
,2FZ; MAX -ve -2.72 -3.81 -1.99 -1.20 

IMy; MAX +ve 256 112 ' 137 333 
MAX -ve -321 NO -ve -110 -306 

of any partial contribution to it, the maximum of total moment is less 
than the maximum contribution from the columns, a result of the complex 
phase relationships between the several contributions to the total 
effect. The maximum of total vertical force is approximately the same 
as that on the top surface alone for the case of FULL OPENINGS, but is 
smaller for the case of TEN PERCENT OPENINGS. 

6.3 Low Water:  12 feet high waves approaching in direction normal to 
berthline:  The total forces and moments experienced by a Berth 

Caisson under these conditions are shown in Figure 9.  This case is 
included for comparison with the results for the 24 feet wave at High 
Water and it can be seen that the maximum moments in Figure 9 are 
larger than those in Figure 8a. The large total moments in Figure 9 
are almost entirely the consequence of large moments on the base of the 
Caisson which, in turn, result from the fact that the contributions 
from the top and underneath surfaces of the Caisson are nearly in phase. 
In contrast, the large total moments in Figure 8a arise from the very 
large moments experienced by the columns. 

6.4 Effects of Wave direction on Column Moments:  The tests with waves 
approaching in the direction normal to the berthline showed that the 
columns would be subjected to very large forces and moments under the 
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action of 24 feet high waves at High Water. A series of tests was 
completed to determine the forces and moments experienced by the columns 
for the same wave and tide conditions except that the waves were 
approaching from the dominant ESE direction.  It was found that the 
maximum bending stresses due to moment under these conditions will be 
developed in the rear leading column in the presence of neighbouring 
caissons. This also proved to be the worst of all cases tested, giving 
bending stresses 22 percent higher than for the worst case for waves 
approaching normal to the berthline. The moments experienced by the 
rear leading column in these angled waves are shown in Figure 10, which 
includes results obtained with and without neighbouring caissons.  It 
can be seen that the presence of neighbouring caissons causes the 
maximum moments on the column to be increased almost twofold.  The 
presence of neighbouring caissons also resulted in increases of 
approximately 25 percent in the maxima of moments on the front leading 
column. However, in the case of both "down-wave" columns the presence 
of neighbouring caissons had only small effects on the maxima of the 
moments. 

7.  COMPARISON BETWEEN EXPERIMENT AND THEORY 

The forces and moments produced by calculations of Garrison (Ref.3) 
based on linear diffraction theory, are compared with the results 
derived from experimental pressure measurements in Figure 6. The 
conditions for which the comparison is possible are those of High Water 
with cyclone waves approaching in the direction normal to the longer 
side of the Berth Caisson and, although the conditions used for 
theoretical calculations and experimental studies are very closely 
similar, they are not identical. The depth of water in the experimental 
studies was 76 feet (23 m) and the wave height was 24 feet (7.3 m). 
The corresponding values in the theoretical calculations were 78 feet 
(23.7 m) and 23.6 feet (7.2 m) respectively. The wave period was 8.25 
seconds in each case. 

The quantities compared in Figure 6 are total Moment, Horizontal 
and Vertical forces due to wave action on the exposed surfaces of the 
Caisson.  The effects of wave induced pressure variations on the under- 
side of the Caisson and inside the columns are not included in the 
comparison.  The results obtained from the two approaches display 
significant differences. Whereas all three curves derived from linear 
diffraction theory are nearly symmetrical, all curves obtained from 
measured pressure distributions display large departures from symmetry. 
These departures from symmetry are considered to be due to the signifi- 
cant non-linearity of the incident wave and to the effects of flow 
separation about the vertical columns. The lack of symmetry in the 
curves derived from experimental results shows most clearly in the 
different magnitudes for positive and negative peak values. The two 
sets of results also show significant and complex differences in the 
phase relationships between the three quantities, Fx, Fz and My.  The 
ratios of the peak values of the three quantities are given in Table 2. 

TABLE. 2 - RATIOS OF EXPERIMENTAL MAXIMA TO THEORETICAL MAXIMA 

Fx Fz My 

+ve     -ve +ve     -ve +ve     -ve 
1.60    1.85 1.36    0.81 0.50    0.64 

The differences are least for vertical forces, Fz. The experimental 
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values of horizontal force Fx are much larger than those predicted 
by linear diffraction theory but, in spite of this, the experimental 
values of moments are only approximately one half those predicted by 
the theory.  The explanation of the latter result is that the total 
moment is the summation of contributions from the four columns, from 
the vertical faces of the base of the caisson and from its top surface; 
the combination is considerably smaller in magnitude than some of the 
individual contributions and the phase relationships between the 
individual contributions are of very great significance in determining 
whether effects are additive or whether they cancel each other. 

8.  APPLICATION OF RESULTS 

Pressure readings derived from the model study were converted 
directly to the equivalent head of water acting on the surface.  The 
maximum loading condition on the column faces for the passage of waves 
was extracted from the readings and applied directly as a loading to 
the column for bending moment and shear force calculation on the column 

as a whole. 

The exterior walls of the columns were designed for two methods of 
behaviour, viz:- as two dimensional panels and as horizontally spanning 
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beams of unit width. In the latter case it was necessary to analyse 
the entire circumference of the column as a continuous member and to 
apply the instantaneous pressure loading on the circumference. This 
loading varied from a maximum positive pressure of 25 feet of water to 
a maximum negative pressure of 15 feet. The method used ensured that 
the axial loading in the walls from the pressure distribution was also 
determined.  The water level inside the columns was tidal and found to 
vary during the passage of the waves.  The loading on the walls could 
vary from positive (inwards) to negative (outwards) as the water level 
rose and fell above tide level. This introduced a reversing load of 
compression and tension into the interior walls.  The walls were 
designed for the worst case of tension and compression combined with 
bending moment induced by uneven external wall loading together with 
fatigue conditions. 

The overall stability criteria were established prior to the 
present formal recommendations of Federation Internationale de la 
Precontrainte and Det Norske Veritas and were as follows: 

(i) For loadings derived from numerical analysis 

* horizontal and vertical wave loads - load factor 1.4 
* wind loads load factor 1.4 
* dead loads load factor 1.0 

In this case the worse combination of horizontal and vertical wave loads 
was adopted. 

(ii) For loadings derived from physical modelling, the same load factors 
were used and, in this case, the combination of vertical and 
horizontal loads used was that conforming with the observed phase 
difference. 

The somewhat unusual feature of taking the dead load factor as 1.0 
in lieu of 0.9 is justified since the caissons, in floating, were 
effectively weighed to within 1 percent. 

Stability criteria of 1.0 on overturning and 0.7 on sliding were 
adopted for both these load factors.  In the event, the stability 
criteria adopted conformed to both Federation Internationale de la 
Precontrainte and Det Norske Veritas requirements. 

9.  STUDY OF SCOUR NEAR CAISSONS DUE TO WAVE ACTION 

The ocean bed at the site of the berth is covered with fine sand. 
The berth area is dredged to a general depth of 56 feet below low 
water and the berth caissons are founded on an area of crushed rock, 
consisting of sizes passing a 4 inch screen, which has been levelled off 
to R.L. -56 feet (See Fig, 3).  Scour tests were carried out at a linear 
scale of 1:60 in order to safeguard the structures against erosion 
resulting from wave action. The model of the main berth caisson which 
was used for pressure measurements was also used in the scour tests. At 
a scale of 1:60 the corresponding maximum size of foundation material 
for the model is 0.07 inch.  The material used to represent the proto- 
type foundation material in the scour studies was prepared from finely 
crushed rock, by rejection of all sizes not passing a No. 7 sieve and by 
washing from the remainder the sizes passing a No. 25 sieve. 

Interaction between the incident waves and the berth structures 
will produce significant velocities in the vicinity of the caissons and 
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these induced velocities provide the most important mechanism for 
erosion of the foundation material.  It is very difficult to assess the 
relative importance of viscous action in the complex phenomena involved 
in generation of the currents by interaction between incident waves and 
structures and in movement of the foundation material by these currents. 
However, the induced velocities are of the same order as the maximum 
orbital velocities in the incident wave and the Reynolds number based 
on bed material size is of order 1000 in the model.  It is considered 
that this Reynolds number is large enough to ensure that scale effects 
in the model will not be so large as to invalidate the general results 
of the scour studies.  The results of the scour studies are considered 
to be qualitatively correct but no estimate can be made concerning 
quantitive accuracy. 

9.1 Wave scour near main berth caisson: For studies of wave scour near 
the main berth caisson, the model of the caisson was mounted on a 2 
inch thick layer of the crushed rock fines. All wave scour tests were 
run continuously for one hour, which corresponds to 7.75 hours of 
prototype time reckoned according to Froude number scaling.  However, 
as noted above, the uncertainty associated with different viscous 
effects in model and prototype makes scaling between elapsed times for 
the model and prototype approximate only. Further, the tide level 
varies continuously so that a continuous test at low water imposes 
conditions which are equivalent to a much longer interval of elapsed 
time with regard to scour development in the prototype. 

No Protection:    The first studies were carried out with no scour 
protection in place in order to determine the extent of the problem. 
The worst scour developed under the action of 24 feet high waves at Low 
Water.  Deep scour and undermining developed along each edge of the 
caisson for waves approaching normally to the berthline;  deep scour 
holes developed at each corner of the caisson for waves approaching 
from E.S.E.  The scour hole developed at one of the "side" corners in 
this latter test is shown in Figure 11.  Similar scour patterns were 
observed for 24 feet high waves at High Water and, although they were 
not as deep or extensive as those observed at Low Water, they were still 
quite significant. Waves 12 feet high caused some small localised scour 
when approaching normally to the berthline at Low Water but not other- 
wise. 

Scour Protection:     The protection developed during the model tests 
consisted of a skirt of woven plastic fabric, fixed to the bottom edges 
of the caisson and extending horizontally for a distance of 15 feet to 
provide a barrier between the erosive water currents and the foundation 
material.  The fabric was to be held in place by concrete slabs, 7'6" 
square and having a net weight under water of 50-60 pounds per square 
foot. The slabs were to cover the fabric completely, and it was planned 
that they would be linked together at their edges by simple hinged 
connections. The protective fabric was to be of sufficiently open weave 
to permit rapid equalization of pressures above and below it, but the 
weave was to be close enough to prevent loss of any but the finest rock 
particles through it.  In the tests on the model of the main berth 
caisson, an open weave soft plastic fabric was used to simulate the 
protective fabric and the slabs were simulated with square sheets of 
aluminium, 1.5 inch x 1.5 inch x 0.1 inch thick. The weight under 
water of the corresponding full size slabs is 56.8 lbs per sq.ft and, 
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if concrete slabs, the required thickness is 8.25 inches. This small 
discrepancy in thickness of the slabs is of no significance in the 
context of these studies.  In the model studies the model slabs were not 
linked together so that any tendencies for the slabs to be moved about 
would be shown up more readily. 

The series of tests with the scour protection in place showed that 
it was completely satisfactory for protection against 12 feet high 
waves. Waves 24 feet high caused varying amounts of movement of the 
protective slabs. The greatest movements of slabs were observed when 
these large waves approached from E.S.E, at low water and they occurred 
at the "side" corners of the caisson.  The conditions at the same side 
corner as shown in Figure 11 after one hour of testing at these most 
severe conditions can be seen in Figure 12. Pumping action through the 
woven fabric resulted in some slight displacement of the foundation 
material. 

9.2 Wave Scour at Approach Caisson:  The approach structures linking 
berth to shore are supported on caissons which are 55 feet (17 m) 
square in plan. Two possible treatments of the foundations for the 
approach caissons were considered.  In the "lowered" foundation a hole 
90 feet (28 m) square is dredged-to a depth approximately 5 feet (1.5 m) 
below the general bed level and partly back-filled with a layer of 
crushed rock, approximately 2 feet (0.6 m) thick. In the "raised" 
foundation the layer of crushed rock is placed directly on the sea-bed 
and the caisson founded on this raised layer.  The same scour protection 
as had been developed forthe main berth caissons was proposed for the 
approach caissons. 

The scour studies on the approach caisson demonstrated clearly 
that the "lowered" foundation is very much to be preferred over the 
"raised" foundation.  In the tests on the "raised" foundation, the wave- 
induced currents were so strong near the base of the caisson that the 
scour protection was attacked violently and its effectiveness was 
completely destroyed.  On the other hand, in the case of the "lowered" 
foundation, the scour protection was found to be satisfactory even 
under the worst conditions but only if the cruciform-shaped gap under the 
caisson between its foundation pads is closed off. When this gap was 
left open a very strong pumping action with significant scour capacity 
developed beneath the caisson under wave action. 

The conditions after one hour of testing on the "lowered" 
foundation with the gaps closed, under attack from 24 feet high waves at 
Low Water can be seen in Figure 13. The foundations of the caisson have 
been protected satisfactorily.  The general erosion of the sea-bed 
down-wave from the caisson is caused by a strong streaming motion in 
this region which results from the interaction between the incident 
waves and the caisson. 

10.  CHOSEN METHOD OF SCOUR PROTECTION 

The simulated scour protection devised for the tests was later 
considered too involved for actual construction and a form of flexible 
matting was devised as indicated on Figures 2 and 3.  This consisted of 
a mat of concrete blocks approximately 15 feet square, each block being 
approximately 1'7" square in plan and 1'3" thick and cast on wire ropes 
running in two directions which allow flexibility and ready handling. 
The gaps between the blocks were maintained at IV to act as a filter 
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FIG.   11    Scour near Berth Caisson -  24 ft Waves  from E.S.E.   at L.W. 

FIG.   12    Scour protection -  24 ft Waves  from E.S.E.   at L.W. 

*   I c«\v* * 

FIG. 13 Scour near Approach Caisson - 24 ft Waves at Low Water. 
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to prevent the removal of foundation rock during periods of intense wave 
action. The weight of the matting chosen was equivalent to 90 lbs/sq ft 
under water, which is nearly twice the model weight, but it was con- 
sidered that the remedial work that might be required after severe scour 
could be very serious and therefore a conservative approach was adopted. 
Figure 14 illustrates the operation of laying scour mats and shows their 
inherent flexibility. Laying of the units was controlled by divers. 

11. PERFORMANCE OF PROTOTYPE 

The prototype has been in operation since July 1975 and the 
Queensland coast experienced 8 cyclones in the 1975-6 cyclone season. 
A wave-rider buoy has recently been installed by the Department of 
Harbours and Marine, approximately 19 miles (30 km) to the N.E. of Hay 
Point in 84 feet (26 m) of water, and a maximum wave height of 14.5 
feet (4.4 m) was recorded during the m-st severe of these cyclones. 
Only one cyclone passed near Hay Point. This cyclone (code name David) 
necessitated full emergency precautions at the berth. When operations 
were closed down, the sea had risen to about 12 feet waves. Recording 
devices have not yet been placed on the structure and no further 
observations were possible.  Examination of the structure and of the 
foundation after the cyclone revealed no signs of damage. 
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TSUNAMI HAZARD AND DESIGN OF COASTAL STRUCTURES 

George Pararas-Carayannis 

Director, International Tsunami Information Center 
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Abstract 

Damage of coastal structures by tsunamis results by the direct and 
indirect action of hydrostatic and dynamic pressures, foundation failures, 
overtopping and flooding.  Reliable assessment of the potential tsunami 
hazard at a coastal site and adequate engineering design of critical struc- 
tures require analysis and understanding of all aspects of a tsunami system 
leading to its terminal behavior.  Description of the space-time history 
of tsunami waves generated by impulsive disturbances require consideration 
of events and processes in the following regimes:  (a) generation; (b) 
propagation and dispersion; and (c) termination.  Processes and events in 
each regime during the development of a tsunami are under their own unique 
hydrodynamic constraints but are dependent on what has preceeded.  In pre- 
dicting tsunami wave characteristics at some distance from the generating 
source, the error structure may be pyramidal.  Essential to any method of 
tsunami prediction at a distant or a nearby coast will be the full con- 
sideration and study of tsunami generative mechanisms.  If the tsunami 
generation mechanics cannot be deduced with a reasonable degree of accu- 
racy, it is not likely that the tsunami terminal aspects will be reliably 
predicted.  Prediction of tsunami height at a distant or at a nearby coast 
requires knowledge of the magnitude and type of ground displacements in the 
tsunami generating area and of the characteristics of the surface waves 
resulting from such action. Although all mechanisms involved during tsu- 
nami generation are not fully understood, it is possible to obtain a suit- 
able tsunami initiating function through the use of experimental data, 
historical data, and established empirical relationships, for each type 
of generating mechanism.  Reliable computation of the tsunami propagation 
effects over and across the ocean can be obtained with proper modeling to 
provide an adequate description of the tsunami energy flow through the use 
of physical and numerical studies.  Similarly, the terminal aspects and 
nearshore modification of the tsunami wave system can be approximated to 
provide the engineering criteria necessary for the assessment of the po- 
tential tsunami hazard at a coastal site. 
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Introduction 

Increasing pressure for the construction of large coastal installa- 
tions, such as power plants, and superport terminals, and the increasing 
residential development of coastal zones, have emphasized recently the need 
for more accurate estimates of the terminal effects of tsunamis. Questions 
that most often arise deal with such subjects as the frequency of catas- 
trophic tsunamis at a given coastline; the maximum expected runup from a 
tsunami for a given site; the dynamic forces that can be expected; and 
finally how to design structures to withstand the forces and effects of 
a possible tsunami. 

The answers are not simple. Attempts to solve these problems may be- 
come involved in numerous complex mathematical solutions which require 
numerous approximations and simplifications, to the point that the accuracy 
of these solutions becomes doubtful.  In addition, theoretical and analyti- 
cal solutions often assume a smooth transmission of tsunamis to the coast 
without taking into account the effects of obstacles (islands, seamounts, 
reefs, etc.) which complicate the phenomenon.  At the mouths of rivers, in 
estuaries, and generally in bays or other irregular coastlines, tsunamis 
undergo such alterations and changes of their characteristics, that theo- 
retical appraisal of tsunami height, runup, velocities, or forces on coastal 
structures often are invalid.  In such instances, historical and statistical 
data, visual observations, and other empirically-derived data become the 
sole guide in evaluating the maximum possible height, runup, and effect of 
tsunami waves on coastal structures. 

Unfortunately, historical and statistical data on tsunamis is non- 
existent for certain coasts, or the historic record may be of very short 
duration to permit a suitable analysis.  Therefore, there is always the 
danger in designing coastal structures that potential tsunami effects may 
be either ignored, underestimated, or overestimated.  If the tsunami po- 
tential danger is underestimated or ignored, the design of the coastal 
structure will not be adequate.  If the tsunami potential danger is over- 
estimated, overdesign of the coastal structure results, causing excessive 
financial expenditure for the project.  In spite of all these difficulties, 
a combination of historical observations, laboratory experiments, and theo- 
retical studies, provide assurances of a more accurate evaluation of a 
probable maximum tsunami at the coast.  Such studies require time and ex- 
penditures which cannot be reasonably justified unless the coastal struc- 
tures are important and will serve a critical function (i.e., protection of 
nuclear power plant). 

Interaction of Tsunamis with Coastal Structures:  Damage of coastal struc- 
tures by tsunamis may be by the direct action of hydrostatic and dynamic 
pressures on the face of a structure, resulting in foundation failure due 
to erosion, or overtopping and flooding.  The forces on the face of the 
structure are caused by the rapid water motion in the form of gravity waves 
or in the form of irregular violent motions.  The hydrostatic and dynamic 
pressures of gravity waves on structures depend basically on the height, 
direction,period, and velocity of the waves, the design of the coastal 
structure, and a number of other factors. 
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The most adverse interaction of tsunamis with a coastal structure 
exists when the directional approach of the waves is perpendicular to the 
longitudinal axis of the structure because the pressure is exercised in 
the direction of least resistance of the structure.  However, this is true 
if we consider only the water pressures on the structure and not other 
direct or indirect effects of a tsunami, which could be of greater danger, 
regardless of direction, or height.  For example, there could be instances 
when the direction of water movement may not be perpendicular to the lon- 
gitudinal axis of the structure and yet the water motion may result in 
strong currents which may undermine the structure by eroding the material 
near its foundation with subsequent failure. 

The period of the tsunami is another factor which could influence the 
effect of these waves on a coastal structure.  This may affect degree of 
flooding and permissible overtopping.  Tsunami period is usually of 15-30 
minute duration.  Therefore, it is expected that when a tsunami arrives at 
an open harbor, it floods progressively both the outer and inner sides of 
coastal protective works of the harbor, without causing significant pres- 
sure differentials on opposite sides of structures. A small pressure 
differential on the two sides of a coastal protective structure may occur 
at the arrival of the tsunami waves due to the dynamic momentum of the 
moving water.  This pressure effect is a function of the velocity of the 
tsunami and will be more pronounced if the harbor has a narrow entrance, 
if the tsunami approaches at high speeds, or if a bore is formed. 

Hydrodynamic Pressures of Local Earthquakes on Coastal Structures:  The 
design of coastal structures usually requires consideration of different 
loads which include those caused by wind waves, the weight of the structure 
itself, the seismic forces acting on the structure, and the permanent or 
moving loads resting or interacting with the structure.  Although the 
seismic effects are often adequately considered, the hydrodynamic forces 
which could develop in the water from an earthquake and which interact with 
the structures, are often ignored. 

Seismically-generated.hydrodynamic pressures acting with a sloping 
breakwater, for example, are directly related to seismic accelerations, the 
depth of the water in front of the structure, and the slope of the struc- 
ture's face.  During a local earthquake, the hydrodynamic pressure on the 
structure ranges alternately from zero to a maximum value on both sides of 
the structure.  It has an alternating direction in phase always with the 
direction of the seismic ground accelerations.  It can be concluded that 
considerable hydrodynamic pressures can develop on the faces of coastal 
structures during a local earthquake and such forces should be considered 
in the design.  These forces will be particularly critical in the design 
of high breakwaters, or of structures with a vertical face, if these struc- 
tures will be constructed in areas where large and frequent earthquakes 
occur.  A local earthquake may result also in oscillations of the waters 
of a bay or a harbor which could excite the natural mode of oscillation of 
a basin resulting in greater runup and damage to coastal structures within 
that basin.  Such resonance effects are not always adequately considered 
in designing coastal protective works. 



DESIGNS FOR TSUNAMIS 2251 

Engineering Guidelines 

Runup height, terminal velocity and periodicity are the three most 
important terminal parameters of a tsunami of concern to engineers in de- 
signing coastal structures.  Tsunami runup height and terminal velocity are 
the most difficult to estimate without knowledge of what has preceeded. For 
a complete understanding of the problem and for the development of the 
spacetime history of tsunami waves generated by impulsive disturbances, con- 
sideration should be given to events and processes in the regimes of genera- 
tion, propagation and termination. Processes and events in each regime 
during the development of a tsunami are under their own unique hydrodynamic 
constraints but are dependent on what has preceeded. 

Tsunami Generation:  Prediction of tsunami height at a given coastal site 
requires knowledge of the magnitude and type of ground displacements in the 
tsunami generating area and of the characteristics of the surface water 
waves resulting from such action.  Understanding of the disturbances re- 
sponsible for tsunami generation is limited.  Very little work has been 
done in relating tectonic or other impulsive disturbances to ocean surface 
effects. Most of the laboratory studies completed to date have investi- 
gated tsunamis resulting from simplified displacements under restrictions 
of analytical conditions which bear limited resemblance to processes in 
nature. 

Although all mechanisms involved during tsunami generation are not 
fully understood, it is possible to obtain a suitable tsunami initiating 
function through the use of experimental data, historical data, and estab- 
lished empirical relationships for each type of tsunami generating mecha- 
nism.  For example, the type and extent of crustal displacements associated 
with tsunamigenic earthquakes can be approximated.  These displacements will 
depend on earthquake magnitude, depth of focus, epicenter location, geologic 
trends in the area, length of rupture, orientation, and type of ground 
motions. 

In evaluating the runup at a specific coastal site, or the safety of 
a critical coastal structure (i.e. a nuclear power plant) for a tsunami 
generated from a distant or a local earthquake, consideration should be 
given to the nature, characteristics, and mechanism of the largest possible 
seismic event that can give rise to a maximum tsunami.  It is proposed that 
the term of Maximum Probable Tsunami (MPT) be adopted in designating such 
a source event, and that criteria be developed to describe such design 
tsunami. 

In planning or designing important coastal structures teleseismic and 
potentially tsunamigenic source areas should be identified geographically 
in relation to the site of interest.  Tectonic structures and trends; of each 
region should be identified. Historic information should be provided on 
depth, frequency, density, distribution, and magnitude of earthquakes, to- 
gether with records of tsunami generating activity for each potentially 
tsunamigenic region.  Following preliminary assessment of such data, a tsu- 
namigenic source should be selected which would be most critical to the site 
of interest.  Conservative values of seismic parameters should be assigned 
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to a hypothetical earthquake which can produce the maximum initial' tsunami 
function. For example, a magnitude of 8.5 on the Richter Scale may be as- 
signed to a hypothetical, shallow-focus earthquake, having a rupture of 
1,000 km, a total displacement area of 150,000 square kms, involving ver- 
tical displacements along the rupture of at least 3 meters, and having a 
critical orientation towards the proposed site. 

Using critical seismic parameters of the source, empirical relation- 
ships, current theories, and other historic or experimental .data, an initial 
tsunami function should be reasonably developed which should be consistent 
with ground displacements, coupling mechanisms, and source dimensions. 

Tsunami Propagation: The initial tsunami wave and subsequent waves should 
be propagated from the source taking into consideration interactions, res- 
onances, and boundary modifications, in order to obtain the maximum possible 
tsunami runup at site of interest. 

Finite difference numerical computer programs have been developed for 
the propagation of tsunami waves across the deep ocean to the edge of the 
continental shelf and have been used for verification using data of histori- 
cal tsunamis (Wilson and Torum, 1964; Hwang and Divoky, 1970; Hwang, Butler 
and Divoky, 1972; Houston and Garcia, 1974).  Such computer programs take 
into consideration the sphericity of the earth in solving the linearized 
long wave equation of motion and continuity. The finite difference methods 
permit uplift deformation of the water surface at the selected tsunami 
source to be used as an initial condition. A time history of water surface 
information conforming to the bathymetic features of the ocean, is propa- 
gated away from the source and a transfer function is provided at the edge 
of the continental shelf.  To propagate a tsunami across the continental 
shelf, other analytical solutions of the linearized long wave equation have 
been developed. Although numerical models exist which can propagate tsu- 
nami wave across the shelf, the necessity for large systems and the computer 
storage and routine requirements are great and make such solutions expensive. 
Often simple two dimensional analytic solutions are used to propagate stand- 
ing waves over the Continental shelf, based on theoretical solutions for tides 
in canals. These studies do not necessarily produce very correct results, 
but they are better than no studies at all. 

Tsunami Termination:  The probable maximum height of tsunamis at a coast- 
line is difficult to estimate. There is no simple or exact method or 
numerical model which can be used for estimating tsunami runup. Most of 
the coastlines where tsunami runup estimates are required are irregular. 
Interactions of tsunami waves with an irregular coastline may result in the 
trapping and resonance of tsunami wave energy and may result in higher-than- 
expected runup. As mentioned earlier, large bays and harbors may have 
resonant periods which may coincide with the peak of the tsunami spectrum 
and such resonance could result in an increase of wave height and runup. 
Tsunami runup calculations for such irregular coastlines must first take 
into consideration the increase of wave height by resonance, then use this 
estimate as input in calculating total runup. Also, ambient conditions and 
cumulative effects should be considered. Numerical models applicable to 
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runup estimates of long waves have been developed which can be valid for 
waves of the tsunami frequency.  In using these models, care should be 
exercised in selecting the proper boundary conditions. 

The water velocity of the tsunamis that flow into a coastal area is 
difficult to estimate because it depends on many such factors, as the. 
topography, the direction of approach, and the length of the waves. Be- 
cause of the complexity of flow conditions, the velocity of the water can 
only be roughly approximated. An erroneous assumption often used in es- 
timating terminal velocity is treating the tsunami as a bore — something 
which in reality does not occur frequently. 

Finally, since all the factors which contribute to tsunami runup are 
not fully understood, tsunami inundation cannot be computed entirely from 
theoretical analysis.  For coastlines where historical information on runup 
is available, a statistical approach can be used to predict future events. 
This method does not require a complete understanding of the hydrodynamic 
considerations involved, but examines the magnitude and frequency of occur- 
rence of historical tsunami runup.  Such frequency analysis has been com- 
monly used for the study of rainfall and stream flow records (Foster, 1935). 
Gumbel, (1941, 1942) applied an extreme value probability distribution to 
flood flows.  Similar frequency studies of extreme events have been made 
ranging from rainfall to floods, to drought, to water quality and to ocean 
wave studies. In general, frequency analysis is a useful analytic tool for 
the study of randomly occurring events, such as large tsunamis. 
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CHAPTER 132 

NUMERICAL CALCULATION OF WAVE FORCES ON STRUCTURES* 

B. D. Nichols and C. W. Hirt** 

I. INTRODUCTION 

A finite-difference technique for solving the Navier-Stokes equa- 
tions for an incompressible fluid is used to calculate transient wave 
forces experienced by fixed and moving bodies.  The numerical technique 
is based on the Marker-and-Cell (MAC) method developed by Harlow and 
Welch (1965).  This new technique uses an especially simple solution al- 
gorithm that is designed for persons with little or no experience in nu- 
merical fluid dynamics.  Originally conceived as an instructional tool, 
it has proven to be an extremely useful and versatile calculational 
method. Many useful calculations are possible with the publicly avail- 
able code, SOLA-SURF, which is briefly described in Sec. II; however, the 
outstanding feature of this numerical scheme is the ease with which it 
can be modified to handle more complex problems.  Reported here, in Sec. 
Ill, are examples to illustrate the utility of this new calculational 
tool for investigating the dynamic interactions between ocean waves and 
coastal structures. 

II. THE NUMERICAL TECHNIQUE 

The solution algorithm contained in SOLA-SURF solves the Navier- 
Stokes equations for an incompressible fluid. A stationary network of 
rectangular cells is used to divide the calculational region into a 
finite number of elements with which the fluid variables are associated. 
The primary field variables are the velocity components and the pressure. 
Each of the velocity components is specified at the center of the cell 
face to which it is normal and the pressure is specified at the cell 
center. 

*This work was performed jointly under the auspices of the United States 
Energy Research and Development Administration and the Office of Naval 
Research, ONR Task #NR 062-455. 

**The authors are members of the Fluid Dynamics Group (T-3), Theoretical 
Division, Los Alamos Scientific Laboratory, Los Alamos, NM 87545. 
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The fluid motion is numerically determined by advancing the fluid 
configuration through a series of small time increments.  During each 
time step the solution to the momentum equation is obtained in two 
phases. First, the velocities and pressures from the previous time 
step are used to determine the fluid velocities in each cell, with the 
initial conditions used for the first time step.  This explicit calcula- 
tion does not necessarily ensure incompressibility; therefore, in the 
second phase the tentative velocity field is adjusted through changes 
in the pressure field.  The pressure in each mesh cell is adjusted to 
drive to zero the velocity divergence in that cell.  The pressure and 
velocity distributions must be obtained by iteratively adjusting these 
velocities in each cell in the mesh.  This solution algorithm and other 
features of the technique are described in detail in a report by Hirt 
et al. (1975). 

Free or curved rigid surfaces are permitted across the top and bot- 
tom of the computational mesh. The surfaces are defined by single valued 
functions of the height above the bottom of the computational mesh and 
are specified at the center of each vertical column of cells.  The change 
in the free surface elevation is determined kinematically by the local 
fluid velocities, i.e., by the vertical component of the fluid motion 
plus the horizontal convection of the surface elevation from adjacent 
cell columns. 

The free surface boundary conditions require that the normal and 
tangential velocities immediately outside the surface be chosen to en- 
sure a zero transfer of momentum through the surface. A good approxima- 
tion to these conditions is to set the velocities normal to the surface 
to satisfy the incompressibility condition in the cells in which the 
free surface is located and to set the tangential velocities in the cells 
immediately outside the fluid equal to the adjacent interior velocities. 
The pressure in surface cells is determined by a linear interpolation 
or extrapolation between the pressure in the fluid cell immediately be- 
low the surface cell and a specified pressure at the surface. 

The pressure in each cell in which a rigid surface is located is 
derived under the constraint that the velocity normal to the surface be 
zero.  This requires a variation in the Newton-Raphson type solution 
method used to obtain pressures for interior fluid cells.  The velocity 
boundary conditions for these rigid boundaries are free-slip, i.e., the 
normal velocity and tangential velocity gradient are zero at the bound- 
ary, which makes them identical to the free surface boundary conditions. 
In addition, these rigid surface boundary conditions can be easily in- 
serted in SOLA-SURF to create rigid, curved bodies at any location in 
the computational mesh.  A special boundary condition section has been 
designated in the code to facilitate these types of modifications. 
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A copy of the SOLA-SURF code is available from the Argonne Code 
Center. The address is Argonne Code Center, Argonne National Laboratory, 
9700 South Cass Avenue, Argonne, Illinois 60439. 

III.  THE CALCULATION OF WAVE FORCES ON STRUCTURES 

We present four brief studies to illustrate the areas in which the 
ocean engineer may find SOLA-SURF to be a useful tool. The first two cal- 
culations, i.e., solitary wave run-up on a vertical wall and on a sloped 
beach, are good examples of what can be done with the relatively simple 
SOLA-SURF code without modification. The remaining calculations require 
the addition of special boundary conditions to create stationary or 
moving interior structures. 

1. Reflection of a Solitary Wave 

In this first example, a solitary wave travels over a fluid of 
constant depth, runs up a vertical wall, and reflects from the wall. 
The calculational region was resolved by 75 horizontal by 10 vertical 
cells, with cell dimensions of 0.5 horizontally and 0.2 vertically, and 
a time step of 0.1 was used.  (The units in this calculation were non- 
dimensional.) All the wall boundaries were specified to be rigid, free- 
slip boundaries and the fluid is nearly inviscid.  Laitone's second 
order approximation was used to initially define the free surface pro- 
file and velocity field of the solitary wave, as presented by Weigel 
(1964). The pressure field was initially set to hydrostatic pressure. 
Figure 1 shows the free surface profile and the velocity field, repre- 
sented by velocity vectors drawn from cell centers, at times 13, 18, 
20, and 26. The integrity of the wave profile and the velocity field 
remains excellent as the wave propagates down the channel and reflects 
from the wall. 

To compare with the experiment of Camfield and Street (1967), the 
numerical calculation was repeated several times with initial wave heights 
ranging from 0.1 to 0.6, and with an undisturbed fluid depth of 1.0. 
A comparison of the computed maximum wave run-up with the experimental 
results is shown in Fig. 2. The abscissa is the ratio of the initial 
wave height, HQ, to the undisturbed fluid depth, d, and the ordinate is 
the ratio of the maximum wave run-up on the vertical wall, R, to d. As 
the plot shows, the SOLA-SURF calculated data are in excellent agreement 
with these experimental data for a wide range of initial wave heights. 

2. Solitary Wave on a Sloping Beach 

Solitary waves are often used as the initial wave shape to simulate 
shoaling, breaking, and run-up of large, long waves on a beach.  SOLA- 
SURF cannot handle breaking waves because of the restriction that the 
free surface slope be less than the mesh cell diagonal. This restriction 
can be removed by using the more complicated surface marker particle 
treatment as described, for example, by Nichols and Hirt (1971). How- 
ever, we have calculated the solitary wave running up a sloped beach and 
measured the variation in maximum amplitude with depth.  The rigid bot- 
tom slope was 1/20, with the ratio of wave height to fluid depth of 0.1. 
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Fig. 1.  Free surface profiles and velocity vector plots of 
solitary wave run-up on a vertical wall at times 13, 
18, 20, and 26. 
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Fig. 2. A comparison of the computed maximum wave run-up, R, 
with experimental values for many initial wave heights, 
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Again, Laitone's second order approximation was used to initially define 
the solitary wave. Free-slip boundary conditions were specified for all 
rigid boundaries. A mesh of 90 horizontal by 18 vertical cells was used 
with cell dimensions of 0.5 horizontally and 0.1 vertically. The mesh 
length was chosen to accommodate the solitary wave totally over the 
horizontal section of the mesh bottom. SOLA-SURF does not have pro- 
visions to treat the intersection of the variable top and bottom bound- 
aries in a cell. To allow the solitary wave to run farther up the beach 
without reflecting from the vertical wall, a shelf two and one-half cells 
beneath the undisturbed fluid surface was incorporated into the bottom 
boundary configuration. This is shown in Fig. 3, along with the free 
surface profile and the velocity field at times 0, 9, 22, and 28. At 
the later times, steepening of the wave front and growth of the wave 
height is obvious. Indeed, the calculated variation in maximum amplitude 
with depth compares very well with previous calculations, as shown in 
Fig. 4. In this plot, we compare the computed variation in maximum wave 
amplitude at different fluid depths with the theories of Peregrine (1967) 
and Madsen and Mei (1969). The numerical calculation of Chan and Street 
(1970) are virtually the same as the SOLA-SURF results.  Peregrine de- 
rived equations of motion for long waves in water of varying depth that 
are extensions of the Boussinesq equations and that include nonlinear 
terms and a term to account for the effects of the vertical acceleration 
of the water on pressure. These equations were solved numerically for 
a solitary wave on a beach of uniform slope. Madsen and Mei treated the 
same problem with slightly different, but equivalent, equations.  One 
difference, however, between the calculations is that Peregrine located 
the crest of the solitary wave immediately above the toe of the slope. 
The effect of this is seen in the comparison plot. Peregrine's calcula- 
tion starts with H/H0 =» 1.0 at d/do = 1.0, where H is the wave amplitude, 
1^, is the initial wave amplitude, d is the undisturbed fluid depth at 
the horizontal location corresponding to the wave crest, and dQ is the 
undisturbed fluid depth over the horizontal section of the bottom surface. 
The Madsen and Mei and SOLA-SURF calculations, which start with the 
wave initially over the flat bottom, show the ratio of the wave height 
at the toe of the slope to the initial wave height is greater than 1.0. 
The SOLA-SURF calculations are in good agreement with the other calcula- 
tions. The effect of the shelf in our calculation is evident. The wave 
height does not continue to grow as the wave front reaches the shelf and, 
consequently, the value of H/Hg falls slightly below values calculated 
without the shelf at low values of d/dQ. 

3. Forces on Submerged Structure 

The determination of forces on submerged structures in the presence 
of gravity waves is of practical engineering importance.  The SOLA-SURF 
code was used to calculate the horizontal and vertical forces on a sub- 
merged, rectangular structure resulting from a train of regular surface 
waves.  This rectangular structure was created midway between the free 
surface and the mesh bottom by setting to zero the velocities on all 
faces of cells that make up the structure. These are set in the special 
boundary condition section of the code. The horizontal and vertical 
forces on the structure were determined by integrating the pressures 
acting on the surfaces of the structure. The dimensions of the submerged 
structure were chosen to compare with the experimental data of Brater 
et al. (1958). 
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Fig. 3. Free surface profiles and velocity vector plots of 
solitary wave run-up on a 1/20 sloped beach at times 
0, 9, 22, and 28. 
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Fig. 4. A comparison of the computed variation in maximum 
wave amplitude, H, at different fluid depths, d, 
with other calculations. 

The surface wave train was generated at the boundary of the compu- 
tational mesh by setting the time dependent wave height and velocity 
components in the fictitious column of cells at the left side of the 
mesh.  The mesh was 120 horizontal by 16 vertical cells, and the obstacle 
was 2 by 5 cells. Figure 5 shows the computer generated free surface 
profile, velocity field, and obstacle at times 0, 1.50, 3.25, and 4.25. 
The wave form is not perfectly sinusoidal; however, this is expected be- 
cause an approximate shallow water expression was used to generate the 
wave form and, of course, the leading wave is distorted as it travels 
into still water. The exact form of the waves used in the experiment 
is not known. 

Our computed data are compared with the experimental data in Fig. 
6. The wave forces, normalized by wave height, are plotted as the verti- 
cal coordinate and the location of the center of the structure (Yj, + d0) , 
normalized by d0, is plotted as the horizontal coordinate, where Y^ is 
zero at the free surface and d0 is the undisturbed fluid depth.  The 
computed horizontal forces are in very good agreement with the experi- 
mentally determined forces of Erater et al. (1958). However, the 
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Fig. 5.  Free surface profiles and velocity vector plots 
resulting from the propagation of a sinusoidal 
wave over a submerged structure at times 0, 1.50, 
3.25, and 4.25. 
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vertical forces calculated are about 20% larger than the experimental 
data. The accuracy of the numerical calculation was tested by increasing 
the temporal and spatial resolution and tightening the pressure iteration 
convergence criterion. These tests confirmed the originally calculated 
results, indicating that numerical accuracy is not the source of dis- 
agreement.  Since the vertical force is very sensitive to the wave form, 
we may not be correctly modeling the experimental waves. 

4. Forces on Floating Bodies 

Hydrodynamic forces exerted on partially submerged, floating bodies 
are of interest to naval architects and ocean engineers. Different types 
of fluid motion may be generated to study these forces. Here we report 
on calculations for bodies undergoing forced harmonic oscillations in 
an otherwise quiescent fluid.  In particular, we have studied heave 
forces on two-dimensional cylinders with rectangular and triangular cross 
sections and sway forces on a triangular or wedge shaped cylinder. 

Pure heaving motions produce only vertical forces, which, for low 
amplitude motions, may be described by their amplitude and phase relative 
to the forced harmonic motion. These forces are due to buoyancy, irier- 
tial (added mass), and energy dissipation (wave generation) effects. 
In this study added mass and damping coefficients are computed and com- 
pared with the experimental work of Vugts (1968).. 

These calculations used mesh sizes that varied from 100 to 250 cells 
in the horizontal direction, depending on the period of motion, and 20 to 
30 cells in the vertical direction. Typical calculation times on the 
CDC-7600 were 0.20 ms/cycle/cell. For the rectangular body, the mesh 
cell size was 0.1 horizontally and 0.2 vertically. Five cells were 
used to resolve the half-width of the body, which was located at a plane 
of symmetry at the left mesh boundary.  Figure 7 shows the location of 
the rectangular body and the velocity field after approximately 2.5 
periods of oscillation. To model the harmonic motion of the rectangular 
cylinder, special boundary conditions had to be added to the SOLA-SURF 
code. At the rigid bottom boundary of the rectangular body, the cell 
pressure is derived under the constraint that the normal fluid velocity 
be equal to that of the body.  Because the SOLA-SUKF boundary conditions 
restrict the surface slope to be less than that of a cell diagonal, we 
had to eliminate this restraint at the vertical side of the cylinder by 
aligning the side with a cell boundary line. Then boundary conditions 
were added to set zero velocities normal to the side of the cylinder. 

The added mass coefficient, p, and the damping coefficient, X, are 
given by 

to a 
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 v/it 

Fig. 7. Velocity vector plot of the fluid in which 
a rectangular cylinder is in forced heave 
at the left mesh boundary after 2.5 periods. 

and 

X = Y sin g 
coa 

where a is the amplitude of motion, w is the frequency of motion, and 
Y is the amplitude of the assumed harmonic pressure force on the body. 
The phase shift g was obtained by comparing plots of the body displace- 
ment and pressure force acting on the rectangular body as functions of 
time and measuring the shift in phase. A detailed description of the 
determination of these coefficients is given by Nichols and Hirt (1975). 
These calculated added mass and damping coefficients are compared with 
experimental data in Fig. 8. The coefficients are normalized by pA and 
vS/2g, where p is the fluid density, A is the mean submerged area, B 
is the rectangular body beam, and g is the acceleration of gravity. 
The calculations were for B/T = 2.0, where T is the rectangular body 
draft at its mean location. The amplitudes of motion, normalized by B, 
were 0.025 and 0.05. Vugts' experiments were conducted in fluid depths, 
normalized by B, varying from 4.50 to 5.625. The normalized depth was 
4.0 for the calculated results. The calculated data generally agrees 
very well with the experimental data. The discrepancy in the calculated 
damping coefficient at the normalized frequency of 1.25 is probably due 
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Fig. 8. A comparison of numerically computed and experimental 
values of added mass (top) and damping (bottom) coef- 
ficients from a rectangular cylinder in forced heave 
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to inaccuracies in determining the phase shift 3, since it is very small 
at this beam width and frequency. To check this, another calculation 
was made, which is not plotted in Fig. 8, for B/T = 8 and <W§72g = 1.25. 
In this case the phase shift is much larger, and the added mass coeffi- 
cient agrees closely with the experimental data. The calculated damping 
coefficient in this case is very close to the experimental data, lying 
between the linear theory and the experimental data. 

There is a discrepancy between the experimental data and linear 
theory for the added mass coefficient at normalized frequencies below 
0.5. Vugts explains this as being caused by experimental inaccuracies. 
With a normalized fluid depth of 4.0, the calculated coefficient at a 
frequency of 0.25 is slightly higher than that of the experiments. 
(This is the middle point marked (2) in Fig. 8 at this frequency.) 
However, calculations with a fluid depth of 2.0, marked (1), and a fluid 
depth of 8.0, marked (3), show clearly that the finite depth is the 
cause of the disagreement with the linear theory. The added mass coef- 
ficient for the shallower fluid depth is slightly less than the experi- 
mental data, but with the normalized depth of 8.0 the calculated coef- 
ficient agrees with the linear theory, which assumes an infinite depth. 

We next extended this capability to calculate the added mass and 
damping coefficients of a 60° wedge in sway. The coefficients, normal- 
ized as described above, were calculated for normalized frequencies 
ranging from 0.5 to 1.25 and with B/T = 1.155. An amplitude of motion, 
normalized by B, of 0.05773 was used. As shown in Fig. 9, the numerical 
data is in very good agreement with linear theory, but agrees less well 
with the experimental data. Expecting closer agreement with experimental 
data, we were concerned about possible numerical inaccuracies and tested 
for these in various ways. We tightened up the convergence criterion, 
increased by a factor of two the spatial and temporal resolution, used 
a new second order differencing scheme, and made various tests on the 
wedge interface boundary conditions. In addition, the calculations were 
performed in a moving reference frame attached to the body, as well as 
in the laboratory frame.  However, all calculations were consistent to 
within a few per cent, thus, we believe the calculations are accurate. 

Nonlinear effects were expected to have a greater influence. For 
example, secondary flow formed at the wedge tip is expected to increase 
the damping coefficient somewhat. This secondary vortex is shown in 
Fig. 10, which shows the velocity field and free surface configurations 
at times 0.50, 2.25, and 4.50. It should be noted that Vugts concluded 
that the generated eddy hardly disturbs the pressure distribution over 
the wedge surface. He explained the disagreement of his results with 
the linear theory as "a small systematic error at the higher frequencies 
of motion, where high demands are imposed on the structural set-up." 
We have shown that Vugts' tentative conclusions were correct and that 
linear theory does accurately predict the added mass and damping coef- 
ficients for the wedge in sway at this amplitude.  Of course, at higher 
amplitudes for the forced sway, nonlinear effects must eventually enter. 
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Fig. 10. Free surface profiles and velocity vector plots resulting 
from a 60° wedge in forced sway at times 0.50, 2.25. and 
4.50. 
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CHAPTER 133 

WAVE FORCES ON SQUARE CAISSONS 

by 

G.R. Mogridge* and W.W. Jamieson* 

ABSTRACT 

The forces and overturning moments exerted by waves 
on large vertical square-section caissions have been measured 
in the laboratory.  Each model caisson extended from the 
bottom of a wave flume through the water surface and was 
oriented either with one side perpendicular to the direction 
of wave propagation or turned through an angle of forty-five 
degrees to this position.  For a given orientation, each 
model was tested for a range of wave heights (up to the point 
of breaking) for various wave periods and water depths.  A 
digital computer was used for the acquisition, processing, 
plotting and storage of the experimental data. 

In addition to the experimental work, an approxi- 
mate theoretical method is presented which allows the wave 
loadings on a square caisson to be estimated by means of a 
simple desk calculation.  The experimental data shows that 
this simple method of calculation is reasonably accurate over 
a wide range of wave conditions and caisson sizes. 

INTRODUCTION 

In recent years, considerable research has been 
carried out to estimate the wave loads on various shapes of 
monolithic offshore structures; however, very little informa- 
tion is available in the literature concerning wave loadings 
on large vertical square-section caissons resting on the 
ocean bottom and extending through the water surface.  Hogben 
and Standing (3) describe a numerical method which can be 
used for the solution of wave loads on large bodies including 
square caissons.  The same method was previously used by 
Garrison and Chow (2), Milgram and Halkyard (7), and numerous 
others.  Although numerical methods can be used for shapes 

* Assistant Research Officers, Hydraulics Laboratory, 
National Research Council of Canada, Ottawa, Ontario, 
Canada, K1A 0R6. 
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for which closed form solutions do not exist, programming is time 
consuming and computation costs can be high.  Hogben and Stand- 
ing presented a few results of wave loads measured on a model of 
a square caisson.  The experimental data was compared with 
the numerical solution (4) and also an approximate solution 
(3) based on the diffraction theory of MacCamy and Fuchs (6). 
For most of the range of relative caisson sizes tested, the 
results fitted both solutions reasonably well.  Ijima, Chou 
and Yumura (5) have presented a numerical method for calcula^ 
tion of wave scattering by isolated breakwaters of arbitrary 
shape.  Wave height distributions about rectangular break- 
waters were calculated and were found to compare favourably 
with distributions measured in the laboratory.  Although wave 
forces were not measured on the model breakwaters, they were 
calculated using the known velocity potentials at the boun- 
daries of the breakwaters. 

In this presentation it is assumed that in general 
terms, the wave forces on a square caisson or cylinder occur 
in a similar manner to the wave forces on a circular cylinder. 
That is, if the size of the square cylinder is small rela- 
tive to the wave length, the cylinder does not deform the 
incident wave and the wave force on the cylinder consists 
of the sum of the inertial and viscous forces.  However, if 
the size of the cylinder or caisson is large relative to the 
incident wave length, it causes reflection and diffraction 
of the incident waves and the viscous drag forces are neglig- 
ible in comparison to the inertial forces. 

This paper presents an approximate theory which can 
be used to estimate the wave forces and moments on large vert- 
ical square caissons.  The theory, based on the linear dif- 
fraction theory of MacCamy and Fuchs (6), has been simplified 
so that only three graphs need be used to obtain the complete 
solution.  Force and moment measurements on models of square 
caissons show that the approximate theory gives a satisfac- 
tory solution over a large range of caisson sizes and wave 
conditions. 

THEORETICAL METHOD 

It is assumed that the wave force on a large 
square-section cylinder or caisson can be expressed as an 
inertial force if the coefficient of mass used includes the 
effects of wave reflection and diffraction.  Thus the hori- 
zontal force per unit length of the caisson is expressed as 

fx = Cms pb2 du'dt (1) 

where C  is the coefficient of mass for the square-section 
caisson, p is the mass density of the fluid, b is the side 
length of the caisson and du/dt is the horizontal component 
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of the water particle acceleration.  Substituting into Eq. 1 
the expression for du/dt from linear wave theory gives 

27r2pb2H cosh k(y + d) 
ms T2 sinh kd 

cos (kx - at) (2) 

where H is the incident wave height, T is the wave period, d 
is the water depth, a is the wave frequency, a = 2ir/T, k is 
the wave number, te = 2ir/L, L is the wave length and t is the 
time.  The coordinates are chosen so that x is positive in the 
direction of wave propagation and y is positive in the upward 
direction.  The origin of these coordinates is at the still 
water level where the water surface elevation plotted against 
x has a maximum negative slope (Fig. 4).  By equating the in- 
ertial force per unit length on a square caisson to that on a 
circular caisson of diameter D , 

C  pb2 du/dt = 0.25 C pirD 2 du/dt ms     ' me' 

it is found that the diameter of an equivalent circular 
cylinder is 

(3) 

D , = 2b (C  AC ) 2 e       ms'  m (4) 

If it is assumed that C C , then, 
m 

D  = 2b/ir e (5) 

The force per unit length on the equivalent circular 
cylinder is obtained using the diffraction theory of MacCamy 
and Fuchs (6): 

2pgH cosh k(y + d) 
k    cosh kd A(ka ) cos (at - a)     (6) 

where 

and 

A(kae) = jj|
2(kae) + Y|2(kae) 

a = tan 
J^(kae) 

g is the acceleration due to gravity, ae is the radius of the 
equivalent circular cylinder, and J^ and Y^ are Bessel func- 
tions of the first and second kind respectively, both of the 
first order.  Eq. 6 is equated to Eq. 2 for x = 0 to give the 
expression for the coefficient of mass C  for a square 
caisson: 

-£iT5- A<ka ) w2b2    e 
cos (at - a) 

cos at (7) 



2274 COASTAL ENGINEERING-1976 

A modified coefficient of mass C * is defined as 
ms 

T 2 
C * = -yrrr  A(ka ) (8) ms       i<lbl e 

such that, 

C  = C * cos([Tt ~ a) (9) 
ms   ms  cos at 

The coefficient of mass Cms  is a function of time and varies 
through a wave cycle while Cnfe is only a function of b/L 
(Fig. 3).  Cms is equal to Cnfe when a is approximately zero, 
that is, for b/L approaching zero or equal to 0.52.  The 
phase angle a plotted as a function of b/L is shown in Fig. 4, 

The total force in the x direction is obtained by 
integrating the force per unit length as given by Eq. 2 for 
x = 0, through the depth of water from the bottom to the 
still water level: 

pirb2H L 
"ms F(t) = Cmo • T2   cos at (10) 

Substituting the expression for C  given by Eq. 9 into Eq. 
10 gives ms 

F(t) = Cm*s ""ffi 
L cos (at - a) (11) 

The maximum force occurs when at = a: 

F   = C* 
p1Tb'H L (12) 

max   ms   T2 

The overturning moment about the base of the cylin- 
der is 

M(t) =   fx(y + d) dy (13) 

-d 

Substituting the expression for fx from Eq. 2 and Cms from 
Eq. 9 and carrying out the integration gives 

M(t) = C* pg\H L  [kd tanh kd + sech kd - 1] cos (at - a)     (14) 
ms  **IT 

The maximum overturning moment occurs when at = a: 

M   = c * pgb H L [kd tanh M + sech kd _ u       (15) 
max   ms   4ir 

Figs.3,4 and 5 give the solutions to the above 
equations.  Fig. 3 gives C^fe by the solution of Eq. 8 so that 
the maximum horizontal force may be calculated by Eq. 12. 
The maximum overturning moment can then be obtained directly 
from Fig. 5 since C^  is known.  The phase angle a is plotted 
in Fig. 4 and allows the determination of F(t) and M(t) as 
given by Eqs. 11 and 14. 
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EXPERIMENTAL METHOD 

The square caisson (Fig, 1) used in the experiments 
was 12 in. by 12 in. in cross section and was constructed of 
1/4 in. thick plexiglass.  It was supported 1/8 in. above the 
flume bottom by a rigid 3 in. diameter steel tube clamped to 
a steel frame above the wave flume.  A force meter was con- 
tained within the caisson and consisted of two 3/4 in. dia- 
meter stainless steel strain rods 12 in. long. The wave 
force on the caisson was transferred to the top strain rod 
through a horizontal steel bar and to the bottom strain rod 
through a steel base plate (Pig. 1).  Foil strain gauges 
glued on the strain rods were aligned so that total horizon- 
tal forces could be measured in the direction of wave propa- 
gation and normal to the wave direction to give longitudinal 
and transverse forces, respectively.  The photograph in Fig. 
1 shows two brass bushings on the strain rods which make the 
fixed connection to the supporting 3 in. diameter steel tube. 
The steel plate connects the free end of the bottom strain 
rod to the caisson, and the steel bar which passes through 
apertures in the supporting tube connects the free end of the 
upper strain rod to the caisson.  Using the two bridge out- 
puts from the strain rods, it was possible to measure total 
forces and to calculate the corresponding total overturning 
moments.  A more detailed description of the wave force meter 
and its calibration is given by Pratte et al. (9).  From the 
calibration curves of the force meter, its error band was 
estimated to be less than ±2% over the range of forces mea- 
sured.  The natural frequency of vibration of the caisson in 
the maximum depth of water was approximately 11 Hz. 

Wave profiles in the flume were measured using a 
non-contacting capacitive wave transducer suspended above the 
water surface midway between the cylinder and the flume wall. 
The wave flume was approximately 6 ft. wide, 4.5 ft. deep and 
220 ft. long. 

A limited number of tests were conducted using a 
square caisson 2 ft. by 2 ft. in cross section to obtain 
force and moment data for larger values of the relative size 
b/L.  The model caisson was suspended from a force meter in 
a wave flume 12 ft. wide, 4.5 ft. deep and 162 ft. long.  The 
force meter (Fig. 2) consisted of three aluminum strain mem- 
bers 3 in. in diameter.  The strains in these members caused 
by wave loads were measured using semiconductor strain gauges 
forming six Wheatstone bridges.  Three bridges measured 
strain due to bending and gave outputs proportional to longi- 
tudinal, transverse and vertical forces.  Three bridges mea- 
sured strain due to torque and gave outputs proportional to 
the moments about the three coordinate axes.  A detailed des- 
cription of this force meter is given by Funke (1). 

Preliminary tests in the 12 ft, wave flume were 
carried out with a 12 in. square-section caisson (Fig. 2) to 
confirm experiments already conducted in the 6 ft. flume. 
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Wave heights were measured using a capacitive rod wave gauge 
at the location of the model but without the model in the 
flume.  Thus, a different method of measuring incident wave 
heights was an additional check on the 6 ft, flume results. 

Monochromatic waves were generated in five water 
depths ranging from 9.7 to 29.0 in. and nine wave periods 
were tested from 0.77 to 2.58 sec.  For each water depth and 
period tested, a number of wave heights were generated rang- 
ing from small amplitude waves to those that were on the 
point of breaking.  Each model caisson was tested with two 
faces parallel to the incident wave fronts (g = 0°) and also 
at 45° to this position (g = 45°) .  A digital computer was 
used for the acquisition, processing, plotting and storage 
of data.  Sampling of the data was commenced after the waves 
passing the model reached steady state conditions.  For each 
test, the wave profile and the corresponding wave forces were 
sampled every one hundredth of a second for a total of six 
seconds.  Total forces and overturning moments were computed 
and automatically plotted along with the measured wave pro- 
file.  Experimental results were also printed and data was 
stored on magnetic tape.  Although it has not been possible 
to include all the experimental data in this paper, the re- 
sults presented are representative of the complete testing 
program.  A comprehensive presentation of the experimental 
results may be found in Mogridge and Jamieson (8). 

EXPERIMENTAL RESULTS 

The number of waves in each test record varied 
depending on the wave period because of the fixed sampling 
time of six seconds.  Any test with a variation in wave 
height or maximum force measurement within the record of 
more than 5% was discarded.  From the test records, total 
forces and overturning moments were taken as average absolute 
maximum values of positive and negative measurements, for 
which the variation was normally less than 5%.  The forces 
and corresponding moments measured in the transverse direc- 
tion were negligible and are not included in the presentation 
of experimental results. 

Using the measured absolute maximum forces with 
known values of wave height, length, period and caisson size, 
Cnfe was calculated for varying values of b/L and then plotted 
on the theoretical curve in Fig. 3.  Dimensionless moments 
were also calculated using the known values of Cjfs  and were 
plotted on the theoretical curve in Fig. 5.  The experimental 
data shows good agreement with the theory for b/L between 
0.092 and 0.399 and also for d/L between 0.063 and 0.78 6. 
The results shown for b/L and d/L greater than 0.09 were 
obtained by averaging all the test results with wave steep- 
nesses less than 0.09.  For b/L and d/L less than 0.09, only 
data for wave steepnesses of less than 0.01 were used.  Even 
with this restriction on the data used, there is still some 
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deviation of the C^s  data in Fig, 3, but the moment data in 
Fig. 5 shows good agreement.  It is concluded that the approx- 
imate theory can be used for situations where b/L and d/L are 
both greater than approximately 0.09. Although there is no 
data presented in this paper defining the d/L limit, experi- 
ments were conducted for d/L approximately equal to 0,09 and 
b/L greater than 0.09 for which the experimental data agreed 
with the linear theory.  Additional data for d/L equal to 
0.08 and b/L greater than 0.09, did not fit the theoretical 
curve, thus defining d/L of approximately 0.09 as the limit 
for the theory. 

To examine the variation of the forces and moments 
with wave steepness, they have been expressed non-dimension- 
ally and plotted against H/L in Figs. 6 to 8.  The experimen- 
tal results for b/L and d/L greater than 0.09 (Figs. 6 and 7) 
show reasonable agreement with the theoretical curves for 
wave steepness up to 0.09.  Fig. 8 shows data for which there 
is a reasonable comparison with the theoretical curves only 
for very low wave steepness because b/L is less than 0.09. 
For close agreement at high wave steepness, it is necessary 
for both b/L and d/L to be greater than 0,09.  The largest 
deviation between the theory and the experimental results is 
approximately 85% and occurs for the moment measurement for 
B = 45°, b/L = 0.047 and H/L = 0.032.  The large differences 
from the linear theory for b/L and d/L less than 0.09 and 
large H/L are believed to be due to non-linearity of the 
waves and the effect of viscosity introducing drag forces of 
considerable magnitude.  For b/L and d/L larger than 0.09, 
these effects are apparently negligible although at values 
of d/L approaching 0.09, the waves were obviously non-linear 
and there was flow separation at the corners of the caisson 
under all wave conditions. 

There are two factors which are evident in the 
experimental results from which the data in Fig. 8 has been 
obtained.  Firstly, the absolute values of positive and nega- 
tive wave loads are no longer approximately equal.  They 
differ from their average values by as much as 30% for the 
data in Fig. 8 for which b/L = 0.047 and g = 45°.  Secondly, 
the phase angles between wave load records and wave profiles 
do not correspond to the theoretical values for a given by 
Eq. 6.  To illustrate this, results which compare well with 
the theory have been plotted in Fig. 9 and results for b/L 
equal to 0.047 which do not compare well with the theory 
have been plotted in Fig. 10.  In Fig, 9, positive and nega- 
tive forces are approximately equal and for all wave steep- 
nesses the measured phase difference between the force re- 
cords and the wave profiles are approximately equal to the 
theoretical value of a = 8.8°.  Although the theoretical 
phase difference for the results in Fig. 10 is a = 1.3°, 
the measured phase difference increases to almost 50° with 
increasing wave steepness.  This is characteristic of an 
increasing drag force.  However, the increasing phase angle 
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can also be due to the non-linearity of the waves because 
the maximum acceleration of the fluid no longer occurs at 
the still water level. 

Although most of the experimental results described 
above were obtained in a 6 ft, wide flume, some experiments 
were conducted in a 12 ft. flume using different equipment 
and techniques.  Since the results are intermixed, it is 
necessary to show how the measurements in the two wave flumes 
compared.  The comparison is made by repeating the same tests 
in each wave flume using 12 in. square caissons.  The first 
comparison shown in Fig. 11 is for b/L = 0.184, d/L = 0.445 
and B = 0°.  The second comparison (Fig. 11) is for a series 
of tests where there are large deviations from the theory, 
that is, for b/L = 0.047, d/L = 0.115 and 3=0°,  In both 
cases the data obtained in the two flumes agree closely, 
giving an added degree of confidence to the experimental 
results. 

CONCLUSIONS 

An approximate method (Figs, 3, 4 and 5) based on 
the diffraction theory of MacCamy and Fuchs (6) has been 
developed to give the solution for the wave loads on a square 
caisson piercing the water surface.  The method has been 
found to be satisfactory for relative caisson sizes of b/L 
from 0.09 to 0.40, for relative water depths of d/L from 0.09 
to 0.79 and wave steepnesses up to 0.09.  For b/L and d/L 
less than 0.09, the theoretical method cannot be used except 
for waves of very low steepness, because viscous drag forces 
and non-linearity of the waves become important.  The above 
limits of applicability for the theory are the same whether 
the alignment of the square caisson is beam on to the waves, 
8 = 0°, or turned through an angle of 45° to this position. 
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FIG.2    MODEL   CAISSON  AND   FORCE   METER    (I2FTWAVE   FLUME) 
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CHAPTER 134 

WAVE PRESSURES 
ON LARGE CIRCULAR CYLINDRICAL STRUCTURE 

by Hiroshi Nakamura 
Civil Engineering Laboratory, Central Research Institute 

of Electric Power Industry, Chiba, Japan 

ABSTRACT 

The field observations on wave pressures on large circular cylindrical 
structures are performed at the cooling water intake structure for Hamaoka 
nuclear power plant, which is located at the coast of Pacific Ocean.  In 
this report, the results of the field observation on wave pressures are com- 
pared with the results of the calculation by small amplitude wave theory 
considering wave diffraction around the cylinder. 

1.   Introduction 

There are many researches on wave forces on circular cylinder.  If the 
diameter of circular cylinder is small in comparison with wave length, we 
can neglect the deformation of wave by cylinder and express wave forces as 
the sum of drag force and ihertial force in accordance with Morison's formula. 
But if the diameter of circular cylinder is large, Morison's formula become 
invalid, and we must consider deformation of wave around the cylinder. 

Wave forces on large circular cylinder are studied by Laird,!) McCamy 
and Fuchs 2) Bonnefille,3) Nagai and others,^) Chakrabatri,^) Watanabe and 
Horikawa,") Yamaguchi and Tsuchiya') and so on. Most of these studies are 
theoretically or experimentally in the laboratory.  Field observations on 
wave forces or pressures on large circular cylindrical structure are very 
rare. 

Though it is not easy to measure all factors govering the phenomena in 
field observation, we can confirm the results of theoretical calculations 
and experiments in laboratory. 

In this paper, the results of the field observations on wave pressures 
acting on large circular cylindrical structure are compared with the results 
of the calculation. 

Observations were performed at the cooling water intake structure for 
Hamaoka nuclear power plant. It is sited at the coast of Pacific Ocean in 
Japan (See Fig. 1) 

Cooling water intake structure is 600 m from shoreline.  The water depth 
at this site is about 9 m and bottom slope is 1/100.  The diameter of the 
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structure is 16 m, and its height above the bottom is 11.2 m.  (See Fig. 2) 

Since the diameter of this structure is large, the inertial force is 
rather predominant than the drag force in all wave condition if we assume 
that C = 2.0 and C = 1.0.  So it is possible to calculate the wave 
pressures on the structure by McCamy and Fuchs's formula. 

Intake structure has six intakes, and there is a circular projection 
below the intakes, and there are fenders above the still water level.  So it 
is not simple circular cylinder.  And its height above the still water level 
is low in order to avoid breaking wave forces.  But here it is assumed that 
the structure is circular cylinder, and the effect of wave overtopping is 
neglected.  Thus we compared measured pressures with calculated pressures. 
Of course measured pressures are due to irregular waves, and calculated 
pressures are due to replaced regular waves. 

2.   Theory 

(1) Wave pressures by small amplitude wave theory. 

Wave pressures around the large circular cylinder is expressed as Eg. 1., 
if we consider the cylindrical co-ordinate shown in Fig. 3.2) 

Z 
P 1    cosh kh (1 + h )   f ,Q    D.   lot    ,^ 

wH       2 (D-. cosh kh     '    ' L 

fO.f)--^ +2?  (i)P  (^p     (2) L    H 2 ( ^D_)     n-1     H t2) (2-f- ) 
0 L 

in which w is unit weight of water, p is wave pressure, H is height of pro- 
gressive wave, L is wave length, k is wave number, a is wave angular fre- 
quency, h is water depth, D is diameter of cylinder, Hn(2)' is derivative 
of Hankel function of the second kind of orders n, n is positive integer. 

(2)  Dimensional analysis of wave pressure on large circular cylinder. 

It is known a priori that wave pressure acting on large circular 
cylinder depends on the next parameters, if the roughness of structure surface 
is neglected, 

-£--£  (»,*,» -X-,    #,0)    (3) 
wH    1 v L' H* D.  D/gD'  h* 

in which V is coefficient of kinetic viscosity, g is acceleration of gravity. 

The fourth parameter on the right-hand side of Eg. 3 may be considered 
to represent the ratio of the Froude number to Reynolds number.  It may be 
disregarded as it seems to be small. 

Thus the dimensionless wave pressure acting on the side of circular 
cylinder could be written as 

-Z-.f ii5)       (4) 
wH    2 VD' H' D ' 
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In analysis of the results of field observation, the effects of para- 
meters in right-hand side of Eg. 4 on the value of P/wH are investigated. 

3.  Outline of observation 

Field observations have been performed for about two years from September 
in 1972.  (See Fig. 4) 

Eight pressure gauges were attached to the side of intake structure 
shown in Fig. 5.  Pressure gauges are strain-gauge type ones, and their range 
is from 0 to 2 kg/cm^. 

Wave gauge is set up in the offing.  Its distance from the shoreline 
is 950 m, and water depth at the wave gauge site is about 13 m.  Wave 
heights and pressures were often observed simultaneously, and about 170 data 
on the vertical and horizontal pressure distributions were recorded. 

Each datum was recorded for twenty minutes and we obtained highest 
pressures, significant pressures and so on from the records for twenty 
minutes. 

The analysis of the results of the observations is performed on the 
data that the highest wave height is more than 1 m. The range of the values 
of the highest wave height Hmax. wave period Tmax, water depth h, and di- 
mensionless parameters shown in right-hand side in Eg. 4 are as follows: 

Hmax :  1.0 - 8.9 m D/Lmax 0.11 - 0.34 
Tmax :  6.0 - 16.0 sec h/Hmax 1.1 - 16 
h :  8.4 - 10.0 m Hmax/D 0.06 - 0.56 

in which Lmax is a wave length of highest wave as small amplitude wave. 

4.  Results 

In order to compare the observed values with calculated values by Eg. 1, 
it is assumed that the highest pressure Pmax acting on the structure depend 
on the highest wave height, and the relations between dimensionless wave 
pressures and the dimensionless numbers shown in the right-hand side of 
Eg. 4 are investigated. 

In obtaining above-mentioned dimensionless numbers from field data, we 
assume as follows : 

a. The incident waves come shown in Figure 4.  In other words, point 
No. 2 and 4 are at 6 = 0. 

b. Progressive wave height at the site of intake structure equals to 
wave height obtained by wave gauge. 

c. Water depth at the site equals to one obtained from the tide curve 
at the Omaezaki Harbour, where is 8 km from the power station. 

(1)  Relations between D/Lmax and Pmax/wHmax 

Relations between D/Lmax and Pmax/wHmax are investigated from the 
field data at all pressure measured points.  The relations at the point 
No. 2 and No. 4 are shown in Fig. 6.  The curves in Fig. 6 are calculated 
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from Eg. 1.  Upper curve corresponds to the case of observed minimum water 
depth, and lower curve corresponds to the case of observed maximum water 
depth. 

The results of comparison of observed dimensionless pressures with cal- 
culated ones are as follows: 

a. Most of observed values are smaller than calculated ones at the 
deep part, but there are many observed values larger than calcu- 
lated ones near the still water level. 

b. In case of small values of D/Lmax, observed values of Pmax/wHmax 
are scattered above and below the calculated values. But in case 
of large values of D/Lmax, most of observed values of Pmax/wHmax 
are smaller than the calculated values. 

(2) Relations between h/Hmax and Pmax/wHmax 

Relations between h/Hmax and Pmax/wHmax in case of D/Lmax =0.15 
(0.14 - 0.16) and 0.20 (0.19 - 0.21) at the point No. 2 and No. 4 are shown 
in Fig. 7.  In this figure, calculated values of Pmax/wHmax are shown as 
solid line. 

In case of small values of h/Hmax, observed values of Pmax/wHmax are 
smaller than calculated values.  This is due to nonlinearity of wave, as 
pointed out by Yamaguchi and Tsuchiya.') 

In case of large values of h/Hmax, observed values are larger than 
calculated ones.  This reason is not clear.  But it is considered that the 
observational error is large if the wave height is small, and that the 
fenders near the still water level have influence to the observed wave 
pressures. 

(3) Relations between Hmax/D and Pmax/wHmax 

Relations between Hmax/D and Pmax/wHmax in case of D/Lmax = 0.15 and 
0.20 at the point No. 2 and No. 4 are shown in Fig. 8.  In this figure, cal- 
culated values of Pmax/wHmax are shown as solid line.  The observed values 
of Pmax/wHmax become smaller, as the value of Hmax/D become larger, and in 
case of small values of Hmax/D, observed values of Pmax/wHmax are larger 
than calculated values. 

(4) Vertical and horizontal distributions of wave pressures 

In case of D/Lmax+ 0.15 and 0.20, vertical distributions of observed 
and calculated wave pressures at 8 = 0 are shown in Fig. 9.  Horizontal 
distributions of observed and calculated maximum wave pressures at the 
slightly lower points than still water level are shown in Fig. 10. As 
shown in these figures, the observed values coincide fairly well with the 
calculated values, or the formers are smaller than the latters in case of 
h/Hmax < 4. 

Fig. 11 shows the horizontal distributions of observed and calculated 
wave pressures as maximum pressures occur at G = 0.  In this figure the 
observed values are larger than calculated values at the rear side of struc- 
ture.  This reason is not clear.  But it is perhaps due to the waves passing 
through the intakes. 
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(5) Applicable range of Eg. 1 

From the applicable point of view, it is necessary to know the appli- 
cable range of Eg. 1.  Comparing all field data with the results of theore- 
tical calculation, the applicable range is investigated.  Broken lines in 
Fig. 7 and 8 show the upper limit of observed values of Pmax/wHmax.  Such 
limits are obtained at the another measuring points, and applicable range of 
Eg. 1 shown in Fig. 12 is obtained. 

(6) Wave pressures on very large circular cylinder 

Calculations of wave pressures on large circular cylinder by small 
amplitude wave theory are not so precise, as it is described already. 
Recently calculations of wave pressures by finite amplitude wave theory are 
presented, but these calculations are very complicated.  So if we can use 
Eg. 1, it is very convinient. 

The results of the calculation by Eg. 1 for the side of circular island, 
which has a very large diameter, are shown in Fig. 13. 
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CHAPTER 135 

FORCES ON ROUGH-WALLED CIRCULAR CYLINDERS 

IN HARMONIC FLOW 

by 

Turgut Sarpkaya 
Distinguished Professor of Mechanical Engineering 
Naval Postgraduate School, Monterey, California 

ABSTRACT 

This paper presents the results of an extensive experimental investi- 
gation of the in-line and transverse forces acting on sand-roughened 
circular cylinders placed in oscillatory flow at Reynolds numbers up to 
1,500,000, Keulegan-Carpenter numbers up to 100, and relative roughnesses 
from 1/800 to 1/50. The drag and inertia coefficients have been determined 
through the use of the Fourier analysis and the least squares method. 
The transverse force (lift) has been analysed in terms of its maximum and 
root-mean-square values. In addition, the frequency of vortex shedding 
and the Strouhal number have been determined. 

The results have shown that all of the coefficients cited above are 
functions of the Reynolds number, Keulegan-Carpenter number, and the 
relative roughness height. The results have also shown that the effect of 
roughness is quite profound and that the drag coefficients obtained from 
tests in steady flow are not applicable to harmonic flows even when the 
loading is predominantly drag. 

INTRODUCTION 

The prediction of the forces generated by waves and currents remains 
as a basic problem in marine hydrodynamics. The complexity of the problem 
stems partly from the difficulty of accurately defining the kinematics of 
the flow field, partly from the difficulty of accounting properly for the 
effects of time-dependent separation and vortex shedding, and partly from 
the difficulty in extrapolating the laboratory findings to various condi- 
tions of the marine environment where three-dimensional effects and reduced 
spanwise coherence play important roles. 

The methods based on diffraction theory and classical hydrodynamics 
are applicable only to relatively simple cases, irrespective of the size 
and shape of the structure, where separation does not play an appreciable 
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role. It is a well-known fact that the shear-layer instability and the non- 
linear interaction between the shear layers lead to vortex shedding in 
steady flow past bluff bodies. The general characteristics of this shedding 
mechanism are fairly well understood through measurements, flow visualization, 
and numerical experiments for various bluff bodies, in particular for a 
circular cylinder held normal to the ambient flow. Any effect, such as the 
periodicity of flow, which interfers with the production of vorticity, 
position of the separation points, shear-layer instability, and the feedback 
mechanism causes additional time and history dependent non-linear inter- 
actions. The net effect of these interactions is to change the vortex 
shedding and hence the vortex-induced oscillations in both the forces and 
structure in both the in-line and transverse directions. The problem is not 
yet amenable to mathematical analysis and requires experiments of high 
intrinsic quality for at least a partial understanding of its many perplexing 
aspects. 

Much of the present knowledge on separated harmonic flows has been 
obtained by means of model tests at Reynolds numbers generally two to three 
orders of magnitude smaller than prototype Reynolds numbers. These model 
tests have relied heavily on the so-called Morison formula for expressing 
the force as the sum of a drag and inertia force. The values of the drag 
and inertia coefficients to be used in the Morison equation became the 
subject of many experimental studies in the last twenty years. The corre- 
lation of these coefficients with the relative amplitude of the waves (or 
the Keulegan-Carpenter number, hereafter referred to as K) has been 
generally inconclusive [1]. Furthermore, lift forces which are associated 
with vortex shedding have received relatively little attention. It thus 
became clear that much is to be gained by considering plane oscillatory 
flow about cylinders at high Reynolds numbers in order to isolate the 
influence of individual factors such as relative amplitude, Reynolds 
number, relative roughness, spanwise correlation, wall-proximity, etc. on 
vortex shedding and resistance. It is with this realization that a broad 
research program was undertaken to study the characteristics of periodic 
flow about bluff bodies. 

The results obtained with smooth cylinders in two U-shaped water 
tunnels have been previously reported by Sarpkaya [2-6]. The preliminary 
results obtained with rough-walled cylinders for one particular value of K, 
(K = 50), through the use of various types of distributed roughness elements 
(sand, sand paper, and polystyrene beads) have also been reported in [3] 
and [4]. 

The present paper deals with in-line and transverse forces acting on 
sand-roughened circular cylinders in harmonic flow in the range of Reynolds 
numbers from 10,000 to 1,500,000-, K values from about 4 to 100; and relative 
sand roughnesses from 1/800 to 1/50. 
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BACKGROUND ON THE EFFECTS OF ROUGHNESS 

Of the scores of papers dealing with fluid loading on offshore 
structures (see the reviews by Grace [7] and Hogben [8]), none seems to 
have treated the effect of roughness on the force-transfer coefficients. 
Yet it is a fact that the structures in the marine environment become 
gradually covered with rigid as well as soft excrescences. Thus, the 
fluid loading due to identical ambient flow conditions may be signifi- 
cantly different from that experienced when the structure was clean partly 
because of the 'roughness effect' of the excrescences on the flow and 
partly because of the increase of the 'effective diameter1 of the elements 
of the structure. 

In the absence of any data appropriate to the harmonic or wavy flows, 
it has been assumed that "the drag coefficients obtained from tests in 
steady flow" over artificially - or marine-roughened cylinders "are 
applicable to wave flows at least when the loading is predominantly 
drag" [9]. 

It is not generally appreciated that the consequences of all "nearly 
steady flows" are not always identical to those of "steady flows." The 
case in point is the harmonic flow under consideration. Even for large 
amplitudes of oscillations, there is only a finite vortex street comprised 
of vortices of nearly equal strength due to the "nearly steady" nature of 
the flow. As the flow reverses, the situation is not that of a uniform 
flow (with or without free stream turbulence) approaching a roughnened 
cylinder but rather that of a finite vortex street approaching a rough- 
walled cylinder. Such a flow cannot be regarded identical to steady flow 
with some turbulence of fairly uniform intensity and scale as the present 
results show. 

It is instructive to briefly review the salient features of the 
influence of roughness on the cross-flow around a cylinder in steady flow 
in order to delineate the differences between the steady, and harmonic 
flow about rough-walled cylinders. 

Among others, primarily the experiments of Fage and Warsap [10], 
Achenbach [11], Szechenyi [12], and Guven et al. [13] have shown that 
roughness in steady flow about a cylinder precipitates the occurrence of 
'drag crisis' and gives rise to a minimum drag coefficient which is larger 
than that obtained with a smooth cylinder. This is partly because of the 
transition to turbulence of the free shear layers at relatively lower 
Reynolds numbers due to disturbances brought about by the roughness 
elements and partly because of the retardation of the boundary-layer flow 
by roughness (higher skin friction) and, hence, earlier separation. 
Evidently, the drag crisis in steady flow about a roughened cylinder is a 
state even more precarious than that for a smooth cylinder for the 
occurrence of a laminar-separation and turbulent reattachment bubble is 
hastened by the retardation of the flow by roughness. It is also evident 
that the Reynolds number must be sufficiently high for a given roughness 
to bring about a drag crisis. 
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The conditions leading to the occurrence of the drag crisis are 
therefore quite important. Not only the relative size of the roughness 
elements but also their shape and distribution may be quite important in 
addition to the parameters characterizing the ambient flow about an other- 
wise smooth bluff body. It is in fact partly for the difficulty of 
uniquely specifying the 'roughness' and partly for the differences in other 
test conditions (free stream turbulence, relative length of the cylinder, 
end gaps, etc.) that there are considerable differences between the data 
reported by various workers, particularly in the drag crisis region. For 
example, the effective surface roughness may be larger or smaller than 
the nominal relative roughness based on the geometric size of the roughness 
element depending on the shape and arrangement of the roughness elements 
[14], Also, a higher turbulence level precipitates the drag crisis. Thus, 
the critical range is wider for higher free stream turbulence [13]. Attempts 
have been made [14] to experimentally determine an equivalent sand-grain 
roughness through the use of uniform flow in a channel. An equivalent 
roughness determined in this manner may not necessarily give a meaningful 
measure of the effect of roughness as far as the boundary layer flow over 
a circular cylinder is concerned. 

In the supercritical and transcritical regions, the drag coefficient 
for a roughened cylinder is considerably larger than that for a smooth 
cylinder primarily because of the larger wake which is brought about by the 
earlier separation due to the retardation of the boundary layer. Several 
facts are worth noting. Firstly, the transcritical drag coefficient 
depends on both the character of the flow and the surface condition of the 
cylinder. In other words, the particular value of the transcritical drag 
coefficient in steady flow over a roughened cylinder is not necessarily 
identical to that for a time-dependent flow over the same cylinder. 
Experiments with steady flow over roughened cylinders show that the drag 
coefficient in the transcritical region returns more or less to its steady 
sub-critical value. Other flows may exhibit a similar behavior provided 
that the spanwise coherence is maintained. In other words, the subcritical 
value of the drag coefficient for a given flow may give an indication of 
its transcritical value for the same flow over a roughened cylinder. 
Evidently, what is specified here is the functional dependence of velocity 
on time and not the magnitude of the characteristic velocity. 

Secondly, the larger the effective roughness, the larger is the 
retardation of the boundary layer. This leads to earlier separation and 
larger drag coefficient. Thirdly, the pressure distribution about the 
cylinder is affected not only by the location of the separation point but 
also by the development of the retarded boundary layer ahead of separation 
[13]. This in turn is affected not only by all the parameters character- 
izing the roughness but also by the character of the ambient flow (time- 
dependence, angle of attack, shear, turbulence, just to name a few of the 
parameters). 

It seems from the foregoing that the disturbances generated by the 
roughness elements cause an incalculable change in the critical region of 
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the flow and that a more thorough examination of the one-parameter 
characterization of roughness, k/D, is required in order to understand the 
effect of roughness, because the packing, size distribution, and shape may 
be important. Although, wind- and water-tunnel experiments on flow past 
rough-walled cylinders have been made for about 50 years, there is still a 
lack of precision in the definition of even the roughness let alone the 
force and pressure coefficients. The purpose of this paper is not to study 
this question but rather to show, among other things, that different types 
of roughness elements (sand paper, polystyrene beads, sand) can give rise 
to different drag-coefficient curves in the critical region appropriate to 
the particular flow. It is in fact partly for this reason that it has been 
thought advisable to investigate afresh the effect of roughness on cylinders 
in harmonic flow using only sand of uniform size and packing rather than 
three different types of roughness [3]. 

IN-LINE AND TRANSVERSE FORCES AND GOVERNING PARAMETERS 

The in-line force which consists of the drag force F. and the inertia 
force F7- is assumed to be given by [15] 

F = Fd + F. = 0.5CdLDp|U|U + 0.25CmLD
2Trp.dU/dt        (1) 

in which Cd and C represent respectively the drag and inertia coefficients 
and U the instantSneous velocity of the ambient flow. For an oscillating 
flow represented by U = -Umcose, with e = 2Trt/T, the Fourier averages of Cd 
and Cm are given by Keulegan and Carpenter as [16] 

Cd= -0.75/Vmcose/pUj.D)de (2) 

and 

V (^V/'^l/V^ine/pujLDlde (3) 

in which F represents the measured force. 

The method of least squares consists of the minimization of the error 
between the measured and calculated forces. This procedure yields [5] 

P 9 
Cdls= -(8/3TT)J (Fjcose[cose/PDLiyde      (4) 

and C , = C . Evidently, the Fourier analysis and the method of least 
squares yield identical Cm values and that the Cd values differ only slightly. 

The transverse force has been expressed in terms of the maximum lift 
coefficient defined by 

C^= (maximum amplitude of the transverse force in a cycle)/(0.5pDLU^) (5) 

In addition, the frequency of the oscillations of the transverse force and 
the Strouhal number have been evaluated. 
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It is recognized that the coefficients cited above are not constant 
throughout the cycle and are either time-invariant averages or peak values 
at a particular moment in the cycle.    A simple dimensional analysis of the 
flow under consideration shows that the time-dependent coefficients may be 
written as 

F/(0.5DLpUm) = f(UmT/D, iy)/v,  k/D, t/T) (6) 

in which P represents the in-line or the transverse force. Equation (6), 
combined with Eq. (1), assuming for now that the latter is indeed valid, 
yields 

Cd = f-,(K , Re, k/D, t/T) (7) 

Cm = f2(K , Re, k/D, t/T) (8) 

in which K = UmT/D and Re = UmD/v, and k/D represents the relative roughness. 
Evidently, it is assumed that the effect of roughness may be characterized 
by the parameter k/D alone, with k defined as the average grain size. 
Experiments necessary to obtain an equivalent sand height or some other 
representative length are costly and time consuming and are not available 
for the oscillating flow data analysed here. 

There is no simple way to deal with Eqs. (7) and (8) even for the most 
manageable time-dependent flows. Another and perhaps the only other 
alternative is to eliminate time as an independent variable and consider 
suitable time-invariant averages as given by Eqs. (2), (3), and (4). Thus, 
one has 

[Cd, Cm, CL, . . . . ] = f^K, Re, k/D) (9) 

It appears, for the purposes of Eq. (9), that the Reynolds number is 
not the most suitable parameter involving viscosity. The primary reasons 
for this are that the effect of viscosity is relatively small particularly 
for Re < 20,000 and that Um appears in both K and Re. Thus, replacing Re 
by g = Re/K = D2/vT in Eq. (9), one has 

C^a coefficient) = f^K, g, k/D) (10) 

in which g = D /vT and shall be called the 'frequency parameter.' 

From the standpoint of dimensional analysis, either the Reynolds 
number or g could be used as an independent variable. Evidently, g is 
constant for a series of experiments conducted with a cylinder of diameter 
D in water of uniform and constant temperature since T is kept constant in 
a U-shaped oscillating flow tunnel. Then the variation of a force coeffi- 
cient with K may be plotted for constant values of g. Subsequently, one 
can easily recover the Reynolds number from Re = gK and connect the points, 
on each g = constant curve, representing a given Reynolds number. 

From the standpoint of the laminar boundary layer theory, g represents 
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the ratio of the rate of diffusion of vorticity through a distance S 
(the boundary layer thickness) to the rate of diffusion through a distance 
D. This ratio is also equal to (D/fi)2 and, when it is large, gradients 
of velocity in the direction of flow are small compared with the gradients 
normal to the boundary, a situation to which the boundary layer theory is 
applicable. It should also be noted in passing that 8 is of special 
importance even for oscillations at very low Reynolds numbers. For example, 
for a cylinder or sphere undergoing harmonic oscillations without separation 
in a fluid otherwise at rest, the added mass and drag coefficients are 
uniquely determined in terms of 3 [17, 18]. 

A re-analysis of the data given by Keulegan and Carpenter [16] 
through the use of e> K, and Re in the manner just described clearly shows 
[3, 4] that (a) Cd depends on both K and Re and decreases with increasing 
Re for a given K; and that (b) Cm depends on both K and Re for K larger 
than approximately 15 and decreases with increasing Re. A similar analysis 
of Sarpkaya's data [2] also shows that Cj and Cm depend on both K and Re 
and that f^ increases with increasing Re. Notwithstanding this difference 
in the variation of Cm between the two sets of data, these results put to 
rest the long standing controversy regarding the dependence or lack of 
dependence of Cj and Cm on Re and show the importance of 8 as one of the 
governing parameters in interpreting the data, in interpolating the K 
values for a given Re, and in providing guide lines for further experiments 
as far as the ranges of K and 8 are concerned. 

BRIEF DESCRIPTION OF THE EXPERIMENTAL ARRANGEMENT 

The oscillating flow system consisted of a large U-shaped vertical 
water tunnel with a 3 ft by 3 ft test section. The cross-section of the 
two vertical legs is twice that of the test section. The two corners of 
the tunnel were carefully streamlined to prevent flow separation. The 
auxiliary components of the tunnel consisted of plumbing for hot and cold 
water, butterfly-valve system, and the air-supply system. Oscillations in 
the tunnel were obtained through the use of the butterfly valves (mounted 
on top of one of the legs of the tunnel) and a rack and pinion system 
actuated by an air-driven piston and a three-way control valve. The fluid 
oscillated smoothly with a period of T = 5.500 seconds. The elevation, 
acceleration, and the in-line and transverse forces were monitored 
continuously by means of appropriate transducers. The analogue traces 
were absolutely free from secondary oscillations so that no filters were 
used between the outputs of the transducers and the recording equipment 
(see sample trace in Fig. 1). 

Circular cylinders with diameters ranging in size from 2 inches to 
6.5 inches have been used in this study. The cylinders were turned on a 
lathe from aluminum pipes or plexiglass rods. The length of each cylinder 
was such that it allowed 1/32 inch gap between the tunnel wall and each 
end of the cylinder. A doubleball precision bearing was inserted at each 
end of the cylinder in aluminum housings which sealed the cylinder air tight. 
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In view of the 
discussion concerning the 
one-parameter characteri- 
zation of the roughness in 
terms of k/D, it was decided 
to use only one type of 
roughness element. The 
possible use of sandpaper, 
glass beads, wire screens, 
etc. was disregarded for 
they would have exhibited 
different packing as well as 
different size distribution 
characteristics. Clean sand 
was sieved through the use of 
standard ASTM sieves in order 
to obtain a given grain size. 

Each cylinder was 
mounted horizontally on a 
specially constructed, 
manually operated, rotating 
apparatus and covered with 
a thin layer of air-drying 
epoxy resin using a brush. 
When the epoxy coating 
reached a certain degree of 
consistency, then the finely pre-sieved sand was transferred into a slightly 
larger sieve and sprinkled over the rotating cylinder. Within about 10 
minutes, the epoxy hardened and the cylinder was left alone for the epoxy to 
cure. Then the cylinder surface was cleaned to remove excess sand and extra 
sand particles that at times attached to each other forming an easily 
breakable spike. This procedure has been followed for all cylinders and has 
invariably resulted in cylinders of roughness with perfect uniformity. A 
sample photograph of the rough surface, taken with a scanning electron 
microscope, is shown in Fig. 2. 

In order to determine 
the variation of the force 
coefficients with Reynolds 
number for a given 
Keulegan-Carpenter number 
and relative roughness, 
all cylinders were tested 
at the same relative 
roughnesses (k/D = 1/800, 
1/400, 1/200, 1/100, and 
1/50), and the experiments 
were carried out at three 
or four water temperatures. 

Fig. 1 Sample in-line force and acceleration 
traces. 

^^113^ 
Fig. 2   Distribution of sand particles, 

(k = 0.0055 inch). 
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Two identical force transducers, one at each end of the cylinder, were 
used to measure the instantaneous in-line and transverse forces. The gages 
had a capacity of 500 Lbf with an overload capacity of 200 percent. The 
deflection of the gages under 500 Lbf load was 0.01 inch. For the largest 
cylinder and amplitude encountered in the experiments, the maximum load 
was less than 200 Lbf, and the deflection of the beam was less than 0.008 
inches. 

The in-line and transverse forces were simultaneously recorded with 
the instantaneous acceleration on two two-channel Honeywell recorders 
running at a speed of 10 divisions per second. The amplitude of the 
transverse force, instantaneous value of the in-line force, and the flow 
characteristics such as UmT/D and Re were determined from these traces. 
The root-mean-square value of the lift force was determined for each cycle 
by reading the force at every division or 0.1 second intervals. 

Three transducers were used to generate three independent d.c. signals, 
each proportional to the instantaneous value of the elevation, velocity, 
and acceleration. These transducers were calibrated and their linearity 
checked before each series of experiments. In addition, the velocity at 
the test section was directly measured with a magnetic velocity meter. 
Suffice it to say that all four methods gave nearly identical results and 
yielded the amplitude, velocity, or acceleration, to an accuracy of about 
two percent relative to each other. These comparisons, as well as the 
perfectly sinusoidal and noise-free character of all pressure and force 
traces, speak for the suitability of the unique test facility used in this 
study. The additional details of the apparatus and procedure are given 
in Ref. [3]. 

DISCUSSION OF THE RESULTS 

The drag and the inertia coefficients, obtained through the use of 
equations (2) and (3) have been plotted for each cylinder and relative 
roughness as a function of K for various constant values of B- Then the 
Reynolds number for a particular value of K has been calculated simply 
through the use of Re = Kg. As described earlier, such a procedure 
enables one to express Cj or Cm as a function of the Reynolds number for 
a given K and k/D. In view of the fact that each coefficient depends on 
at least three independent parameters (Re, K, and k/D), it is not possible 
to show on two-dimensional plots the variation of either Cj or C• for all 
values of Re, K, and k/D. However, this difficulty is alleviated by the 
fact that the variation of a given force coefficient for a given Re and 
k/D is not very strong from one K to another. Thus it has been decided 
to choose five representative K values, namely K = 20, 30, 40, 60, and 100, 
to present the variation of Cj and C,,, with Re. 

Figures 3 through 12 show Cj and Cm for five values of K as a function 
of the Reynolds number. Each curve on each plot corresponds to a particular 
relative roughness. Also shown on each figure is the corresponding drag 
or inertia coefficient for the smooth cylinder at the corresponding K value. 
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The k/D = constant curves on each C(j plot are quite similar to those 
found for steady flow about rough cylinders [10-13]. For a given relative 
roughness, the drag coefficient does not significantly differ from its 
smooth cylinder value at very low Reynolds numbers. As the Reynolds number 
increases, Cd for the rough cylinder decreases rapidly, goes through the 
region of drag crisis at a Reynolds number considerably lower than that for 
the smooth cylinder and then rises sharply to a nearly constant transcritical 
value. The larger the relative roughness the larger is the magnitude of the 
minimum Cj and the smaller is the Reynolds number at which that minimum 
occurs. However, there appears to be a minimum Reynolds number below which 
the results for rough cylinders do not significantly differ from those 
corresponding to smooth cylinders. In other words, the Reynolds number 
must be sufficiently high for the roughness to play a role on the drag and 
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flow characteristics of the cylinder. 

The figures for the drag coefficient also exhibit a few other in- 
teresting features. First, even a relative roughness as small as 1/800 
can give rise to transcritical drag coefficients which are considerably 
higher than those for the smooth cylinder. Secondly, the asymptotic 
values of the drag coefficient for roughened cylinders (e.g., k/D = 1/100), 
within the range of Reynolds numbers encountered, can reach values which 
are considerably higher than those obtained with steady flows over cylinders 
of similar roughness ratios. In other words, it is not safe to assume 
that the transcritical drag coefficient in harmonic flows will be identical 
to those found in steady flows and will not exceed a value of about unity. 
On the basis of the present results it may be said that such a conjecture 
is not accurate even for K values as large as 100 (corresponding to a wave 
height-to-diameter ratio of about 30). It is therefore important to 
remember that the effect of roughness depends not only on the relative 
size of the roughness element but also on the characteristics of the ambient 
flow as well as on the body about which this flow takes place. The charac- 
teristics of the ambient flow determine to a large extent the state of the 
flow (subcritical, critical, and transcritical) during a given cycle of 
oscillation. The geometry of the body dictates, together with the flow, 
the variation with time of the separation points. It is therefore not 
easy to draw a parallel between the behavior of steady flow and that of 
harmonic flow over a smooth and rough cylinder. In fact, the steady as 
well as the oscillating flow results for rough cylinders show that, in 
either case, the transcritical drag coefficient nearly returns to its 
subcritical values. 

The Reynolds number at which the drag crisis occurs gives rise to an 
'inertia crisis.1 In other words, for a given relative roughness, Cm rises 
rapidly to a maximum at a Reynolds number which corresponds to that at which 
Cj drops to a minimum. At relatively higher Reynolds numbers, Cm decreases 
somewhat and then attains nearly constant values which are lower than those 
corresponding to the smooth cylinders. It is also apparent from the 
inertia coefficient curves that the smaller the relative roughness the 
larger is the maximum inertia coefficient. For relatively smaller roughnesses 
such as k/D = 1/800, the terminal value of Cm is nearly equal to that of a 
smooth cylinder. The behavior of Cm is not entirely unexpected. It has 
long been noted [16] that whenever there is a rise in the drag coefficient, 
there also is a decrease in the inertia coefficient. 

Before closing the discussion of the drag and inertia coefficients, 
it is necessary to point out the remarkably consistent behavior of the 
data points, particularly for CJ. Perhaps it would not have been too 
surprising had the data been obtained for one relative roughness through 
the use of only one cylinder. In the present investigation, the use of 
several cylinders and several temperatures for a given cylinder always 
provided data for nearly identical k/D, Re, and K values. For instance, 
the Cjj and Cm values obtained at a given K, Re, and relative roughness k/D, 
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using a 5 inch cylinder at a low temperature corresponds to the Cj and 
Cm values using a 4-inch cylinder at a high temperature. Remembering the 
fact that not only the actual size of the cylinders but also the size of 
the sand grains differed in order to obtain the same k/D, and the fact 
that the experiments were carried out at different temperatures and times, 
one fully realizes that the correlation of the data and the relatively 
small scatter are indeed quite remarkable. This is due not only to the 
repeatability of the tests but also due to the vibration-free operation 
of the entire tunnel system. 

The correlation length along the cylinders was not directly measured. 
However, one series of experiments was conducted with a 2.18-diameters 
(12 inches) long, centrally located, section of a 5.5 inch cylinder which 
'floated' on the ends of the force transducers with small gaps (1/32 inch) 
between the section and the rest of the rigidly supported 12-inch long 
sections. The floating and the dummy sections were coated with sand for 
a relative roughness of k/D = 1/100. The comparison of the lift, drag, 
and inertia coefficients obtained with the short section with those 
obtained with the longer section spanning the entire test section has 
shown (at least for five Reynolds numbers, five K values, and one k/D) 
that the two sets of coefficients are nearly identical. Evidently, the 
force-cancelling effects of phase shifts which may have been brought about 
by three-dimensional effects were either insignificant or non-existent. 
Thus, it is concluded that both the three-dimensionality effects and the 
boundary-layer effects play very little or no role in the present expri- 
ments. However, the comparison of the results shown in Figs. 3 through 
12 with the previously reported [4, 6] preliminary results for K = 50 
alone indicates the effect, particularly in the drag-crisis region, of 
the type of roughness element used on the variation of the force-transfer 
coefficients with the Reynolds number. Previously, sand paper, sand, and 
polystyrene beads were used as roughness elements for a given cylinder in 
order to achieve the desired relative roughness in a given Reynolds number 
range. A detailed study of the effective roughness of each type of 
roughness element and the discussions with the manufacturer have shown 
that the effective roughness of the sand paper is larger than the height 
of the mean sand particles applied on it. Furthermore, the gluing of the 
sand paper on the cylinder invariably resulted in a 'joint' along the 
cylinder which might have generated larger disturbances and promoted 
earlier transition. The polystyrene beads, on the other hand, present 
an effective-roughness height which is often smaller than their actual 
size [14]. In spite of these differences in the 'effective roughness' of 
various types of roughness elements, however, the terminal values of the 
drag coefficients in the transcritical region remained practically the 
same for a given actual effective relative roughness whether the data 
were obtained with sand alone or with a combination of other roughness 
elements. Evidently, it will be most interesting and desirable to carry 
out similar experiments with cylinders roughened in the ocean environment. 
The testing of such cylinders with steady uniform flow [9] is not sufficient 
for the purposes under consideration, namely the determination of the 
fluid loading on offshore structures. 
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APPLICABILITY OF MORISON'S EQUATION 

Since its inception, questions have been raised regarding the 
applicability of Morison's equation to time-dependent flows in general 
and to wavy flows in particular. It has been known that the equation 
predicts quite accurately the in-line force for both very small values of 
K (K smaller than about 10) and for large values of K (K larger than about 
20). For intermediate values of K, differences have been observed between 
the measured and calculated values. These differences have been attributed 
either to the imprecise measurement of the kinematics of the flow or to 
the shortcomings of the equation. It is now realized that not only these 
two factors (namely the heuristic nature of the equation and the difficulty 
of measuring the local velocities and accelerations) but also the three- 
dimensional nature of the wavy flows and decreased spanwise coherence 
must be partly responsible for the differences between the measured and 
calculated forces. In fact, it would have been extremely difficult to 
draw meaningful conclusions concerning the applicability of Morison's 
equation through the use of the field data. It is only through the use 
of carefully conducted two-dimensional harmonic flow experiments that one 
can ascertain the degree of applicability of Morison's equation. 

Figure 13 shows the calculated and measured forces normalized by 
0.5pDLU^ together with the normalized velocity and the difference between 
the measured and calculated forces for a relatively large value of K. 
It is evident that there is often a remarkable correspondence between 
the measured and predicted forces particularly for K values larger than 
about 20. This is also true for K values smaller than about 10. In the 
disturbance-sensitive region of vortex formation, the onset of asymmetry 
(K = 4.5) and the subsequent growth and shedding of single or alternating 
vortices have profound effects not only on the measured in-line force but 
also on the coefficients calculated. Morison's equation assumes that the 
in-line force F is an odd harmonic function, i.e., F(e) = -F(e+ir), for a 
flow represented by U = -Umcose. Thus, the drag and inertia coefficients 
calculated through the use of an in-line force for which F(e) j*-F(e+ir) 
are not quite correct. Thus, it is clear that part of the reason for the 
larger differences between the measured and calculated forces even in two- 
dimensional harmonic flows is due to the use of the force-coefficient 
expressions [Eqs. (2) and (3)] which are derived by assuming the in-line 
force to be given by an odd harmonic function. In the range of K values 
from about 10 to 20, particularly for low values of Re, this assumption is 
not quite correct as evidenced by the present experiments [3, 4, 6], 

The reason for the asymmetry in the magnitude of the in-line force 
and the differences between the measured and calculated forces is primarily 
the fractional shedding of vortices and vortex induced oscillations in the 
in-line force. It is a well-known fact that in steady flow the vortex 
shedding causes a gradient of fluctuating pressure across the body and 
gives rise to periodic force fluctuations in the in-line force. In harmonic 
flow, the fully grown vortices move back and forth about the cylinder and 
do not necessarily shed alternatingly. Thus, it is possible that the 
oscillations in the in-line force due to eddy shedding are relatively larger 
than those in steady flow. The effect of these oscillations may be incor- 
porated into Eq. (1) as follows, 
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F/(0.5PDLlj2) = (ir2D/UmT)Cmsine - Cd|cose|cose - nCLcos(St.K.e -$)  (11) 

in which TI represents a coefficient, nCj_ the amplitude of the normalized 
difference between the measured and calculated forces, St the Strouhal 
number defined by fyD/Um with fv as the frequency of lift oscillations, 
and <(> the phase angle. In the range of K values from 10 to about 15, 
St.K should be taken equal to 3. For larger values of K, St.K may be 
taken equal to 0.20K. Extensive calculations through the use of appropriate 
values of the parameters cited above with n = 0.1 have shown that the 
above equation considerably reduces the difference between the measured and 
calculated in-line forces. These calculations will not be reproduced here 
for their purpose was simply to demonstrate that the eddy-induced in-line 
oscillations can account for most of the error in the predictions of the 
Mori son equation in the range of K values from 10 to about 20. For larger 
K values, the predictions of the Mori son equation are indeed excellent as 
evidenced by Fig. 13. 

FMEASured 

FCALCULATED 

calculated forces for large values of K and Re. 
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In considering the relevance of the coefficients presented herein 
and of the equation devised by Morison to wave induced loads on offshore 
structures, it is of course important to take into account the differences 
between uniform two-dimensional harmonic motion and the wave motion where 
the velocity vector both rotates with time at a point and decays in 
magnitude with depth. The spanwise variations of the flow in general lead 
to reduced spanwise coherence. It is safe to assume that both the three- 
dimensionality of the flow and the reduction of the correlation length 
along the cylinder, in an ocean environment, tend to increase the base 
pressure and thus give rise to transcritical drag coefficients which are 
smaller than those obtained with purely two-dimensional flows. The drag 
coefficients presented herein obviously represent their maximum possible 
values since they have resulted from a uniform, two-dimensional flow where 
the instantaneous wake of the cylinder has the highest possible degree of 
spanwise coherence. The similarity between the reduced drag coefficient 
due to lack of spanwise coherence in wavy flows and the drag coefficient 
in steady flows (both for roughened cylinders) is pure coincidence and 
certainly the wrong reason in arriving at the right value. It is rather 
unfortunate that even the experiments with wavy flows cannot be expected 
to isolate the effect of reduced spanwise coherence since such experiments 
surely bring in other factors whose influence is combined in a complex way 
with that of the reduced correlation. Thus, the value of the results 
presented herein lies in the fact that the designer now knows the maximum 
possible value of the coefficients under consideration, if not the values 
which might be more appropriate to the conditions under which the structure 
must survive and function. These conditions might include, among other 
things, currents and wave induced oscillations. Under these circumstances, 
the coefficients obtained either with two-dimensional harmonic flows or 
with waves without a current superimposed on them cannot be expected to apply 
to the design of the structures. Furthermore, the equation proposed by 
Morison needs major changes to accommodate the existence of the currents. 

TRANSVERSE FORCE 

The transverse force coefficients for smooth cylinders have been 
presented in Refs. [3, 4, 6]. The results for the rough cylinders are 
presented in Fig. 14 as a function of K for various values of e and one 
particular value of k/D. Additional details and data may be found in [19]. 

Evidently, CL does not vary appreciably with either g or Re. The data 
presented in [19] for other values of k/D show that C|_ does not vary with 
k/D also within the range of the parameters encountered. If there is some 
variation with these parameters (Re and e), it is certainly masked by the 
scatter in the data. The transverse force coefficient inevitably exhibits 
a larger scatter than that for the in-line force coefficients because of 
the somewhat random nature of the shedding of the vortices. Consequently, 
it is not too uncommon to obtain a variation of 20-25% for a given K value. 
This fact is of importance in discussing the effect of the Reynolds number 
on the lift coefficient. 
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Fig. 14 Transverse force coefficient for various values of $ for k/D - 1/200. 

Also shown in Fig. 14 is the lift coefficient for smooth cylinders for e in 
the range 1000 to 2000. It is rather surprising that the smooth cylinder 
data at relatively low values of $ form more or less the upper limit of the 
rough cylinder data. In other words, the lift coefficient for rough cylinders 
does not depend on Re and become almost identical with those for smooth 
cylinders at very low Reynolds numbers. The consequences of this observation 
for model testing purposes are rather obvious. 
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As noted earlier, the alternating nature of the transverse force is 
as important as its magnitude. It is for this reason that the frequency 
of the alternating force has also been calculated [14]. A close examina- 
tion of the frequency ratios shows that fr/K remains essentially constant 
at a value of about 0.22. To be sure, there are variations from one 
cylinder to another and from a given combination of Re and K to another 
one. Nevertheless, the Strouhal number (St = fvD/Um = fr/K) is fairly 
constant for all roughnesses, relative amplitudes, and Reynolds numbers 
larger than about 20,000. This fact is of special importance in 
determining the in-line and transverse vibrational response of the 
elements of a structure to wave-induced transverse forces. Once again 
it should be kept in mind that the spanwise coherence along a vertical 
cylinder in the ocean environment is reduced by the variation of the 
velocity vector with time and depth and that the coefficients presented 
herein represent the maximum possible values of the transverse force. 

CONCLUSIONS 

The extensive investigation of the in-line and transverse forces on 
roughened circular cylinders in harmonic flow warrants the following 
conclusions: 

1. The drag and inertia coefficients depend on Re, K, and k/D. The 
effect of size distribution and packing of the grains has been minimized 
by using only sand and applying it as uniformly as possible over the test 
cyli nders; 

2. The drag coefficient undergoes a 'drag crisis' depending on the 
relative roughness and rises to an asymptotic value within the range of 
Reynolds numbers tested. The asymptotic values of the transcritical drag 
coefficient are larger than those corresponding to the smooth cylinder 
case. Furthermore, the larger the relative roughness the larger is the 
asymptotic value of the drag coefficient; 

3. The inertia coefficient also undergoes an 'inertia crisis' at Re 
values corresponding to the 'drag crisis' at which Cffl reaches a maximum 
value and then asymptotically decreases. The terminal values of Cm depend, 
as in the case of C^, on K and k/D; 

4. The predictions of the Morison's equation through the use of the 
Fourier-averaged drag and inertia coefficients are in excellent agreement 
with the measured forces in the range of K values smaller than about 10 
and larger than about 20; 

5. Within the range of parameters tested, C|_ does not depend oh Re. 
Its distribution is, surprisingly enough, very close to that obtained with 
the smooth cylinders at very low Reynolds numbers. The Strouhal number for 
rough cylinders remains nearly constant for all Reynolds numbers at about 
0.22 with the possible exception of those at very low Reynolds numbers. 
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CHAPTER 136 

High Reynolds Number Oscillating Flow by Cylinders 

by 

Tokuo Yamamoto 

and 

John H. Nath2 

ABSTRACT 

In order to determine the added mass, drag and lift coefficients 
of a smooth cylinder at various distances from a plane boundary, 
the forced cylinder oscillation tests at high Reynolds number 
105 to 106 and the wave force tests at moderate Reynolds number 
101* to 105 have been carried out at the Wave Research Facility 
at Oregon State University. 

It is found that the drag, lift and added mass coefficients are 
all strongly Reynolds number dependent.  The effect of the near 
by plane boundary is to increase all of the force coefficients 
two to four times as compared to the free stream flow values. 
This is a most important factor to be aware of for design purposes. 
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INTRODUCTION 

Fluid forces on submerged cylinders are important to ocean engineers 
who have to design pipe-like structures which are subjected to 
environmental fluid-dynamic loads.  Some typical structures are sub- 
merged oil pipelines, ocean outfalls, offshore drilling rigs, sub- 
merged oil storage tanks and mooring cables.  Although this subject 
has been investigated by many investigators for several years, the 
problem has not been completely understood because of the very com- 
plicated nature of the flow.  These forces are influenced by Reynolds 
number, cylinder roughness, angle of skew, free stream turbulence, 
formation and collapse of the wake and the proximity of the free 
surface, the ocean bottom and other cylinder members. 

This subject is a continuing study at Oregon State University.  Rigid 
cylinders subjected to flow that is perpendicular to the central axis 
are considered as a beginning investigation to more general conditions. 
An extensive literature review was made early in the study (8).  The 
influence of a plane boundary was first treated analytically in (8, 9). 
The theory has been extended to a group of cylinders (7) and applied 
to various types of engineering problems (10, 11). 

Experimental verification of the theory was made for the simple case 
of a cylinder near a plane boundary (3,4,7,8,11).  An excellent agree- 
ment between theory and experiment was obtained for the case when 
wake formation is small (A/D<1.5 where A = the double amplitude of 
water particle displacement relative to the cylinder, and D = cylinder 
diameter).  For the cases of large wake formation (A/D>1.5) the experi- 
mental results deviate considerably from potential flow theory. 

The above results suggest that the real fluid oscillatory flow around 
rigid cylinders can be classified into two major flow situations; 
1) the potential flow, and 2) wake flow.  The classification of these 
two flow situations is discussed briefly in the following. 

Potential Flow.  If the thickness S   of the boundary layer on the 
cylinder is small compared to the cylinder diameter and if the boundary 
layer does not separate, the flow around the cylinder can be essentially 
modeled with the potential flow theory.  The thickness of the laminar 
boundary layer on the cylinder may be given by 

(1) 

in which 

C is a constant slightly dependent on the diameter of cylinder 
(for a flat plate C = 2TT , Ref. 12) 
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\» = kinematic viscosity 

a) = 2n/T where T = period of oscillation. 

The relative boundary layer thickness may be defined as 

** = whr  = 2C   •Sr = r-  v^ (2) 

Sarpkaya (4) claims that D2u/v (which he calls the (S - parameter) 
is very important in oscillatory flow, without physical explanation. 
From Eq. (2), B is related to S*   as 

6* = 4TT  v7"!" (3) 

The ranges of the oscillation period for ocean waves and for earth- 
quake ground motions are about 1 to 15 sec. and . 1 to 1 sec, 
respectively.  According to Eq. 1, the boundary layer thickness 
ranges from 2.43 to 9.35 mm for ocean waves and .76 to 2.42 mm for 
earthquakes.  This is small compared to the diameter of structural 
members for offshore structures which range from about 100 to 2000 
mm.  However, the boundary layer effect may not be negligible for 
small size models of offshore structures in laboratory experiments. 

Due to the oscillatory nature of the flow, the boundary layer on 
the cylinder surface does not separate (or the wake formation after 
separation is small) if the amplitude of water particle displacement 
to the cylinder diameter is A/D<1.5. 

The authors have derived a closed form analytical solution for the 
hydrodynamic forces on any number of cylinders which may move in 
any manner as shown in Ref. (7).  Several practical examples were 
solved (9, 10, 11). 

Wake Flow.  If the amplitude of the water particle displacement is 
large compared to the cylinder diameter, or A/D>1.5, the boundary 
layer separates from the cylinder surface and a wake forms.  The 
characteristics of the wake depend on the maximum Reynolds number, 
U D/v, as well as the wake parameter, A/D, where U = maximum 
water particle velocity relative to the cylinder.  Since no complete 
theory is available for the prediction of hydrodynamic forces on 
cylinders in the wake flow situation, they must be determined experi- 
mentally. 

The data in the open literature to date are limited to the lower 
values of U D/v and A/D and only for the free stream flow condition 
(1,6).  The present investigation considerably extends the range of 
the parameters to higher values and generates information for various 
values of e/D for the first time (e = the gap between the cylinder 
and a near by plane boundary). 
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An experiment specially designed to generate the hydrodynamic force 
coefficients at high Reynolds numbers (IxlO5 to 1.05xl06) and large 
wake parameters is reported on herein.  Newly generated wave force 
data with moderate Reynolds numbers (IxlO1* to IxlO5) are also 
presented. 

OSCILLATING CYLINDER EXPERIMENTS 

In order to investigate the oscillatory flow around cylinders with 
a large wake formation at high Reynolds numbers, the experiments 
were conducted at the Wave Research Facility at Oregon State 
University.  The facility has a wave and towing basin which is 
104m long, 3.66m wide and generally 4.57m deep.  The overall view 
of the experimental setup is shown in Fig. 1.  The 30cm (12 in; 
diameter test cylinder, which nearly reaches across the width of 
the wave basin, (3.66m) was forced to oscillate in a large mass of 
water which is otherwise still.  The wave board, with a 150 horse- 
power motor and piston, was used to move the cylinder through a 
cable linkage as shown.  A dam was constructed to keep the wave 
board dry.  The motion of the wave board was amplified and trans- 
mitted to the test cylinder through the wire ropes and sheaves. 
Wire ropes were anchored on the amplifier sheaves to avoid any 
possible slips and were tensioned by spring pulleys.  The maximum 
amplitude of cylinder motion was 6m.  The cylinder was located 2m 
from both the basin bottom and the free surface and 12m from the 
dam, to best approximate the free stream flow condition. 

To investigate the effect of a near by plane boundary, a movable 
concrete false bottom covering the 12m section below the cylinder 
was located at various distances from the cylinder.  The test cylinder 
is detailed in Fig. 2.  The 76cm long test section is suspended 
between two dummy sections by two elastic bars on which strain gages 
were attached to measure the horizontal and vertical component of 
forces.  Two accelerometers were attached to the inner cylinder to 
measure the horizontal acceleration of the cylinder.  The total 
amplitude, A, of cylinder displacement was measured by eye. 

Four amplitudes were studied, i.e. A/D =20, 15, 10 and 5.  For each 
amplitude, the frequency of oscillation was varied to cover the 
maximum cylinder velocity, U , from .3 to 4.27 m/sec.  The horizontal 
accelerations together with The wave board displacement were simul- 
taneously recorded on a photosensitive strip chart recorder. 

It should be noted that the flow past a stationary object is hydro- 
dynamically equivalent to the flow due to the same object moved in 
the otherwise still fluid as long as the fluid is incompressible. 
The only difference is that the object in the moving fluid experiences 
an extra force, which is equal to the displaced mass of the fluid 
times the ambient fluid acceleration, due to the pressure field 
necessary to accelerate the fluid. 
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WAVE FORCE EXPERIMENTS 

In order to investigate the oscillatory flow around cylinders in 
a large wake flow situation at moderate Reynolds numbers (lxlO1* 
to 1x10s), wave force experiments were also made at the Wave 
Research Facility.  A 76mm diameter horizontal cylinder was instru- 
mented and mounted at various distances from a false bottom in 2m 
water.  The horizontal and vertical forces, together with the water 
surface fluctuation, were recorded simultaneously.  Since the detail 
of similar experimentation has been reported in our previous paper 
(Ref. 4), it will not be repeated here again. 

ANALYSIS OF EXPERIMENTAL DATA 

The analysis of the data from the oscillating cylinder tests and 
the wave force tests was based on the Morison equation.  The 
horizontal force F (t), on a cylinder undergoing sinusoidal motion 
may be given in the form of the Morison equation as 

Fx(t) = CD -| pDL |x(t)|x(t) +(CM  |~plrD
2L+M) x (t)   (4) 

wherein x(t) is the cylinder displacement from the neutral position 
and • and •• on x designate d/dt and d2/dt2 respectively, p = 
density of fluid, C_ = drag coefficient, CM = added mass coefficient 
and L = the length of test cylinder, M = mass of test cylinder. 

For a sinusoidal motion, x(t), x(t) and x(t) are given as 

x(t) = —|- sin uit (5) 

x(t) = ^|- cos uit (6) 

A*2 

2 

From Eq. 6, the maximum velocity U 

x(t)= - ~-  sin at (7) 

The maximum acceleration U  is given as 

u = Agi 

(8) 

(9) 

For a sinusoidal motion x(t) vanishes when x(t) is maximum and 
vice versa.  In a very simple analysis, C_ and C„ is often evaluated 
by measuring the horizontal force F_ at tne instant of maximum 
ambient velocity and the force FM ax the instant of maximum accelera- 
tion M 
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For the simple  approach, 

CD = 
FD 

4   pDL  U^ 

and 

CM = 
F 

M M 

J   pirD2L  U i   pnD2L 

(10) 

(11) 

The measured cylinder motion was fairly sinusoidal.  The maximum 
horizontal force at A/D = 15 and 20 occurred at the instant of 
maximum velocity.  This indicates that there is no phase lag between 
the drag force and the ambient velocity.  Thus, the simple approach 
was used in this paper.  Some data from the forced cylinder oscilla- 
tion tests were also recorded in digital form on magnetic tapes. 
If time and opportunity permit in the future, the least squared 
time average method used in Refs. 1 and 6 will be applied to the 
digital data to see the difference in the values C_ and CM determined 
by the two methods. 

The lift coefficient, C   is defined from the maximum vertical force, 
FT, and the maximum velocity, U , as 

Li m 

CT =  k  (12) 
"L 

PDL U2 

In Eqs. 10, 11 and 12, U was computed from the measured value of 
A and a  and Eq. 8, and U was directly obtained from the measurement. 
The error between the measured value of U and the computed value 
from Eq. 9 using measured values of A and ID was usually small.  For 
each run (which included several oscillations) the ensemble average 
of four to six samples was used to determine the force coefficients. 

From wave force data, C  and C. were also evaluated based on Eqs. 10 
and 12 utilizing the Airy wave theory and measured wave height and 
frequency. 

EXPERIMENTAL RESULTS 

Experiments were carried out for the following combinations of the 
parameters, e/D, A/D and U D/v: 

Oscillating Cylinder Tests (D=30cm) 

e/D  : 6, 1, 0.5, 0.25, 0.083 
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Oscillating Cylinder Tests (D=30cm) continued 

A/D  : 20, 15, 10, 5 

UmD x 10-5 10.5, 7.88, 5.25, 2.63, 1.31 

Note:  The maximum value of m depends on A/D. 
v 

Wave Force Tests (D=7.62em) 

e/D  : 3, 1, .5, .33, .063 

A/D  : 3.5 to 33 

V  : 104 to 105 
v 

Example Data.  Typical force, acceleration and displacement records 
from the cylinder oscillation tests are shown in Fig. 3 for e/D = 6, 
A/D = 10 and 0D/v = 5.25 x 105, and in Fig. 4 for e/D = 0.083, 
A/D = 10 and U D/\> = 5. 25 x 105.  The cylinder acceleration is fairly 
sinusoidal and has practically no phase lag with the wave board 
displacement.  This is a good indication that the actual cylinder 
motion was approximately sinusoidal. (Because of small cable slack, 
the motion of the cylinder cannot be exactly sinusoidal.)  The high 
frequency noise at about 8 Hz is due to the natural vibration fre- 
quency of the test cylinder in water. 

Compare the vertical forces for e/D = 6 and .083.  For the free 
stream flow condition, e/D = 6, the lift force fluctuates equally up 
and down at six times the oscillation frequency for this particular 
condition.  This is due to the alternating vortex shedding.  However, 
for the near-bottom flow condition, e/D = .083, the lift force is 
toward the boundary or downward during a very short period where the 
velocity is small, but for the remainder of the flow cycle, where 
the velocity is significantly large, the lift force is away from the 
boundary, or upward.  The explanation for this is that due to the 
oscillatory nature of the flow, there is a moment where the wake 
does not clearly exist, so the force is toward the boundary as for 
the potential flow condition.  But as soon as the wake is clearly 
formed, the force becomes upward, due to the assymetric flow due to 
the near by boundary.  For this case, the lift force always fluctuates 
at twice the flow oscillation frequency. 

This effect of a near by boundary may be important with regard to the 
design of submerged pipelines. 
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The force coefficients, C_, CM and C. , are plotted versus the Reynolds 
number, U D/v, with the wake parameter, A/D, and the relative gap, 
e/D, as parameters, and are discussed in the following section. 

Drag Coefficient. The plots of the drag coefficient versus the Reynolds 
number for the "free stream" flow condition are shown in Fig. 5.  Actual 
values of e/D are 6  and 3 for oscillating cylinder tests and wave 
force tests, respectively.  The general trends of the oscillatory 
cylinder data and the wave force data match continuously.  This may be 
a good indication of the physical similarity between the two flow con- 
ditions.  The oscillatory flow data (1,6) and the steady flow data (5) 
available in the literature are also shown for comparison. 

The oscillatory flow results from the three investigations agree fairly 
well.  For the range of the wake parameter studied, i.e., A/D from 
3.5 to 33, Cn from oscillatory flow varies gently as U D/v varies from 
10* to 10*.  This is dlstinguisably different from the well known 
steady state data which has an abrupt transition of the high subcritical 
value of Cj. to the low supercritical value. 

Does the oscillatory flow value of C„ approach the steady state value 
as A/D approaches infinity? This question  still remains to be answered. 

The.plots of Cn vs. D D/v for the near boundary flow condition (e/D = 
.083 for the oscillating cylinder tests and e/D = .063 for the wave 
force tests) are shown in Fig. 6.  The general tendency is similar to 
that of the free stream flow case except that the value of C_ for this 
case is considerably higher than that for the free stream flow.  The 
steady flow data by Jones (2) happens to give a lower limit of the 
oscillatory flow data shown. 

Similar plots for three intermediate values of e/D were made but are 
not shown here because of space limitation.  The general trends are 
similar to those in Figs. 5 and 6 but the value of C varies depending 
on e/D. 

The plots of C_ versus U D/v at the largest A/D = 20 are shown in Fig.7. 
As noted before, the general trends are the same for all e/D.  The 
value of C„ decreases until it reaches the minimum at D D/v = about 
3xl05, then it increases gradually as U D/v increases from 10* to 106. 
The absolute value of Cn increases as the cylinder approaches the boundar; 
The value of C_ for the near boundary flow (e/D = .083) is about two 
times as large as that for the free stream flow.  This is probably due 
to the flow blockage effect of the plane boundary. 

Added Mass Coefficient. The added mass coefficient, CM, obtained from 
the oscillating cylinder tests is plotted versus tLD/v for the free 
stream flow condition (e/D = 6) in Fig. 8.  The dama from the present 
study are compared with the data by other investigators.  Again, all 
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of the data agree fairly well.  The value of CM increases gradually 
until it reaches the maximum at about U D/v = 3xl05, then it decreases 
gradually as D D/v increases from 101* to 106.  The experimental value 
of C„ is always1 smaller than the theoretical value (C„ = 1.0). This 
is due to the wake effect which strongly depends on tHe Reynolds 
number, U D/v.  The effect of A/D on C„ is not so clear, m ' '      M 

Similar plots for the near boundary flow condition (e/D = .083) are 
shown in Fig. 9. 

The plots of C„ versus U D/v at A/D = 20 are shown for various values 
of e/D in Fig. 10.  The Theoretical value of C„, which is independent 
of U D/v, increases from 1.0 to 2.3 as the cylinder approaches from 
the Tree stream to the plane boundary.  The experimental value of CM 
increases by the same order of magnitude as e/D decreases, but is 
strongly dependent on the Reynolds number. 

Lift Force Coefficient. Plots of C- versus D D/v for the free stream 
flow condition (e/D = 6 for the oscillatory cylinder tests and e/D = 3 
for the wave force tests) are given in Fig. 11.  The OSD data are 
compared with the data in Ref. 6.  The data from the two investigations 
agree very well at all values of A/D.  The value of C. increases as 
A/D decreases in the range of A/D 5 to 20.  For a given A/D, C. de- 
creases gradually as U D/v is increased.  For the free stream Tlow 
condition the lift force fluctuates many times up and down in a half 
cycle of oscillation due to alternating vortex shedding as shown in 
Fig. 3.  The fluctuation frequency depends on A/D. 

The plots of CT versus U D/v for the near boundary flow condition 
(e/D = 0.83 for the oscillating cylinder tests and e/D = .063 for 
the wave force tests) are shown in Fig. 12.  As explained before, the 
lift force for this case is not due to the vortex shedding but due to 
the flow asymmetry.  Therefore, the lift for this case is always at 
twice the oscillation frequency of the flow and independent of A/D. 

The plots of C. versus U D/v at A/D = 20 are shown for various values 
of e/D in Fig. 13.  The positive lift force increases significantly 
as e/D decreases.  The value of C  for e/D = .083 is about four times 
larger than C. for the free stream flow condition for the entire 
range of U D/v.  The dependence of the negative lift force on e/D is 
not as clear as that of the positive lift force. 

PRACTICAL APPLICATIONS 

Real design oscillatory flows such as ocean waves and earthquakes 
should be classified into either the potential flow situation 
(A/D<1.5) or the wake flow situation (A/D>1.5) according to the wake 
parameter. 
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For the potential flow situation, such as earthquake problems, a 
closed form solution for the hydrodynamic forces on any number of 
cylinders is available in Ref. 7.  The calculated force coefficients 
for one, two and three cylinders near a plane boundary (11) and for 
a 4x4 cylinder arrays (10) are also available. 

For the wake flow situation, such as wave force problems, the 
experimental data of drag, lift and added mass coefficients covering 
the Reynolds number, U D/\>, of from 101* to 106, the wake parameter, 
A/D, from 3.5 to 33, tHe relative gap between the cylinder and a 
plane boundary, e/D, from .065 to 6.0, are presented herein for the 
design of pipelines, offshore platforms and other pipe structures. 

CONCLUSIONS 

To determine the added mass, drag and lift coefficients of a smooth 
cylinder at various distances from a plane boundary, the forced 
cylinder oscillation tests at high Reynolds numbers 10s to 106 and 
the wave force tests at moderate Reynolds numbers lO1* to 105 have 
been carried out at the Wave Research Facility at Oregon State 
University. The following conclusions are drawn from the results. 

1. The data from the forced cylinder oscillation tests 
matched continuously with the data from the wave force 
tests.  This indicates the physical similarity between 
the two flow situations. 

2. The drag, lift and added mass coefficients are all 
strongly Reynolds number dependent.  Unlike steady flow, 
Cn from oscillatory flow for A/D = 5 to 20 decreases 
gradually from a high value until it reaches a minimum 
at about U D/v = 3xl05 and then increases gradually as 
the Reynol9s number increases from 101* to 106.  The 
value of C. monotonically decreases as the Reynolds 
number increases.  The value of C„ has a maximum at 
about U D/v = 3xl05.  This is trul for all values of e/D. m ' 

3. The drag and lift coefficients are generally higher for 
the smaller values of A/D.  Both C_ and C- become fairly 
independent of A/D when this parameter becomes as large 
as 15 or 20.  The influence of A/D on C„ is less clear. 
This tendency is true for all values of e/D. 

4. The effect of a near by plane boundary is to increase 
all of the force coefficients.  At A/D = 20, C  increased 
about two times, C. about four times and C„ about two 
times as e/D decreases from 6 to .083.  THis may be 
due to the blockage effect of the near by plane boundary. 
This is a most important factor to be aware of for design purposes. 
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5.  The wake characteristics are completely different between 
the free stream flow and the near boundary flow conditions. 
In the free stream flow, many alternate vortexes shedd 
during a half cycle of oscillation.  The numbers of vortexes 
varies depending on the value of A/D.  Near a plane boundary, 
the vortex shedding is suppressed.  The flow changes from 
the potential flow situation to the wake flow situation 
during a half cycle.  So the lift force also changes from 
negative to positive during the half cycle.  This frequency 
characteristic of lift force near a plane are independent 
of the value of A/D as long as A/D>1.5. 

ACKNOWLEDGEMENT 

The forced cylinder oscillation study was supported by the National 
Science Foundation under contract ENG75-06901.  The wave force study 
was supported by the National Oceanic and Atmospheric Administration 
(maintained by the U.S. Department of Commerce) Institutional Sea 
Grant contract 04-6-158-44004 at Oregon State University.  Y. W. Chan 
assisted in conducting the experiments. 

REFERENCES 

1. Garrison, C. jr., "Drag and Inertia Coefficients in Oscillatory 
Flow about Cylinders," Preprint of ASCE National Water Resources 
and Ocean Engineering Convention, Preprint 2693, April 1976. 

2. Jones, W., "Forces on a Transverse Circular Cylinder in the 
Turbulent Boundary Layer of a Steady Flow," Ph.D Thesis, Rice 
University, 1970. 

3. Nath, J. H. and Yamamoto, T., "Forces from Fluid Flow Around 
Objects," Proceedings of 14th Coastal Engineering Conference, 
Copenhagen, Ch. 106, June 1974. 

4. Nath, J.   H. , Yamamoto, T. and Wright, J. C.,"Wave Forces on Pipes 
Near the Ocean Bottom," Proc. of Offshore Technology Conference, 
OTC 2496, Houston, May 1976. 

5. Roshko, A., "Experiments on the Flow Past a Circular Cylinder 
at Very High Reynolds Numbers," Journal of Fluid Mechanics, 
Vol. 10, 1961. 

6. Sarpkaya, T. , "Vortex Shedding and Resistance in Harmonic Flow 
About Smooth and Rough Circular Cylinders at High Reynods 
Numbers," Technical Report NPS-59SL76021, Naval Postgraduate 
School, Monterey, CA, February 1976. 

7. Yamamoto, T., "Hydrodynamic Forces on Multiple Circular Cylinders," 
ASCE Hydraulic Division Journal, September 1976. 



2332 COASTAL ENGINEERING-1976 

8. Yamamoto, T., Nath, J. H. and Slotta, L. S., "Yet Another Report 
on Cylinder Drag or Wave Forces on Horizontal Cylinders," 
Bulletin No. 47, Engineering Experiment Station, Oregon State 
University, April 1973. 

9. Yamamoto, T., Nath, J. H. and Slotta, L. S., "Wave Forces on 
Cylinder Near Plane Boundary," Journal of Waterways, Harbors, 
and Coastal Engineering Division of ASCE, WW. 4, November 1974. 
And discussions by 1) Chakrabarti and Cotter, and 2) Grace, R. A. 
in WWHCE Journal, WW 3, August 1975. 

10. Yamamoto, T., and Nath, J. H., "Hydrodynamic Forces on Groups of 
Cylinders," Proceedings of Offshore Technology Conference, 
Houston, 1976. 

11. Yamamoto, T. and Nath, J. H., "Preprints of ASCE National Water 
Resources and Ocean Engineering Convention, Preprint 2633, 
April 1976. 

12. Yamamoto, T., Nath, J. H. and Smith, C. E., "Longitudinal Motions 
of Taut Moorings," ASCE WWHCE Journal, February 1974. 



OSCILLATING FLOW 2333 

1 j^ 2i mji* 3j 
J£ ,l ; 
C 

K | !-    o 
o n 1 .* 
5 V \ 1 • 

•   1     • J 1 
>% "' . 

/ 
!2 

:; 

. \m 
.:    "c 3 

0 •^ -^ -   —ii- 
CL 

• ti (/) — i— —ii- 

e *. o V 
V 

s •< 

\ flh 

w~ 
VI   1 

•t 

oo 

jjlll fi   ' 
r 

, 
•J     0) ^> J F.E ) 1   =.">> '. 
•NO 

S\ . 
- 1 r \ 

•» 

ill ' 

I 

J            c f 

1       ° ,' 
in     '— • 
Hi    O » 
Jl|        2 ' 
111              w ', 
11         o> 
J 1             "° 
31      c 

44- 5- -ft V 

L "o 1         r ' 
u 

co 
+> 

CO 
CD 

+-> 

S 
0 

O 
CO 
o 

CD 
-d 
a 

•H 
rH 
>> 
o 

•d 
CD 
O 

o 
<H 

CD 

-P 

f-i 
O 

ft 
* P1 

Ul CD 
> CO 

a. rH 

o cd 
K- •p 

c 
CD 
S 
•H 
u 
CD 
ft 
K 
CD 

CD 
XI 
EH 

o 



2334 COASTAL ENGINEERING-1976 
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FIG. 2  Test cylinder for Forced Cylinder 
Oscillation Tests. 
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FIG.   3     Example Data  for  e/D  =   6,   A/D =   10     and 
U    D/v  =  5.25xl05,   Oscillating Cylinder Tests. 
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FIG. 4 Example Data for e/D =.083, A/D = 10 and 
UmD/v = 5.25xl0

5, Oscillating Cylinder Tests. 
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ABSTRACT 

Flow separation of a laminar boundary layer on the surface of a circular cylinder 
developed by monochromatic waves has been investigated both theoretically and experimental- 
ly, and next, characteristics of vortex formation and shedding have been discussed with 
Keulegan-Carpenter's number and Reynolds number, and finally, local depressions of the 
wave pressure around the cylinder induced by wake vortices have been examined in the exper- 
iment . 

INTRODUCTION 

A number of studies have been made with respect to wave forces on marine structures, 
especially on a circular cylinder.  However, in order to estimate the wave forces more 
correctly, it is necessary to make clear the mechanism of wave force action.  For this 
purpose, it is important, as the first step, to investigate the transformation of waves 
by the circular cylinder and induced flow along the cylinder, and next, to evaluate the 
magnitude of pressures acting on the cylinder exerted by such an affected wave field. 

In case of steady flow, it has already been ascertained that both the behavior of 
fluid around a cylinder and forces on it are principally subject to Reynolds number Re = 
UD/v, in which (i:flow velocity, Pidiameter of cylinder and v:dynamic viscosity..  Son and 
Hanratty1'»2) indicated that in the range of lower Reynolds number the position of separa- 
tion point moves forward from the back stagnation point with increase in Reynolds number. 
For instance when Re = 500, the angle of separation point from the front stagnation point 
8s is about 95°, and when Re increases between 4000 and 100000, it becomes about 80°. 

Then it is well known that such a separation causes wake vortices and their configura- 
tions are also subject to Reynolds number; that is, a pair of symmetric and stable vortices 
is formed at values of Re lower than 40 and Karman vortex street appears at values of Re 
between about 70 and 2500 '.  In this case, the frequency of vortex generation is known by 
using Strouhal number determined by Reynolds number1*) . 

Hereupon, corresponding to such patterns of fluid motion, the distributions of pres- 
sure and shearing stress around a cylinder are determined.  Among the fluid forces on the 
cylinder, the drag force due to the shearing stress is predominant in the range of lower 
Reynolds number.  However, with increase in Reynolds number, another kind of drag force 
becomes predominant owing to depression of pressure induced by wake vortices at the rear 
part of the cylinder.  It is too familiar to state that these results are shown by a figure 
in text books as the relationship between the drag coefficient and Reynolds number11"). 

2341 
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On the other hand, in case of wave fields, the separation point, the behavior of wake 
vortices and the pressure distribution have not been made so clear that there exist unkown 
facts about the correspondence of the drag and inertia coefficients to the conditions of 
fluid motion. 

From this point of view, in the present study, general characteristics of the flow 
separation of a laminar boundary layer on the surface of a circular cylinder developed by 
monochromatic waves are shown by using the theory presented by the authors in the previous 
paper5), and then, experimental results of the separation point obtained by taking photo- 
graphs using the method of flow visualization are compared with the theoretical ones, and 
next, vortex formation and shedding are investigated by means of successive photography. 
Finally, wave pressure distributions around the cylinder are measured by using a small 
pressure gauge and depressions of the pressure induced by wake vortices are discussed. 

FLOW SEPARATION 

1. THEORY 

The coordinate system is shown in Fig.l. Denoting the 
water particle velocity in the boundary layer along the cylinder 
in the polar coordinate (9,.*,z) or in the boundary layer coordi- 
nate (X, £/, z) by tt, the separation point of a streamline in the 
boundary layer is generally determined by the condition that 

3u/'3*U=R = ° • (1) 

The authors have already obtained the second approximate 
solution of the water particle velocity in the boundary layer 
in the following dimensionless form by means of the boundary 
layer approximations and the perturbation method in the previous 
paper 5). 

-t/T= 0.7 5,0.5,0.2 5,0.0 

Fig.l    Coordinate 
system. 
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r^    = _J±p-v/2(l+X)n'.3ip-(iU)n>
4.l-x . -(1+-L)n* 1-2(1+1)r\' 

gld        4 2 T~n 4 

5lb = "He~2n +e"n  (fcosn'+2sinn")-yVn^cosn'-sinn')   , 

?ic = ";He~2n +e_n  (  cosn'—sinrrl+j e"n  (cosn'+sinn')   , 

t:    =  -^+e"n (•~cosn'+sinrT)-5-e"n [cosrT-sinn') , 

•C6) 

rT = kyj/ke*/2   ,  (7) 

in which, e^ivery small quantity of the order of the wave steepness in magnitude, £2:very 
small quantity of the order of the ratio of the boundary layer thickness to the radius of 
cylinder in magnitude, o:angular frequency, H:wave height, L:wave length, T:wave period, 
R:radius of cylinder, fe:wave number, Re*(= c/vfe):convenient Reynolds number using the wave 
celerity c instead of the fluid velocity, and U0 and W0'.amplitudes of dimensionless veloc- 
ities derived by eliminating both the dimensional part TTH/T and time variation part e-00^ 
from the water particle velocities of diffracted waves on the surface of cylinder in the 
direction of the coordinates X  and z  respectively.  Suffixes x  and z  indicate differentia- 
tions with respect to x. and z respectively, and /s and ^ indicate real and imaginary parts 
respectively. 

By applying this velocity U2nd to the velocity a in Eq.(l), Eq.(l) is rewritten as 
follows: 

a"2nd/an-|n^0 - aa0/3rT|n^0 + ea3ui/3n'ln.a0 = o.     (8) 

Using Eq.(3) and Eq.(4), 3u0/3n'| ^_0 and 3Ui/3n'| ..  are expressed as follows: 

3u0/3n1n-=0 = (l+^)ti0e^ ,      (9) 

^i/3n1n.= 0 = (e2/El)y|(i0e
/o;C 

+ [i-^)(i-£)(U0Uo^oUos)e
2^+(|-^)li-^)(U0Wo2-W0Uog)e

2x'a;C 

It is impossible to express the separation point 6S explicitly from Eq.(8) so that the 
separation point is obtained as the point that the sign of left hand side of Eq.(8) is just 
changed in varying 8 by 1° in computations. 

2. COMPUTATIONS AND DISCUSSIONS 

Fig.2 shows an example of the time variation of the water particle velocity in the 
boundary layer U2nd-  In this case, Keulegan-Carpenter's number ([K.C.]m = UmaxF/P) is 6. 
The water particle velocity at 8 = 150° denoted by a dotted line becomes negative value 
after £/T  is about 0.125, which means the occurrence of flow separation behind the cylinder 
and the generation of subsequent reverse current.  On the other hand, the water particle 
velocity at 8=30° denoted by a solid line becomes positive during the phase of wave trough, 
which also means the occurrence of flow separation. The shadow regions in this figure show 
the duration and intensity of these reverse currents. 

Fig.3 shows an example of the time variation of flow separation point with a parameter 
of Keulegan-Carpenter's number (hereafter, it is denoted as K.C. number for abbreviation). 
As the water particle velocity varies in magnitude with the wave phase, the separation 
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point proceeds from behind of the cylinder to front of the cylinder with increase in t/T 
during the phase of wave crest and its reverse movement is seen during the phase of wave 
trough.  Especially when K.C. number is small, for example 3, the separation point varies 
quickly in the wide range, and this phenomenon is peculiar to flow separation under oscil- 
latory waves.  The reason may be explained by the fact that the phase of the water particle 
velocity in the boundary layer proceeds faster than the phase of ambient velocity. 
On the other hand, when K.C. number is large, for example 15, the separation point does not 
vary so widely, which is similar to the flow separation in steady flow. 

Fig.2    Variation of water particle 
velocity U2nd "in boundary 
layer with time. 

Fig.3   Variation of flow separation point 
with time. 
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Fig.4 shows the shift of separation point due to K.C. number, in which the phase t/T 
is fixed to 0.25 and feR is taken as a parameter.  In this figure, for example, when feR is 
0.01, the flow separation does not occur if K.C. number is smaller than 2, and with in- 
crease in K.C. number, the separation point moves from 180° toward 90". And finally it 
approaches to a definite point asymptotically for each feR.  If K.C. number is constant, 
it is found that the smaller feR, the smaller angle of separation point; that is, the wake 
region behind the cylinder becomes wider.  In this calculation, it is also found that 
Reynolds number Umax5/v and the relative water depth fed do not much affect the separation 
point. 

flS'5 shows the vertical distributions of separation point.  If we consider the case 
that h  - 40 cm, V =  3 cm and v = 0.01112 cm2/sec, the wave period of each curve becomes 
0.5 sec -\. 5.0 sec as shown in the figure.  In this calculation, K.C. number at the posi- 
tion where z/k  = -0.1 is 6.  In the figure, when the wave period is as short as 0.5 sec or 
0.7 sec, the flow separation occurs only near the water surface.  On the other hand, when 
the wave period is as long as 2 sec or 5 sec, the separation point does not change verti- 
cally so much.  This is caused by the vertical distributions of water particle velocity 
of the main flow, which means vertical change of K.C. number. 

o.qO'TiVYvYA ^\ 

t/T= 0.25 
z/h=-0.20 
kh • 1.00 

0.70-O•>C\\ 
0.60-O$»X\ 

o.io-o/ 
0.01 ' 

0                               E 1 3                            1 5 20 
[K.C.]„ 

Fig-4 Shift of flow separati on point. 

-0.2 

z/h 

-0.4 

t/T-0.25 

?-N^   T=0.5sec 

i\v^c 
2.0 \ ^^- sec \      \l.0sec 

5.0 \ secx \ - \ 
1/1. 5sec\ 

li        11 

Fig.5 Vertical distributions of 
flow separation point. 
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3. EXPERIMENTS AND CONSIDERATION 

In the experiment of flow separation, a circular cylinder made of Lucite with a diam- 
etr of 3 cm was installed in the center of a wave tank, which is 27 m long, 50 cm wide and 
70 cm deep. As shown in Fig.6, from this cylinder surface, a platinum wire with a diameter 
of 0.05 mm was stretched horizontally, and trains of hydrogen bubbles were generated from 
the platinum wire by using a pulse generator, and photographs were taken through the glass 
bottom. As the cylinder was made rotatable around the vertical z-axis in Fig.1, the sep- 
aration point was examined by rotating the cylinder every 5° in the range of angle from 
90° to 160° during the phase of wave crest. 

The water depth k was 40 cm and the measuring point Zp was 5 cm below still water 
level, and the correspondence of experimental cases to the wave characteristics is shown 
in Table 1, in which Rem - UmaxV/v. 

Circular 
Protractor 

(*=0.05mm) 

Fig.6   Sketch of experimental 
apparatus for flow 
separation. 

Table 1 Experimental condition 
for flow separation. 

h = 40 cm, zp=— 5 cm 

Case T(sec) H(cm) [K.C.]m Rem xio-a 

I- l 2.0 1.5-1.6 2.5- 2.7 1.02-1.09 
I- 2 2.0 2.4-2.6 4.1- 4.4 1.64-1.77 
I- 3 2.0 3.3-3.4 5.6- 5.7 2.25-2.32 
I— 4 2.0 3.7-3.9 6.2- 6.6 2.49-2.63 
I— 5 2.0 4.9-5.1 8.3- 8.6 3.30-3.44 
I— 6 2.0 5.7-5.8 9.6- 9.8 3.84-3.91 
I— 7 3.0 1.0-1.1 2.5- 2.8 0.69-0.76 
I- 8 3.0 1.8-2.0 4.5- 5.0 1.24-1.38 
I- 9 3.0 2.5-2.7 6.2- 6.7 1.73-1.87 
I—10 3.0 3.5-3.8 8.7- 9.5 2.42-2.63 
I—11 3.0 4.5-4.9 11.2-12.2 3.11-3.39 

Some examples of photographs taken about flow separation are shown in Photo.1(a), (b) 
and (c). Photo.1(a) shows that when t/T = 0.279, the flow is not separated yet at the 
position of the platinum wire where 6 - 100°, in which K.C. number is 6.6. Photo.1(b) is 
an example of such a critical condition that the flow is just separated at the position 
of platinum wire, in which t/T =  0.306, 6 = 120° and K.C. number is 4.5.  Photo.1(c) 
is the case when t/T  = 0.323 and the position of the platinum wire, e = 125°, is in the 
region of reverse current because of flow separation, in which K.C. number is 4.8. 
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D = 3cm 
h = 40cm 
zp = -5cm 
T =2.0sec 
H =3.9cm 
9 =100° 
t/T=0.279 
Rem= 2630 
[K.C.]m=6.6 

(a) Not separated. 

^ylinderj 
Wave 1 

D   =    3cm 
h    = 40cm 
Zp = -5cm 
T    =3.0sec 
H    =1.8cm 

i§s§§si§^ 9    =120° 
KPlatinumS t/T=0.306 

Wi re Rem=1240 
[K.C]m=4.5 

(b) Critical. 

| Cylinder! 
Ww^veBBII^B 

D    =    3cm 
h    = 40cm 
zp = -5cm 
T    =3.0sec 

tjjSSSSfcai^. H    =1.9cm 
• Platinum; 9    =125° 

Wire t/T=0.323 
Rem= 1310 
[K.C]m=4.8 

(c) Separated. 

Photo.1 Visualization of flow separation. 
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Fig-7  shows the comparison between theoretical separation points and experimental 
values.  In this figure, experimental data are divided into three flow conditions by the 
photographs; that is, at the intersection point of the platinum wire and the cylinder 
surface, the separation has not occured yet, just occured and already occured as shown in 
Photo.1(a), (b) and (c) respectively. This figure indicates that the experimental values 
agree well with the theoretical ones except Cases 1-6, 1-10 and 1-11, in which K.C. num- 
bers are so large that the vortices generated before a half period of waves in front of 
the cylinder become to disturb the boundary layer during their shedding along the cylinder 
surface toward the rear part of the cylinder by the return flow. 

Ca se I- 1 Case I- 7 Case I- i Ca se I- 4 Case I- 5 Case I- 6 

\\ Ba 
I 

ck-Water 
Back-Water 1   1 

• Separated 
o Not separated 

-\^- • Back-Water 

"H~* ". a 1    j • Back-Water [    j 
„ Back-water 
• • Back-Hater 

• M •• 
X ° ^X 

^oo 

1 \ \ \ 
0.2 0.3 0.4  0.2 0.3 0.4 0.2 0.3 0.4  0.2 0.3 0.4  0.2 0.3 0.4  0.2 0.3 0.4.0.5 

t/T 

Case 1-7 Case 1-9     Case 1-10 _  Case 1-11 

Fi9-7    Comparison of theoretical  flow separation point with experimental  data. 
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WAKE VORTICES 

1. EXPERIMENT 

In the experiment of wake vortices, platinum wires were stretched horizontally from 
the cylinder surface at "the angles of about 90° and 270°, and photographs of hydrogen 
bubble lines were taken successively with an interval of about 0.25 sec by using a moter 
driven camera.  Other experimental apparatus were same as in the case of flow separation. 
Experimental conditions were as follows: k =  40 cm, zp = -5 cm, v = 0.01141 cm2/sec, and 
the wave period T in the range from 1 sec to 8 sec and the wave hight H  from 1.5 cm to 
7.5 cm were used in this experiment. 

Examples of successive photographs showing the time process of vortex formation and 
shedding are shown in Photo.2 and Photo.3, which are an example of a pair of symmetric 
vortices and that of extremely asymmetric vortices or almost Karman vortex street respec- 
tively. 

From Photo.2, it is recognized that after flow separation, a new pair of vortices 
begins to form behind the cylinder at the phase t/T  =0.30 and is growing up symmetrically 
till t/T  =0.50, in which another pair of vortices at the right side of each photographs 
is an old one generated in front of the cylinder before a half period of waves and trans- 
ported by main flow, and that as the main flow changes its direction after t/T  = 0.5, the 
vortices are transported toward the front of the cylinder at each side of the cylinder. 
In this case, K.C. number is 7.4. 

On the other hand, it is recognized from Photo.3 that a pair of small vortices appears 
slightly at the phase t/T =  0.15, but only one vortex at the lower side of the cylinder in 
the photographs is growing large till t/T  = 0.23 and begins to shed at t/T =  0.31, and the 
other vortex at the upper side of the cylinder in the photographs is growing till t/T - 
0.51.  In this case, K.C. number is as large as 19.8, and hydrogen bubble lines are quite 
turbulent because of the remaining effects of some vortices generated before a half period 
of waves. 

2. DISCUSSION OF RESULTS 

The relationship between vortex configurations and both Reynolds number Re.m and K.C. 
number [K.C.]m is shown in Fig.8(a).  The explanation of each symbol is shown in Fig.8(b), 
in which dotted lines show the path of vortices in return flow.  In this figure, it is 
found that the vortex configurations are generally transformed by K.C. number; that is, 
when K.C. number is smaller than 2, flow separation does not occur both theoretically and 
experimentally, and when K.C. number is smaller than about 7.5, a pair of symmetric vorti- 
ces appears.  With increase in K.C. number, a pair of vortices becomes asymmetric, espe- 
cially when K.C. number is larger than 15, it becomes extreamly asymmetric as shown in 
Vortex-Pattern C, and finally, when K.C. number reaches about 20, vortices become similar 
to Karman vortex street. 

It is apparent that such transformations of vortex configuration are caused by the 
characteristics of vortex generation and shedding. The former is closely related to the 
characteristics of flow separation and the latter is due to the sweeping effect of a main 
flow and the stability of vortices.  In other wards, when K.C. number is small, the flow 
separation does not continue so long time as to form vortices, and even when Reynolds 
number is high to some extent, the wake vortices may not be formed so easily in the wave 
field as in the steady flow. On the other hand, as the angle of separation point becomes 
smaller with increase in K.C. number and does not vary so quickly with the wave phase 
which means that the wake region becpmes larger for a longer time, the generation and 
shedding of wake vortices in the wave field become similar to those in steady flow. 

It is considered that the state of vortex shedding in the wave field may be known by 
using the relationship between Reynolds number and Strouhal number obtained in the case of 
steady flow6). Denoting the frequency of vortex shedding, the wave frequency and Strouhal 
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D»3cm,  h-40cm,Zp — 5cm.   T-4.9sec, H-1.9cm.    Rem-122°.  [K.C._m-'/-4 

t/T- 0 '5 0.20 0.25 

•pi 
1 

S '•; 
Wjill: 

t/T=   0.40 

•-1 

t/T=   0.60 

Photo.2 Time variation of wake vortices in case of 
a pair of symmetric vortices. 
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D = J--n.   h-llltm. Z, /.2-JIJC. H-s.-ic.n.  Re:, .?"(>,   K.C., 

t/T' 0.15 0 19 

1 'T        "3 

Photo.3 Time variation of wake vortices in case of 
Karman vortex street. 
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number by fs, f and S  respectively* the value of fs/f means the number of shedding vortex 
during one wave period, which is estimated by the following equation: 

fs/f = (Re/RemJ-S-CK.C.lm •(11) 

in which the validity of Eq.(ll) is easily confirmed by substituting Re = UV/v,   Rem = UmV/v> 
S  = fsV/U  and [K.C.Jm = <W(Pf) into the right hand side of Eq.(ll). 

Therefore, fs/f = 2 corresponds to the condition that a pair of vortices are gener- 
ated during a half period of wave and the direction of flow in the wave field is reversed 
just before a subsequent vortex appears, which is considered to be similar to the configu- 
ration of Vortex-Pattern C.  The dotted line denoted by fs/f = 2 in Fig.8(a) shows the 
condition in the case of applying the average value of Re during a half period and the 
value of S corresponding to Rem, which corresponds well to Vortex-Pattern C appearing when 

[K.C.]m is about 16. 
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! i _l         __l              .!,_            1               t 1 
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(a) 

Variation of vortex-pattern behind 
cylinder with K.C. number and 
Reynolds number. 

Symbol Flow Pattern Note 

+ O Without  separations 
and 

without  vortices. 

o o Separations but 
without  vortices. 

• •O Vortex-Pattern A; 
A pair  of  symmet- 
ric vortices. 

D o Vortex-Pattern B; 
A pair of  asymmet- 
ric vortices. 

• <5P> Vortex-Pattern C; 
A pair  of  extremely 
asymmetric vortices. 

• <2? 
Vortex-Pattern D; 

Pseudo Karman 
vortex street. 

(b) 
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PRESSURE DISTRIBUTION 

1. EXPERIMENT 

In the experiment of wave pressure measurements, a wave tank which is 17.5 m long, 
1.5 m wide and 75 cm deep was used, in which, a circular cylinder consisting of three parts, 
as shown in Photo.4, with a diameter of 3 cm and a total length of 85 cm was installed 
vertically at the position of 9 m and 25 cm apart from the wave generator paddle and the 
side wall respectively.  A very small pressure gauge with a diameter of 2.8 mm shown in 
Photo.5 was attached to the surface of the middle cylinder part at the position A shown in 
Fig.9, and its linearity was confirmed to be very well. 

Distributions of wave pressure were measured by rotating this cylinder intermittently 
around the center axis, and then, the water depth h  was 40 cm and the measuring point Zp 
was 5 cm below still water level.  In Table 2, wave height Ht  wave period T, K.C. number, 
Reynolds number and the angle of separation point calculated theoretically at the wave 
phase £/T =  0.25 are shown correspondingly to each experimental case. 

Photo.5 Mini-sensor of 
pressure gauge. 

Photo.4 Experimental apparatus 
for wave pressure. 

•9 Cross section 
of middle part 
of cylinder. 
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Table 2 Experimental condition 
for wave pressure. 

h=A(lcn 2p—— 5 cm 

Case T(sec) tf(cm) [K.C]m 
Rem x 

10-3 
6s 

«/T=0.25) 

III- 1 0.7 3.5 2.6 2.77 147° 
III- 2 0.7 7.5 5.3 5.80 115° 
III- 3 1.0 3.8 3.5 2.71 128° 
III- 4 1.0 8.7 8.0 6.25 106" 
III- 5 1.5 3.3 4.2 2.21 120" 
III- 6 1.5 6.5 8.6 4.43 105° 
III- 7 2.0 3.0 5.1 2.01 115° 
III- 8 2.0 7.9 13.3 5.30 100° 
III- 9 2.5 3.0 6.1 1.96 110° 
III—10 2.5 6.0 12.5 3.90 100° 

2. DISCUSSION OF RESULTS 

In the analysis of experimental data, it is assumed that the wave conditions are 
constant even if the angle of measuring point is changed, and the value of wave pressure 
at each angle is determined by averaging the data during three cycles of successive waves. 

Some examples of pressure distributions around the cylinder at the wave phases t/T = 
0, 0.25, 0.5 and 0.75 are shown in Fig.10(a) and (b), and correspondingly, time variations 
of wave pressure at the angles 9 = 30°, 90° and 150° are shown in Fig.U(a) and (b) .  In 
each figure, (a) and (b) show the results of Cases BI-1 and IH-7 respectively. 

In Case HI-1, Reynolds number is 2770 and K.C. number is as small as 2.6. In this 
case, flow separation occurs but any wake vortex does not appear distinctly, and therefore, 
pressure distributions are roughly smooth as shown in Fig.lO(a) and time variations of 
pressure are almost sinusoidal as shown in Fig.ll(a), corresponding to the water level 

variation. 

In Case HI-7, Reynolds number is 2010 and K.C. number is 5.1.  In this case, a pair 
of symmetric vortices appears and causes local depressions of wave pressure; that is, in 
Fig.10(b), the pressures at the angles 9 = 120° and 60° are extreamly decreased by each 
wake vortex at the wave phases t/T  = 0.25 and 0.75 respectively. And moreover, it is found 
in Fig.1Kb) that the time variation curve of wave pressure at 9 = 150° fluctuates near 
t/T  » 0.25, which is also regarded as the effect of wake vortices. 

It is understood from these examples that wake vortices cause the local depressions 
of wave pressure and induce the drag force, and moreover, it is considered that if wake 
vortices neither vanish nor shed soon and remain near 9 = 0° or 180° even when t/T  - 0 or 
0.5 respectively, the inertia force tends to decrease due to their vortices. This phenome- 

non may occur in the case of Vortex-Pattern C. 
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-0.25     0     0.25     0.5    0.75 
t/T 

(a) (a) 
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h =40cm    / \   T=2.0sec 
zp=-5cm   /' \\ H=3.0cm 
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\\  ' 
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 0=   30° 
 0=  90° 
 0=150° 

1 
^ 

-0.25     0     0.25     0.5   0.75 
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(b) (b) 

Fig.10    Pressure distribution 
around cylinder. 

Fig.11    Pressure variation 
with time. 
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CONCLUSION 

As a process of making clear the generation mechanism of wave forces acting on a cir- 
cular cylinder, following the previous study of the water particle velocity in the laminar 
boundary layer, the characteristics of flow separation, wake vortices and wave pressure 
have been investigated, and the results obtained are as follows: 

1. The separation point of the laminar boundary layer developed by wave motion on the 
cylinder is mainly varied with the wave phase and K.C. number. When K.C. number is small, 
apparent flow separation occurs so that the separation point varies quickly in short time. 
However, when K.C. number becomes large, the variation of separation point with the wave 
phase becomes more gradual and characteristics of flow separation become similar to those 
in steady flow. 

2. Experimental values of separation point agree well with the theoretical ones in the 
case when K.C. number is smaller than about 9.  However, when K.C. number becomes larger, 
the difference between both values becomes noticeable by the reason that wake vortices 
generated before a half period of waves disturb the boundary layer during their reverse 
shedding. 

3. Within the range of this experiment, the configuration of wake vortices is success 
sively transformed from a pair of symmetric vortices to asymmetric ones and finally Karman 
vortex street with increase in K.C. number.  Generally speaking, the configuration of wake 
vortices is subject to the ratio of the frequency of vortex generation to the wave frequen- 
cy, which may be determined by K.C. number, Reynolds number and Strouhal number. 

4. Wave pressures around a cylinder are affected by wake vortices and the dynamic pres- 
sure in addition to the static pressure caused by water level variation.  Wake vortices 
induce local pressure depressions in the wave field as well as in steady flow, and there- 
fore, it is considered that fully developed vortices may cause to not only increase the 
drag force but also decrease the inertia force. 
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CHAPTER 138 

CYLINDRICAL  CAISSON   BREAKWATER:   STRAIN  MODEL  TESTS 

Helge Gravesen1,   Finn P.  Brodersen2, 

J0rn S.   Larsen2,   H.  Lundgren3 

ABSTRACT 

The distribution of shook pressures on a vertical face breakwater  is 
so random from one shock to the next that the determination of the in- 
ternal forces in a thin-balled reinforced-concrete structure  is diffi- 
cult even when a large number of pressure cells is used in a model test. 
Therefore a technique has been developed that allows the direct deter- 
mination of the internal stresses by means of strain gauges. 

The new technique has been applied to a breakwater consisting of a 
series of cylindrical caissons.  The results show that a strain gauge 
model is more advantageous than a pressure cell model because of its 
simpler data analysis and better determination of the quantities re- 
quired for design. 

1. INTRODUCTION 

It is well known that vertical face breakwaters  may be exposed to 
heavy shock forces of short duration.  Such impacts have often resulted 
in the sliding  of individual breakwater caissons, see for example Refs. 
2 and 8, where the slidings/nonslidings of breakwaters in Japan have 
been used' for the evaluation of various wave pressure formulae. Because 
of the large inertia of the masses involved in rotation, it is much less 
frequent that breakwaters have been damaged due to insufficient stabil- 
ity against overturning.    A third effect of the shock pressures is the 
production of internal stresses  in thin-walled caissons of reinforced 
concrete. 

A distinction may be made between ventilated, hammer  and compression 
shocks,  see Ref. 5, 6 or 7. While it is advisable by the design of the 
cross section to avoid hammer and compression shocks, there are many 
cases where ventilated shocks are inevitable.  The development of a ven- 
tilated shock is described in Refs. 6 and 7. 

The influence of the geometry of the front face  on the magnitude of 
the shock forces is described in Refs. 6 and 7, the latter giving ranges 
of dimensionless coefficients in the formulae for forces and pressures. 

'Senior Research Engineer, Danish Hydraulic Institute (DHl), 
Agern Alle 5, DK-2970 Hjzfrsholm, Denmark. 

2Hydraulic Engineer, DHL 
'Professor of Marine Civil Engineering, Institute of Hydrodynamics 
and Hydraulic Engineering, Technical University of Denmark, 
Building 115, DK-2800 Lyngby, Denmark. — Consultant, DHL 
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The various types of caissons (rectangular, cylindrical, diaphragm, 
multicellular) are discussed in Ref. 7- 

In comparison with traditional rectangular caissons, breakwaters of 
caissons containing cylindrical, reinforced-concrete shells are highly- 
economical structures for three reasons: 

(a) The cylindrical shell is better capable of resisting the wave forces 
and the pressure from sand fill, resulting in smaller thickness of 
the outer walls, less cracking, less weight and less steel. 

(b) Transverse walls can be given a larger spacing (diaphragm type) or 
completely eliminated (cylindrical type), depending upon the method 
of construction (Ref. 7), thus resulting in smaller weight of the 
caisson, as well as less concrete arid steel. 

(c) The stability is improved because of the delay in development of 
shock pressures from the front generatrix to the reentrant corner, 
as described in Refs. 6 and 7.  This effect is pronounced in the 
cylindrical type, but of little importance in the diaphragm type. 

Investigations during the last 16 years of breakwaters containing 
cylindrical shells have also led to a series of developments in model 
testing techniques: 
(1) The first application of large-diameter cylindrical shells to break- 

waters was for the Hanstholm harbour, Denmark, for which the model 
tests took place in 1960 (Ref. k). While, previously, the forces 
on vertical face breakwaters had been measured by pressure cells 
only, the stability of the Hanstholm breakwater was investigated by 
measuring on the model caisson the total horizontal and vertical 
forces,  as well as the overturning moments.  In subsequent investi- 
gations a three-component strain gauge dynamometer has been used. 
For the Hanstholm breakwater shock forces could be almost entirely 
eliminated by the introduction of a top face sloping  30° with the 
horizontal, starting from about still water level (Ref. k), because 
at Hanstholm there is little variation of the water level for all 
western gales. 

(2) The next step in the development of testing technique was a method 
for generation of wave trains of natural shape  directly from wave 
records, thus producing shock pressures in a flume only 15 m long. 
At the same time a method was devised for the determination of the 
re-reflection from the generator  by measuring the energy in the 
flume during the test. These methods, which are described in Ref.3, 
were first used in 1971 in tests for the breakwater of the Brighton 
marina, U.K. (Refs. 1 and 7). 

(3) Because of the random and complex distribution of shock pressures 
on cylindrical caisson breakwaters, as much as 20 pressure cells. 
have been applied in model tests (Refs. 6 and 7), with a view to 
the determination by computer programs of the internal forces in 
the shells. 

{h)  The stability and strength designs require that the forces and pres- 
sures measured in model tests be extrapolated to rare situations as 
statistical parameters. A method of statistical analysis  combining 
the statistics of the wave climate with the statistical distribu- 
tions of the model data has been developed. 
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Because of the difficulties of extrapolating complex and random pres- 
sure distributions to rare situations, Danish Hydraulic Institute felt 
the necessity of developing a model technique by which the strains   (and 
hence also the stresses), induced in the cylindrical shell by the wave 
pressures, are directly determined by means of strain gauges. 

This technique was developed in cooperation with the Institute of 
Hydrodynamics and Hydraulic Engineering and the Structural Research 
Laboratory, Technical University of Denmark. 

The present paper gives a description of this technique, as well as 
a comparison between the directly measured internal forces and the 
forces calculated by a computer program from pressure cell recordings. 

2. STRAIN GAUGE MODEL 

The model (Figs. 1 and 2) is geometrically similar to the prototype. 
The model material is araldite with E = 3.2 GN/m2, which is about twice 
as much as required for dynamic similarity at a model scale 1:20. This 
deviation from dynamic similarity is without significance, however, be- 
cause the inertial forces of the prototype concrete shell are negligible 
even for the fastest shocks. 

Fig. 1  Strain gauge model placed 
in a 600 mm wide flume 

Fig. 2 Strain gauge model 
(dimensions in mm) 
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The determination of the oorngtete stress situation at one point  of 
the shell requires two rosettes (outside and inside), each containing 
3 strain gauges.  The rosettes on the outside are embedded so as to 
give a minimum insulation of 100 MSI. 

The rosettes  A-H (Fig. 2) are placed along one vertical line on the 
cylinder.  In order to determine the full stress distribution-in the 
shell, the cylinder is rotated 22.5° "between one test series and the 
next one.  For this reason rosettes I-L are mounted at the same level 
as E in order to give reference time values for the initiation of a 
shock pressure at the front generatrix. 

Normal forces are considered positive as tension in the shell. 
Bending moments are positive when there is tension on the inside. 

350 

t 50 
-1500- 

Fig. 3 Longitudinal section of the cylinder in the flume 

The model has a 
diameter of 512 mm, 
a height of 650 mm, 
and a thickness of 
15 mm. It is placed 
in 350 mm of water 
(Fig. 3) inside a 
600 mm wide flume 
that is part of 
a k  m wide flume 
(Fig. k),  in which 
the undisturbed 
generated waves 
can be recorded. 

Fig. k    Plan showing cylinder in the 600 mm flume 
inside the k  m flume 

The median values of the strains recorded in 10 repeated tests at a 
specified time for a specific shock wave have been calculated for com- 
parison with the stresses computed from the pressure cell model men- 
tioned below.  The standard deviation  is estimated to be about 10%. 

3. PRESSURE CELL MODEL 

The pressure cell, model has the same diameter and height as the 
strain gauge model. 16 or '\k  pressure cells are used.  Fig. 5 shows 
to the left the arrangement of cells for the measurement of shock 
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pressures around the front generatrix and, to the right, the arrange- 
ment determining shook pressures in the corner between two caissons. 

<<9 

«2 

"10 

<'« l 13 '3 

Ml "17 
< 5 i U 

' 12 
'6 l 16 

n7 

H2.0\ 24.0*/ ,8=0 
/24.0°/ 

FRONT 

Fig. 5 Pressure cell model 

For 10 repeated tests median values of the pressures have been used 
as input in a computer program  for the calculation of the internal 
forces in a circular cylindrical shell of constant wall thickness and 
elastic material. 

The program BAC, developed at the Structural Research Laboratory of 
the Technical University of Denmark, has been chosen.  This program is 
based upon the development of the load in fourier terms cos n6 and sinn6 
with n =5 9.  In the vertical direction the shell is divided into a large 
number of equidistant horizontal rings. With the use of finite elements 
in the vertical direction, the program calculates the internal forces 
(and the deformations) at these equidistant levels. 

Because of the limited number of pressure cells and the large gradi- 
ents exhibited by shock pressures, the actual pressure distribution is 
poorly defined.  In addition, the limited number of terms in the four- 
ier series are unable to give an exact representation of the recorded 
pressures. 

•As an illustration of the approximations involved,  the dotted line 
in Fig. 6 shows the pressure distribution as defined by pressure cells 
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spaced 22.5° along the most 
exposed horizontal section 
in the model tests for the 
Brighton marina "breakwater 
(scale   1:22),  at a moment 
where the  shock pressure 
on the front  generatrix is 
particularly high.    It will 
be seen that the maximum 
fourier series load  (the 
full line)  is much lower 
than the recorded pressure. 
It is estimated that this 
discrepancy results  in a 
standard deviation of about 
10% for the internal forces. 

kN/ir/^LOAD 
THE   FOURIER   SERIES 

s \                   — __      THE   INPUT  LOAD 

\ 

10 

s V 

0  1—  : 1 1 «. 
22.5° 45.0° 

Fig. 6 Shock pressure distribution 
along horizontal section 

Including the large scatter of the pressure distributions in 10 re- 
peated tests, the total standard deviation  is estimated to be 15% on 
the median values of bending moments, with a maximum scatter of about 

The fourier series in Fig. 6 represents 10 terms, n = 0-9 > which 
give the contributions shown in Figs. 7 and 8, respectively, to the 
normal force No and the bending moment Mg in the vertical section 
through the front generatrix 
the bending moment M^ in the horizontal section 

as well as to the normal force Hx and 

kN/m • Ne Fig. 7 
Forces in vertical 
section from 
fourier terms cos n6 

Fig. 
Forces in horizontal 
section from 
fourier terms cos n6 
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It appears that the values for n > 9 would have contributed essen- 
tially to the bending moments had the computer program been extended 
to higher terms.  (it may be mentioned that the computational error 
increases with the order of the term.) 

h.   COMPARISON OF THE RESULTS FROM THE TWO MODELS 

The median values of the normal forces and bending moments are pre- 
sented in Fig. 9 at the instant when a large shock wave hits the front 
of the caisson, and in Fig. 10 at the slightly later instant when the 
same wave hits the corner between two caissons.  The results from the 
strain gauge model are shown as dots, while the forces computed from 
the pressure cell model appear as full curves. 

NORMAL  FORCE IN HORIZONTAL SECTION MOMENT IN HORIZONTAL SECTION 

LEVEL ( mm) 

-+- 

,. FRONT 

Nx 
-I 0 kN/m 

8 = 0° 

NORMAL FORCE IN VERTICAL SECTION MOMENT IN  VERTICAL SECTION 
LEVEL (m m) 

FRONT 

Me 
0 

e = o° 

•  STRAIN  GAUGE RESULTS RESULTS   CALCULATED  FROM  PRESSURE   CELLS 

Fig. 9 Internal forces along the front generatrix 

When the two sets of results are compared, the following circum- 
stances should be borne in mind: 

(a) For the pressure cell model the load is defined by a number of cells 
that is small compared to the irregular variation of the shock load. 
Between the cells the pressures have been estimated by linear inter- 
polation. 
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(b) Eor the pressure  cell model it has been assumed that the load is 
symmetrical around the plane through the middle of the  flume.     Be- 
cause of the sensitivity of the shock pressures to small disturb- 
ances, the full curve in Fig.  9 may be slightly incorrect. 

(c) The times chosen for the analysis of data from the two models may 
not correspond exactly to each other. 

The comparison shows large differences between the two models at the 
most  exposed points of the cylinder  (level 2^0 mm in Fig.  9 and level 
360 mm in Fig.   10).     The discrepancy in the bending moments might be 
the result of a smaller extent of the highest pressures than inherent 
in the linear interpolation mentioned under  (a)  above. 

NORMAL FORCE IN HORIZONTAL SECTION MOMENT IN HORIZONTAL SECTION 
LEVEL (mm) 

0 IcN/m 
9«90° 

NORMAL FORCE IN VERTICAL SECTION MOMENT  IN  VERTICAL SECTION 
LEVEL (mm) 

STRAIN GAUGE RESULTS —RESULTS   CALCULATED   FROM PRESSURE CELLS 

Fig.   10    Internal forces along the corner generatrix 

5.   COMPARISON   OF   PRESSURE   CELL   AND   STRAIN   GAUGE   MODELS 

As a result  of this  investigation it  is  concluded that  a strain 
gauge model  (SGM)  is more advantageous than a pressure cell model (PCM). 
This  conclusion is based upon the following comparison of the two tech- 
niques : 
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(a) Construction of Model 

A PCM is less expensive than an SGM because the former need to have 
only the correct outside shape while the latter must "be moulded out of 
a special material of good elastic properties.  In addition, the wall 
thickness of the SGM should not deviate too much from geometric similar- 
ity with the final design. 

(b) Instrumentation of Model 

The acquisition of a large number of pressure cells with amplifiers 
and equipment for simultaneous recording of many channels is expensive. 
On the other hand, the same instrumentation may be used for several 
breakwater projects. 

The number of rosette gauges required for an SGM is considerably 
larger than in the investigation reported in this paper, because the 
cylinder cannot be rotated due to its structural connection with the 
neighbouring caissons.  Qualified workmanship is a prerequisite for the 
installation of the gauges.  However, the costs of the gauges and their 
installation add little to the costs of the investigation. Simultaneous 
recording of 6 channels (two rosettes) is an absolute minimum, because 
two rosettes are required for the determination of the complete stress 
situation at one point. 

(c) Test Runs 

If sufficient pressure cells are available the PCM requires only one 
test run for a given wave train, while the SGM requires many runs to 
give records from, say, 20-30 rosettes.  The repetitive runs, however, 
is a matter of routine that can'be performed by one technician. 

(d) Adequacy of Information 

While the SGM gives complete information for the design of the rein- 
forcement at each rosette point, the information from the PCM is insuf- 
ficient because of the difficulties of defining the shock pressure dis- 
tributions in connection with the large local pressure gradients. As a 
consequence of this, the results from the PCM may also depend upon the 
shell computer program applied, cf. Figs. 7-10. 

(e) Data Analysis 

For the SGM the analysis of the distribution functions for the strain 
maxima under the heaviest shocks is relatively simple, cf. Fig. 11 below. 
Also, the extrapolation to rare situations with due consideration of the 
wave climate can be done with reasonable accuracy, see Figs. 12-15 be- 
low. 

For the PCM it does not seem feasible to carry out the stress analy- 
sis by computer program for so many load situations that the distribu- 
tion functions for the stresses at the various points can be determined 
with sufficient accuracy.  Hence, it is necessary to extrapolate the 
pressure distributions to rare situations and to apply the computer pro- 
gram for a few loads only.  Thus, it is hardly possible to take suffi- 
cient regard to the wave climate, and the indirect determination of the 
design stresses may become somewhat problematic. 
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6. STRAIN DISTRIBUTION! FUNCTIONS 

For each zero-crossing period Tz and significant wave height Hs, 
the strains may be assumed to be exponentially distributed.    The dis- 
tribution functions have been determined for a number of combinations 
of Tz and Hg by means of trains of 1000 waves reproduced as described 
in Ref. 3. 

As an example, Fig. 11 shows the distribution functions from one 
test run for point D on the front generatrix of the cylinder (Fig. 2). 
The abscissa PN is the socalled probability number,  i.e. the relative 
occurrence per wave for which the strains shown are exceeded.  The or- 
dinate is the strain with the unit microstrain uS, where 1 pS - 10~6. 

For each value of PN the 6 strains plotted are simultaneous values 
from the records.  The strains measured are arranged after the peak or- 
der of eho, i.e. the horizontal strain on the outside of the shell. 
Thus, the extreme value eho = - 22 uS recorded for 1000 waves is ex- 
ceeded with a probability number of PN = 0^55 • 10~3 per wave, while 
the next value eho = —21 pS is exceeded 1.5 • 10~3 times per wave. 

LEGEND OUTSIDE INSIDE 

HORIZONTAL STRAIN • a 
VERTICAL   STRAIN X + 
STRAIN UNDER 45° o D 

Fig. 11 Strain distribution functions at point D 
for T„ 1.52 s and H„ :i3U 
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Except for the inside diagonal strain (under U5°), the arrangement 
after the peak order of E^Q also gives nearly monotonous arrangements 
of the other simultaneous strains. Thus, the result of this test run 
may be expressed "by the following linear relationships: 

Outside horizontal strain = e^ 

Outside vertical strain  = £vo = e^o 
+ ^3yS (1) 

Outside diagonal strain  = £-. = e,  + 8 uS (2) 

Inside horizontal strain = e^- = - 1 uS (3) 

Inside vertical strain   = ey^  = (E^O + 11 uS) • (-0.U)    (h) 

Inside diagonal strain   = E^ = + h yS (5) 

The fact that the rare strains are not proportional indicate that 
the shell carries the high shock pressures in different ways, with 
little variation of the strains on the inside. 

7. STATISTICAL STRAIN ANALYSIS 

For the design of the shell it is necessary to know the stress con- 
ditions that are exceeded only once in, say, 100 years, with appropri- 
ate choice of the. factors of safety for steel and concrete. 

The purpose  of the statistical analysis of the strains is to find 
the annual number of waves, AHWS, that exceed various strain values S. 
If the distribution function AHWS is plotted against S and extrapolated 
to the value ANWS = 10-2, the corresponding value of S will occur once 
in 100 years. 

In principle, the statistical analysis should be based upon the 
probability density function  p(Tz,Hs,WL,WD), i.e. the wave climate 
expressed as a function of zero-crossing period Tz, significant wave 
height Hg, water level WL and wave direction WD.  Evidently, it is 
necessary to know the density function only for the larger values of 
Hs.  In addition, if the wave direction deviates more than, say, 20° 
from the normal to the breakwater alignment, the shock forces are much 
reduced.  Thus, in practice it is usually possible to introduce several 
simplifications in the complete statistical analysis. 

As an illustration  of the application of the results of the strain 
gauge model tests, Fig. 12 shows, for PN = 0,55 • 10-3 per wave, the 
outside horizontal strain eho at point D along the front generatrix 
(Fig. 2) as a function of Tz and Hg. (The dotted straight line repre- 
sents the limitation of wave conditions that could be generated in the 
flume.) 

In order to find ANWSj^ as a function of ej,0 one could consider the 
areas within the curves where eho takes the values -UOyS, - 50 yS and 
-60yS, respectively.  For each of these areas a summation is performed 
of the density function p(Tz,H ) for the determination of ANVJS^Q that 
exceed the corresponding strains.  For this calculation it is useful to 
know the logarithmic slope of the exponential distribution of Eho, 
which is plotted in Fig. 13. 
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Fig.   12    Front :    Point D 

Outside horizontal strain 
Unit:  yS 

1.9 2.0 2.1 2.2 s 
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Pig.   11+    Corner:    Point  D 

Outside horizontal strain 
Unit:   yS 

1.9 2.0 
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After ANWSho has been found for the three values of eho mentioned, 
the approximately exponential distribution function AHWSno is extrapo- 
lated to the value 10-2.  The corresponding value of e^0  is used for 
the calculation of the remaining 5 strains by means of linear relation- 
ships such as (1) - (5) above. 

Figs. Ill- — 15 give the statistics of E^Q for a corner point, in anal- 
ogy to Figs. 12-13 for a front point. 

It will be seen from Figs. 12 and 1U that the highest strain values 
occur within a rather narrow interval of mean period T2. Hence, it is 
an important conclusion  of the present investigation that the shock 
loads seem to depend considerably on the wave period.  This result will 
have a significant influence on the test programs for future projects. 

8. DESIGN OF REINFORCEMENT 

During heavy shock loads the fine cracks always occurring in rein- 
forced concrete will open (and close again).  This phenomenon cannot 
be represented in a purely elastic strain model or in the calculation 
by a computer program.  Because of the plasticity inherent in the open- 
ing of cracks, it is permissible to distribute the reinforcement much 
more uniformly than indicated by force diagrams such as Figs. 9 — 10. 
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CHAPTER 139 

NEAR-BOTTOM WATER MOTION UNDER OCEAN WAVES 

by 

Robert A. Grace* 

SUMMARY 

A two-year ocean experiment involving wave-induced forces on a test pipe 
mounted on the sea floor [Grace and Nicinski (1976)] involved the measurement 
of various quantities other than the pipe forces per se.  A pair of these in- 
volved surface wave characteristics and wave-induced water motion at the level 
of the pipe centerline but off to one end of the pipe.  These wave-kinematics 
data have been combined, and the results of this work make up this paper in 
which the emphasis is on the deterministic approach to data interpretation. 
Presented are comparisons of the velocity and acceleration data with the pre- 
dictions of Airy and stream function theories plus discussion of the dispersion 
of the field data. The primary intent of the paper is to suggest to designers 
of bottom-laid structures, such as pipes, how values of the peak velocity and 
maximum acceleration of the water motion associated with a non-breaking design 
wave of specified characteristics can be chosen. 

TEST SITE AND WAVE CONDITIONS 

A site was chosen on a moderately level area of coral rock bottom 1400 
feet from the reclaimed shoreline near Kewalo Basin, the fishing and tour boat 
harbor for Honolulu, where the water depth was 37 feet.  Peak-to-trough tidal 
variations in Hawaiian waters are in the l-to-2-foot range, so that the depth 
can be considered constant for all practical purposes. 

We installed at this test site various structures.  The major one related 
to the topic of this paper consisted of a heavy base composed of steel I beams 
and a wave mast bolted to it. This mast consisted of two parts; the lower one 
remained vertical and occupied approximately half the water column, whereas 
the upper one tilted down when not deployed and vertically upwards when a 
buoyancy chamber mounted permanently on it was blown.  Both 3-inch and 2-inch- 
diameter steel pipe were used in the mast.  The graduated upper part of the 
mast in part resembled the mast of a sailboat.  A line over a pulley enabled us 
to pull the top of a 15-foot-long, wire-wound electrical wave staff to the 
summit; an acme thread bracket well down the tilting mast portion permitted 
us to then tighten the staff parallel to the mast. A cable ran from an oscil- 
lator at the top of the staff over the water to the project boat where suitable 
power supply and recording instrumentation were available.  The boat, inciden- 
tally, was a 31-foot-long catamaran with 12-foot beam, an excellent work platform 
for our purposes. 

A ducted-impeller velocity sensor was attached, by means of U bolts, to a 
small pipe cantilevered out from the end of the base for the 16-inch test pipe. 
The sensor was always located 15 inches from the bottom and 38 1/2 inches from 

*Professor of Civil Engineering, University of Hawaii, Honolulu, Hawaii. 
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the end of the test pipe.  The latter dimension was a compromise (for the pipe 
force work) between having the sensor close enough to represent the water 
motion incident upon the test pipe and yet far enough away not to be influenced 
by water motion around the end of it. A cable extended from the current 
meter up to associated d.c. power supply and recorder in the instrument shack 
on the boat. 

We gathered concurrent data for waves and associated water motion on twelve 
different occasions, and the peak wave height measured overall was about 12 1/2 
feet.  However, we did encounter waves too big to measure accurately; one of 
these, a fluke, overtopped everything by quite a margin, severely bent the 
wave mast even though stiffened by a stout line from its top, and gave us all 
a fright; another snapped off the whole (repaired) mast at the base, along 
with all five stays set seaward, and wrote an end to wave-measuring for the 
remainder of the project. 

Our test waves arrived between March and September of 1975 and 1976.  The 
origin of these swells was in the Southern Hemisphere chiefly in the Tasman Sea 
as well as in the Pacific and Great Southern Ocean east of New Zealand. Swell 
from the latter source is generally the larger in Hawaii. Measured periods 
ran from 7 to 19 seconds, but by far the bulk of the observations lay in the 
range between 12 and 17 seconds. 

PAST RELATED WORK 

We were by no means the first to carry out at-sea measurements of waves and 
wave-induced water motion in the sea. Various types of field investigations have 
been run, and these are typified by Inman and Nasu (1956),. Shonting (1967a, b) 
and Thornton and Krapohl (1974). A considerable amount of laboratory research 
has also been carried out on wave-induced water motion. Perhaps the most 
significant of such studies was the work of Goda (1964), and a particularly 
relevant part of his data, as far as this project is concerned, is shown in 
Tables 1 and 2.  These data were kindly supplied to the writer by Goda for re- 
working. 

The variables shown in Tables 1 and 2 are as follows:  H is the average 
and s the unbiased standard deviation of a sample of ten ostensibly identical 

n 
waves of period T; d is the water depth; g is the acceleration due to gravity; 
c    and L,.  are the wave celerity and wave length predicted by Airy wave 

theory; u    and u     are the peak horizontal flow speeds under the waves, 
Airy     s.f. 

for a measurement location off the bottom of 0.13 times the depth, predicted by 
Airy and stream function theories; 5 and s are the mean and standard deviation 

c     u 
of the sample of ten measured peak flow velocities for each wave, and r„IT is the rlu 
product-moment correlation coefficient between measured wave heights and 
velocities. 
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Table 1:     Characteristics  of Selected Waves from Goda   (1964) 

Test No. H (cm) H/d SH (cm) T (sec) T^gTd 
c,.  (cm/sec) 
Airy 

44 36.1 0.24 0.6 2.38 6.09 316 

45 52.7 0.35 1.0 2.36 6.04 315 

46 58.5 0.39 1.1 2.43 6.21 318 

47 34.6 0.23 0.7 2.98 7.62 340 

48 55.9 0.37 0.8 3.14 8.03 344 

49 28.6 0.19 0.2 4.15 10.61 361 

50 47.0 0.31 0.3 4.16 10.64 361 

51 64.5 0.43 0.6 4.17 10.66 361 

52 57.3 0.38 0.8 5.77 14.76 372 

53 64.3 0.43 0.6 7.89 20.18 377 

54 77.2 0.51 1.2 7.90 20.20 377 
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Goda's data appear to show clearly that the predictions of the stream func- 
tion theory [Dean (1965, 1974), Dalrymple (1974)] are too high when long waves 
are involved. Le MeTiaute et al (1968) have concluded, on the basis of labora- 
tory experiments, that the Airy theory provides the best estimate of near-bottom 
peak velocity of a number of classical theories. 

BACKGROUND TO DATA 

The pulse output of the velocity sensor and the stepped history of the 
wave staff were recorded on the same d.c. chart recorder. We found it easier 
to calibrate the staff against the graduated wave mast than by noting readings 
on the digital readout which was updated at a rate of ten per second. There 
were various problems with the wave staff but by and large these were compen- 
sated for in some way - e.g. by using the staff in a potentiometer arrangement, 
by reading trough values from the mast in cases when there were aberrations 
in wave staff behavior, and in reading crest levels from the mast when a 
particularly large wave went above the top of the staff. 

The velocity history, a series of pulses whenever one blade magnet of 
the three-bladed impeller passed a reed switch enclosure on the side of the 
duct, was translated into a velocity history as follows.  A sequence of between- 
pulse times was first lightly smoothed.  The starting point for the translation 
of pulse history into a velocity trace was at the shortest interval or intervals 
within a trough or crest where the steady-state calibration of the sensor 
should be best represented. The rectangular-area rule was used until the 
between-pulse time changed.  From then on the trapezoidal-area rule was followed 
- until the last (or first) pulse before (after) the change in flow direction. 
Points worked forward in time from a trough and backwards in time from a 
following crest were joined with a smooth curve whose maximum slope provided our 
best estimate of the peak acceleration under the wave. 

The major advantage to the ducted meter is that it works - and one can 
see easily whether it is working or not.  However, one pays a price for this. 
First, there is the time-consuming translation of the pulse history into a 
smooth velocity trace as outlined above.  A second problem could concern off- 
angle use of the ducted meter.  However, we oriented our meter directly into 
the approaching swell (as judged by the feel of the water motion and the move- 
ment of sand along the sea floor) and so there should be a minimal problem of 
this nature. 

There are mixed emotions about the electromagnetic current meter.  Some 
researchers feel that it is a first-class measuring device and various others 
are diametrically opposed. On one occasion we borrowed an electromagnetic 
sensor (spherical) and its owner-operator in order to compare the output of the 
ducted and electromagnetic types.  I mounted these two meters side by side 
myself.  Subsequently, the ducted meter ran perfectly; the electromagnetic 
meter yielded a trace that was very much in step with the output of the ducted 
meter but one that had nothing to do with the supposed calibration of the 
instrument. 
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VELOCITIES:  DETERMINISTIC APPROACH 

The comparisons between theoretical and measured kinematics data are shown 
in Figures 1 through 4. The sample size for the velocity data is 236, for the 
acceleration data 171. 

During the final month and a half of the project, much of the higher veloc- 
ity information in Figures 1 and 2 was obtained. Before these data were 
gathered and processed, it appeared that Airy theory provided predictions that 
were not only very good but also superior to those of the stream function 
theory. However, it is clear from Figures 1 and 2 that Airy theory tends to 
underestimate the high speeds while the stream function theory overestimates 
them. The Airy theory still provides the lower standard error of estimate, s 

(0.43 versus 0.54 fps), for the data, but such a measure of fit is of course 
biased by whatever data constitute the sample - i.e. high or low speeds. 

Even if the data for higher flow speeds (Figure 1) were to lie along the 
line as for the lower speeds, it is still obvious that the peak flow speed 
for any particular wave can exceed that predicted by Airy theory by approximately 
up to 40%.  In the past it was suggested [e.g. Grace and Rocheleau (1973)] that 
a powerful approach to the prediction of extreme peak flow speeds would be to 
use the Airy theory predictions and then to tack on a probabilistically-chosen 
residual.  It was suggested that the distribution of residuals be considered 
Gaussian with zero mean and a standard deviation given by 0,007 times the Airy 
theory celerity of the wave. Although the number 0.007 was based on field 
work, the same figure applies in an average sense to the data of Goda (1964) 
in Table 2. 

Figure 1 indicates, however, that for ocean swell approaching those used 
in design the above approach may be unworkable.  For this reason, since the 
stream function theory predictions provide a vague upper boundary for the 
velocity data (Figure 2), it is suggested that the predictions of this theory 
be used as the best theoretical estimate of U     , the value near the top of 

max 
max 

the distribution for the true peak horizontal, near-bottom flow speed. An 
alternate approach would be to use 1.4 times u 

max,. 
Airy 

ACCLERATIONS 

The standard errors of estimate for the acceleration predictions of Airy 
theory (Figure 3) and the stream function thoery (Figure 4) are respectively 
0.56 and 0.48 ft/sec2. it is clear from the Figures that both theories under- 
estimate U   for the higher waves, a failing of some considerable import in 

max 
engineering design situations. A line given by the equation U   = 2.5 u 

mEix       HT.3.X, , 
Airy 

provides an upper envelope to the Figure 3 data, and it is provisionally 
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suggested that non-breaking wave near-bottom accelerations for design (U     ) 
max 

be adopted by using this equation when 0.05 ^ ^/L    ^ 0.10. 

Graphical differentiation of the near-bottom (S/d = 0.05) velocity plots 
in Iwagaki and Sakai (1970) have resulted in the data shown in Table 3.* There 
is substantial scatter in these data due to the double-humped nature of some 
of the waves and conceivably also to the technique used by the researchers in 
linking forward-flow and rearward-flow parts of the hot film anemometer velocity 
traces. But it is fairly clear that there is a general tendency for R to grow 
with increasing d/L    and that the numbers obtained largely mirror those found 

in this field investigation. 

VELOCITIES:  STOCHASTIC APPROACH 

Consider three ocean waves with the same gross characteristics of height, 
period and water depth. Classical wave theory predicts the same near-bottom 
peak flow velocity and acceleration for all three waves. 

There is virtually an infinity of possible water surface configurations 
that could exist between vertical constraints (wave height) and horizontal 
constraints (wave length, inferred from wave period and water depth), and there 
is no reason to suppose that three real waves of identical gross characteristics 
would have the same near-bottom maximum flow velocity and acceleration.  See 
Figure 5. 

A sample of n waves with the same H, T and d would give n values of U ° max 
and n values of U  .  This dispersion can be accounted for with a deterministic max 
wave model either by taking account of the actual surface profile (rare, and not 
applicable in design) or by using the theoretical prediction as an initial 
estimate and then adding on a probabilistically-chosen residual as remarked 
earlier. 

The standard modern method for accounting for dispersion, however, involves 
the use of a probabilistic approach, the so-called Gaussian wave model. An 
infinity of independent, infinitesimal-mean-square sinusoids is assumed to be 
propagating in the same direction.  A Gaussian distribution then applies to the 
overall surface wave ordinate; the same probability density function also applies 
to the (horizontal, near-bottom) flow speeds and accelerations due to the linear 
relationship between such quantities and the wave ordinate according to the 
Airy theory which applies to sinusoidal waves. 

*0ther laboratory data such as those of Elliot (1953) (referenced in Wiegel 
(1964)), Le MShautg et al (1968) and Tsuchiya and Yamaguchi (1972) do not yield 
near-bottom acclerations. 
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The mean-square spectral density, commonly called the spectrum, of surface 
wave ordinate displays the absolute amounts of mean-square value contributed by 
the different-frequency components in the sea surface.  Such a measured spectrum 
can be transformed analytically into one for the near-bottom water particle flow 
speed by using the (frequency-dependent) Airy theory transformation factor. 

In Figure 6 a surface wave ordinate spectrum is presented.  In addition, 
there are two near-bottom flow speed spectra shown, one theoretical and the 
other measured.  It is clear that the theoretical curve has only about half 
the mean-square content of the measured one; in addition the theoretical peak 
is about 25% less than that for the measured data.  Thus, although the 
probabilistic wave model yields dispersion, its predictions for relatively 
shallow water swell are out of line with reality, at least according to our 
results. 
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ABSTRACT 

Limitations of the Morison equation for computing wave forces on 
small submerged structures have encouraged the use of dimensionless re- 
lationships containing only height, period and water depth. However in 
dividing the force by the theoretical drag force or inertia force a 
relationship can be found with the Keulegan parameter (U. T/D) over a 
wide range of conditions and different types of wave. The U. value can 
be determined from empirical and theoretical data for all depths and 
wave steepnesses. The relating coefficients for various dimensions and 
shapes of submerged object are predictable from potential theory or 
modified slightly because of viscous and such other forces induced by 
bottom and free surface boundaries. 

For computing wave forces on a submerged object which is large 
compared to the wave length, the Morison equation is replaced by the 
Diffraction theory. Criteria for selecting the latter theory are pre- 
sented. 

2387 
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INTRODUCTION 

Much work has been carried out in recent years on wave forces exer- 
ted on submerged structures (1) (2) (3)  (4) (5)  (6)  (7).    Work prior to 
1974 has been summarised by Hogben (8).    The bodies studied have inclu- 
ded cylinders, spheres, blocks and other symmetrical shapes.    The more 
complex units being employed as gravity structures in the oil explora- 
tion industry (9) are being equated to these simple forms and also 
tested individually in flumes (10).    There is a dire need to further 
this work and rationalise the whole procedure (8). 

The original achievements in this topic were made by Morison et al 
(11) whose relationship in equation 1, has been used for a number of 
decades, 

FTi    =    ?PCD1 AilUilUi    +    pCMi  VdVdt ^ 

where the symbols are as listed in the notation at the end of the paper. 

Equation 1, is the addition of a drag and inertial component, whose 
validity is being questioned on a number of counts.    Apart from the 
necessary assumption that the object must be small compared to the 
incident wave length (e.g. D/L small), there are a number of limitations 
to Mori son's approach, as follows: 

(i)    the summation infers the addition of two terms that reach 
their peak at different times during the wave cycle.    The 
proportions of the drag component to the inertial component 
vary with the wave conditions making it difficult to assess 
such a maximum force. 

(ii)    the velocities and accelerations of water particles must be 
known in a prototype situation in order to compute the force. 
These kinematic variables must be calculated from the speci- 
fied wave characteristics using either linear theory or a 
more sophisticated approach.    It has been pointed out (12) 
(13) that no theory can presently predict the vertical 
distribution of water-particle velocities.    The linear 
theory appears to be accurate (14) for h/L>0.3 but for shal- 
lower depths an empirical approach will be presented later. 
There is much more work required to completely solve this 
problem of velocities and accelerations of fluid particles. 

(iii)    each term on the RHS of equation 1, contains a coefficient, 
the values of which have ranged widely and wildly in the 
literature (15).    This constant, relating force to wave 
conditions, is specific to the object shape and dimension. 
Normally linear theory has been employed to determine 
velocities and accelerations in flume tests.    It may be the 
inappropriateness of this application in the shallower 
conditions that has caused such confusion in this matter. 
On some occasions values from unidirectional flow have been 
applied but more recently (4) tests with oscillating tunnels 
have produced consistently good results. 
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(iv) inspite of the improving quality of coefficient assessment 
under laboratory conditions, the operative values in complex 
prototype situations need full-scale verification. Some oil 
exploration structures are being instrumented for this 
purposes but some simple full-sized objects need to be 
installed in the sea and tested, as suggested by Hogben (8). 

(v) the summation in equation 1, does not allow for any inter- 
action of the two terms. For example, the influence of 
acceleration on the drag force in such a way as to produce 
a maximum value when the velocity is not at its peak. 

(vi) once the structure assumes proportions that commence to 
modify the incident wave the Morison equation is no longer 
valid. This may be due to the member itself being large or 
adjacent members influencing the water motions. Whilst 
theory may account for wave scattering at some limiting con- 
dition there is a vast transition range in which the wave/ 
structure interaction has not been determined. 

Because of the difficulties outlined above some workers have 
recently by-passed the need for computing the velocity and acceleration, 
and the concomitant coefficients, by relating the maximum force measured 
to the basic wave variables of height and period in a specified water 
depth (1) (7) (16). These have been related by dimensionless parameters 
which appear to follow consistent curves. 

Whilst it is proposed to promote the use of velocity terms rather 
than basic characteristics of waves the case of objects extending 
through large proportions of the depth needs special attention. Since 
different levels of the structure, say a vertical cylinder, are receiv- 
ing differing pressures it is extremely difficult to integrate them 
into some peak value. Such integration has been suggested (17) using 
linear theory but as noted already this does not apply for h/L<0.3 
which is normally the case. In this event it is better to relate a 
maximum measured force to some dimensionless parameter made up of H, T 
and h (16). This approach has been used by Silvester (13) in his 
suggested computation of forces on piles, using data and coefficients 
given by Goda (18). 

VARIABLES EMPLOYING VELOCITY 

The Morison equation (1) in nondimensionalized form gives 

FT, CD, U, T 

pvtdiydt),,,   = cMi sin at + -^w^Tlcos at|cosat 

II. T   t 

= fnCCMi' DDi> WAT)' T] (2) 
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for an inertia formulation; and, 

T-   =    47T Sli^tV/A )-lsiript   +    CDi |cos at|cos at 
pAiU- m U.J        t 

=    fnCCMi' CDi'(V/A.J  ' T] (3) 

for a drag formulation. 

Alternatively, by dimensional  analysis factors can be derived which 
include orbital velocities of water particles.    These are 

FTim _ , rD     UimT     UimD Uim 
PV(dU./dt)m • LL  ' fCf.-T.-rr-. ~~i (4) 

m L u v     VgTFd) 

for an inertia formulation; 

FT. nU.TU.T U. or Tim       _    ,rD       im im    , lm    1 /c\ 

PA^ L D v /glFdj 

for a drag formulation.    Relative roughness can also be introduced as 
an independent variable, as has been done by Sarpkaya (19). 

The inclusion of the orbital  velocity term, preferably the maximum 
value (U-jm) at the centre line of the body, is preferred over the wave 
parameters for the following reasons: 

(i)    the force is directly dependent upon the water motion which 
varies throughout the water depth in a complicated manner 
not amenable to any current theory, except linear for h/L> 
0.3. 

(ii)    utilization of the velocity retains a link with other 
phenomena such as flow separation, vortex generation and 
wake formation. 

(iii)    limits of applicability for drag and inertial  terms can be 
determined,  in terms of velocity or amplitude of water 
excursion proportional  to dimensions of the object.    This is 
preferable to ratios of object size to wave height alone 
which does not consider other conditions such as wave steep- 
ness and depth ratio. 

(iv)    inclusion of velocity in the dimensionless parameters 
permits the assessment of Reynolds number (U-  D/v).    This 3 
might be disregarded for clear water conditions of 20 x 10 > 
RQ > 103.    However, suspended sediment may so alter the 
apparent kinematic viscosity in prototype conditions that 
this parameter may have to be considered.    Correlations of 
Reynolds number with force coefficients have met with little 
success  (5)  (20)  (21).    Only at very high Reynolds numbers 
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q 
(R_ > 20 x 10 ) the drag coefficient shows the trend to 
decrease with increased RD, whereas the inertia coefficient 
exhibits the opposite trend [Sarpkaya, 19]. 

U. 
(v) the Froude number in equations (4) and (5) (     ), which 

/gTj^dT 
includes the velocity term, will influence the force as the 
object gets closer to the bottom.    The effect of e/D on 
the inertia coefficient of submerged cylinders has been 
computed from potential flow theory and verified experimen- 
tally (3).    As the object gets closer to the surface the 

Froude number,    im  , or the ratio (h-a-e)/D are 

/g(h-a-e) 
sufficiently sensitive to detect surface effect. 

(vi) the term U. T/D in equations (2) - (5) is commonly called 
the Keulegan parameter. It is the ratio of drag to inertia 
force, but is equally the ratio of excursion length (2TTE;) 
of the fluid particles in progressive waves to the trans- 
verse dimension of the object (D). This has been shown by 
Keulegan and Carpenter (20) to correlate better with forces 
averaged over a wave cycle than the other factors in equa- 
tions (4) and (5). Sarpkaya (4) has displayed a similar 
correlation for the sphere and cylinder. Even forces on 
discs (21) can be related to dlL   9 which is equivalent 

car3 D/Uim 
to 2TT/(U.    T/D)=1/(S/D).    There is little doubt (22) that 
this parameter is the dominant variable to which non-dimen- 
sional  forces should be correlated.    Such correlations are 
illustrated in Fig. 1 for submerged cylinders, where their 
dependencies are explicitly shown. 

WATER PARTICLE VELOCITIES 

Any assessment of forces, be they drag or inertia! in character, 
must rely finally on an accurate determination of velocity or accelera- 
tion. Tests by Le MShautg et al (12) have indicated that no single 
theory predicts the velocity distribution throughout depth as recorded 
in flume tests. Silvester (13) has placed eleven theories in order of 
accuracy, as judged by these experimental results, for motions at the 
surface, still water level (SWL), and the bed. For the latter two, or 
the main body of water, the modification of the Airy theory by Goda (18) 
proved closest to the measured data. For surface velocities the soli- 
tary wave theory by Boussinesq, as reported by Munk (23), was nearest to 
experiment. Overall, Goda's empirical formula was assessed number one 
and Stokes second order theory least accurate. Reference (13) should 
be inspected to see the order of other theories. 

The report by Goda (18) contains results of an extensive series of 
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flume tests from which maximum horizontal velocity (U ) at the SWL was 
listed over a wide range of h/L and H/h ratios. Silvester (14) plotted 
(Uxm)sw./^gH against HL/h

2 and found the points aligned parallel to 
1st oraer theoretical lines of varying h/L. For constant HL/h2 = 1, it 
was shown that 

(UxmW 2   h 
'   "    3   L /gh 

which indicated a complete relationship of 

^xmW      _    2    h    HL    _    2    H 

(6) 

~^F 3    L    h2    -    3    h W 

Replotting of (U m)SWi /^gh versus H/h verified equation (7).    For 
greater depths  (T.e., h/L > 0.3)  the 1st order Airy theory matched the 
experimental  data extremely well.    This can be expressed,  for HL/h2 = 1 
as 

(%)SML      -    1.255   M40-5 (8) 

Horizontal velocities at the bed were also measured from the 
vertical distribution graphs supplied by Goda (18). These were plotted 
as percentages of SWL values and were found to follow the linear theory 
down to h/L = 0.14. For smaller ratios the experimental points devia- 
ted below those predicted by linear theory. 

p 
It can be seen from equations (6) and (8) for constant HL/h that 

(Uxm)cWL/^   varies only with h/L, as depicted in Fig. 2. The linear 

theory is shown for SWL and bed elevations, as also the curves from 
Goda's experiments (18). It is seen that at small depth ratios these 
two empirical lines tend towards the hyperbolic theory for SWL and bed 
velocities as given by Iwagaki and Sakai (25). The break from the 
theoretical curve occurs at h/L =0.3 for SWL values and at h/L =0.14 
for bed velocities. Note the maximum for the latter at h/L = 0.25. 
The two scales of VL/\\    and (uxm)cui/

,/9n~ are necessary to obviate wave 

breaking at H/h = 0.78 approximately. 

To obtain percentage values of horizontal velocity at other depths 
a graph of CU/IL,,. ] % was graphed versus h/L. For h/L > 0.3 linear 

theory could be used. For h/L < 0.04 the hyperbolic theory (25) could 
assist. For transitional depths the cnoidal theory as modified by 
Mejlhede (26) could be of assistance. Smooth transitions from deep to 
shallow water should be expected for any proportional depths, from which 
percentages of U  at SWL as given by equation (7) can be derived. 
These are contained in the lower parts of Fig. 3 and Table I. 

Velocities at levels above SWL are much more dependent on H/h than 
those within the body of water. Goda's modified Airy theory for maxi- 
mum horizontal velocity at the crest is 



SUBMERGED OBJECTS 2393 

,U    , TTH   f    rH-,1/2 pZ^ cosh 2TT    Z/L ,Q^ 
( xm)c    =   - /\* a[F3        C¥]    sinh 2^    h)L O) 

where a is a factor dependent on h/L 

Z is height from the bed, such that at the crest 

|=1+ 0.885 [^]1,275 (10) 

Goda provides graphs for SWL and surface values versus h/L for a range 
of H/h. Ratios of tU /Usw.]  were obtained and plotted in Fig. 3, and 

included in Table I. The theoretical curves so derived have been modi- 
fied slightly from the experimental trends recorded by Goda (18). The 
two percentage scales in Fig. 3 to the right and left of h/L = 0.1 have 
been used to improve the accuracy of the diagram. 

The procedure thus suggested is that U  at SWL be determined by 
equation (7), which applies for h/L < 0.2. xm Values at SWL for h/L>0.2 
and other depths for all depth ratios can be computed by the percentage 
values. 

Once an acceptable value of U  is available at any particular 
level maximum horizontal amplitude (C)and maximum acceleration (dU /dt) 
can be determined from linear theory as follows 

U T     dU     2TTU 
]m W  and cdT3• ' -T- (ID 

until suitable modification is suggested from experiment. 

Values of vertical maxima of velocity, acceleration and amplitude 
of water motion, based upon linear theory, are all given by the simple 
ratio tanh 2ir Z/L. Table II provides percentages over a range of h/L 
and Z/h, those at the bed being zero. 

The values given in the tables and graphs of this paper will no 
doubt be refined as further experimental data and theoretical analyses 
become available, but they are believed to be the closest approximation 
to this data. It is submitted that the large fluctuations in coeffi- 
cients of drag and inertia derived from flume tests in the past have 
occurred due to calculation of velocities etc. from linear theory when 
this was inapplicable for the depth ratios tested. More recent evalua- 
tions by water tunnel tests (4) have provided more consistent and 
realistic results. 

APPLICATION OF PARAMETERS 

It has been shown above that Reynolds and Froude numbers can be 
ignored over a wide range of prototype conditions, leaving the pre- 
dominant parameters of D/L and U. T/D = 2TT ?/D = 2TT/[^T_ D/U? ]. 

dt 
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It is thus convenient to discuss the application of relevant theories 
within ranges of D/L and 2TT?/D. 

When D/L < 0.2 the diffraction theory gives CM = C„ as from 

Figs, 4 to 6 for various shapes of objects. This relative size serves 
as an upper bound value for selecting the Morison equation. On the 
contrary when D/L > 0.2 the incident wave is scattered and the action 
changes the flow field in the vicinity of the boundary. Though the 
Morison equation may become unreliable, it does not necessarily call for 
the application of the diffraction theory because this size factor does 
not necessarily ensure negligible viscous effects or predominance of 
inertia. Such condition is gauged from the relative magnitude of the 
drag to inertia force or the total force to the drag force. This is 
dictated by the value of the Keulegan parameter above [U T/D = 2TT?/D] 
as seen in Fig. 7. xm 

In this figure can be seen the predominance of inertia when 
U T/D < 3. It is in this region that diffraction theory should be 

used for force calculation. Between 5 and 12 for this parameter both 
drag and inertia! components make up the total drag. It is to be 
noted that for the same region the phase difference between F,  and 
U  change by 90° due to the alteration in major force. Between 12 and 
25 is a transition region to the predominantly drag force condition. 
Beyond U T/D = 25 the dimensionless force and hence the coefficient 
CQ remains essentially constant even though the ratio of drag to inertia 
increases continually. 

In the section (b) of Fig. 7 the actual coefficients C„ and C„ 

are compared with the potential flow value CM and the steady flow value 
Cn respectively, at similar Reynolds numbersp(27). For U  T/D < 3 it 
can be observed that CD = CQ = 0 and that CM /C.. = 1.0. At the other 
extreme of U  T/D > 25 constant coefficients exists, namely CM /C.. = 

0.75 arid CQX/CD = 1.5. The major difference in the theoretical and 

experimental coefficients in the transition zone are to be noted, with 
maxima or minima at U  T/D = 12 or 5/D t 2. 

USE OF COEFFICIENTS 

By employing only the U-mT/D term on the RHS of equations (2) - (5) 
as independent variable the       force equation can be written as 

2FTim "imT 

f[-T-] (12) 
PV2

im    ' ° 
This is the ratio of measured force to the theoretical drag force at the 
same U. value. Data of several workers listed in Table III have been 
utilize• according to this equation (12) as in Figs. 8, 9, 10a and 10b. 
The data have been collected mainly for U. T/D < 3 and D/L < 0.32 for 
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different types of objects. Some have been conducted in flumes (6) (19) 
(28) (29) (30) (31) (32) (33) whilst others have involved the use of 
tunnels with oscillating flow (4). The measurement of velocity in the 
latter is direct, whereas in the former it is computed from the wave 
characteristics through some theory. As already noted this can intro- 
duce some error, the magnitude of which varies with both H/h and h/L. 

The plots from Figs. 8 to 10 indicate the dimensionless force to 
vary inversely with U. T/D for small values of this parameter for all 
shapes of objects used and different wave types. When the relationship 
in equation (12) is algebraically manipulated it can be written as 

Tlm     -  constant (13) 
Pvtdu1/dt;m 

The constant in equation (13) is then the experimental coefficient of 
inertia (C.,-) which can be compared with the theoretical potential 

values C,. as drawn in Figs. (8) - (10) (and also Fig. 1). Thus the 

relationship between the dimensionless forces, Keulegan parameters, and 
inertia coefficient from potential flow theory can be fairly established 
in this range of UinJ/D < 3; both for the objects laid on the bottom, 

e/D = 0, and lifted from the bottom, e/D f  0. 

When the cylinder is half a diameter lifted from the bottom as in 
Fig. 9, e/D = 0.5, the inertia coefficient is not deviated much from 
potential value (C„ = 2 for no boundary effect); but due to bottom 

effect, e/D = 0, CM is modified from value of 2 to that of about 3.3. 

The relative effect of the free surface is distinctly seen in 
Fig. 5 for shell structure (35). For half cylinder, Table III indicates 
that with (h-e-a)/D > 1.0 or (h-e-a)/D > 0.944 the free surface effect 
has not come to change the coeeficient values (see Fig. 10 b). As the 
object is nearer to the surface, (h-e-a)/D < 0.5, change in value of 
the coefficient is clearly seen (see Fig. 6). 



2396 COASTAL ENGINEERING-1976 

CONCLUSION 

1. Fundamental  formulation of Morison equation gives rise to a number 
of practical limitations mainly confined within the inability to 
determine accurately the velocity and acceleration of fluid particles. 

2. Through interaction of theory and empiricism, means to obtain more 
accurate velocity is given for all depth ratios and wave steepness. 

3. Morison equation is appropriate for computing forces when the size 
of the submerged object D/L < 0.2.    The equation is replaced by the 
Diffraction theory when D/L > 0.2 and U.^T/D < 3. 

4. Proper choices of forms of non-dimensional forces and independent 
variables are shown to give good correlations and links with either 
potential  flow or steady flow, over a practical  range of dependent 
variables. 

5. Both the non-dimensional   inertia and drag formulations are shown to 
correlate with the Keulegan parameter well  for varieties of object 
shapes and wave types. 

6. Effects of bottom and free surface are found to be relatively 
influential at e/D < 0.5 and (h-a-e)/D < 0.5 respectively. 



SUBMERGED OBJECTS 2397 

NOTATION 

(i)    Variables 

A projected area 
a radius of cylinder or sphere 
C coefficient' 
D diameter of the cylinder or sphere 
d submergence depth 
d differential 
e vertical space between object and bed 
F force 
g gravitational acceleration 
H wave height 
h depth of water 
L wave length 
I transverse length of object 

a 
Reynolds number 
factor in equation (9) 

•T period 
t time 
U fluid velocity at centroid of object 
1 height above bed 
P fluid density 
V kinematic viscosity 
0 wave angular velocity 
V displaced volume 
? horizontal excursion length from mean position 
* phase difference 

ii) Subs< ;ripts 

c 
D 
M 
m 
P 
s 
SWL 
T 

x,z,i 

crest of wave 
drag 
i nerti a 
maximum 
potential  flow 
steady state 
still water level 
total 
horizontal, vertical  and any i-directions respectively of 
forces or coefficients or velocity 
lateral direction 
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CHAPTER 141 

FORCES ON A SPHERE UNDER LINEAR PROGRESSIVE WAVES 

Scott A. Jenkins and Douglas L. Inman 
Scripps Institution of Oceanography, University of California 

La Jolla, California 92093 

ABSTRACT 

The rms horizontal forces which result from the action of a linear, 
deep and intermediate water, laboratory scale waves were measured on submerged 
spheres removed several diameters from the free surface. The study focuses on 
unseparated flows encountered at small values of (d0/D), where d0 is the 
orbital diameter and D is the sphere diameter. Under these conditions, a 
steady streaming around the vertical equator of the sphere was observed, 
giving rise to a circulation in the sense of rotation of the orbital motion. 
This phenomena was found to diminish the resultant of the wave pressure on the 
sphere predicted by potential theory. In approaching the onset of separa- 
tion, the drag coefficients were found to compare in size with those reported 
for similar motions in steady unidirectional flow. 

INTRODUCTION 

Much of the experimental work addressing the problem of wave induced 
forces on submerged circular bodies have used in-line oscillatory flows; where 
the motion is simply back-and-forth and wm/u«,   -  0 (as in Keulegan and 
Carpenter, 1956; Seymour, 1974; and Sarpkaya, 1975). While the conditions of 
these experiments may approximate the flows encountered under shallow water 
waves, it is not clear whether these data are appropriate to the design of 
offshore structures encountering intermediate or deep water waves, under which 
the motion is orbital and w^/u^, = tanh k(z + h), after linear theory. 

Previous experiments in which progressive waves have been used to 
create oscillatory motion (O'Brien and Morison, 1952; and Grace and Casciano, 
1969) have involved separated local flow over spheres usually in close prox- 
imity to the bottom. Under waves, unseparated motions are a consequence of 
vorticity being confined by small particle orbits to the immediate neighborhood 
of the body, when do/D < 1, despite the fact that large Reynolds numbers may 
prevail. The unseparated flow regime has not yet received thorough experimen- 
tal scrutiny, particularly for orbital motion, and this lack of information is 
critical in the design of submerged structures whose cross-sectional dimension 
may exceed the amplitude of the water motion. 

The following study explores these areas by providing measurements of 
the wave loads on a smooth sphere which result from the orbital motions under 
linear, intermediate and deep water laboratory scale surface waves, when the 
local flow is unseparated. 

Force Estimates 

Instead of pursuing estimates of the wave force time history, we seek 
estimates of rms values of the force from Morison's equation as useful  "engine- 
ering numbers".    In this way, the time invarient coefficients of the drag and 
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inertia! terms are physically plausable as time averaged values.    With these 
coefficients, only a spectrum of the free surface is required to establish the 
relative size of horizontal rms values of the drag to the inertia forces at a 
given frequency by the following 

Ff _ Cfpyujujw _ 3^cf rd 
o rms 

F    c pV (u )        8  c I m   nr (T °>'rms         m D  J 

where d    = H   cosh- k(h " b) wnere ao rms  Mrms sinh kh 

The anticipated Strouhal dependence arising from a ratio of convective to 
unsteady inertial terms is equivalent for linear waves to a ratio of the size 
of the undisturbed particle orbits to the body, (d0/D). Thus, under the con- 
dition for which unseparated motions are found, namely (d0/D < 1), the inertia 
force appears as the larger component of the wave load. 

The inertia force can be estimated with a scattering description under 
the hypothesis of potential flow for a sphere submerged at least one diameter, 
D, under linear deep water waves. The inertia force is the resultant of the 
local wave pressure, 

II F., • ||»Hvs 

where three independent wave profiles combine linearly to give $ on the sur- 
face of the sphere. The first of these is the undisturbed incident wave, $K. 
Thus, if kD << 1, the undisturbed incident wave acts to accelerate the sphere 
into orbital motion like an equivalent volume of water, and contributes pV0 u« 
to the inertia force, giving a time independent value of unity for the inertia 
coefficient. However, the undisturbed incident wave cannot alone meet the 
condition of no flow through the sphere, and so a disturbance, $s,  due to the 
presence of the sphere is added. This disturbance or scattered wave is deter- 
mined so that the normal velocity over the surface of the sphere is zero 

|f (+„ + *s) = 0  at  r = D/2 

There is an additional pattern of disturbances, Froude waves, as a consequence 
of the proximity of the sphere to the free surface. However, if the sphere is 
at rest, and, if the depth of submergence is taken to be D, where d0/D < 1, 
then the Froude number is O(ed0/D)i and it may be verified that any contribu- 
tion to the force by Froude waves is altogether negligable after first order 
linear theory due to Havelock (1952) and after complete second order theory 
due to Kim (1969). 

Expanding the spacially dependent parts of the incident and scattered 
waves into a series of tesseral spherical harmonics, Lamb (1932, art 86 and 
106) as, 

exp(kz + ikx) = exp(kr sinesinu + ikrcose) =   „    s   ^n  Pn(cose) cos Su 
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yields a scattering formulation which does not rely on the plane wave approxi- 
mation as for acoustic scattering, or for scattering of surface waves by a 
vertical cylinder. The orthogonality on a spherical surface of the set of 
surface harmonics, 

Ps(cose) cos su 

taken with the condition of no flow through the sphere and the radiation con- 
dition, 

* = *M + •.(D^x)* (|«r = D/2I/|*J) 

as x •* °= yields the coefficients, A^, for the incident and scattered waves. 
These have been evaluated in Havelock (1954) and specify the pressure over the 
surface of the sphere resulting in the following expressions for the horizon- 
tal and vertical components of the inertia force 

1 3/2     u     _bk .1/2 
Fm      =   |PgD2(2,r) jj-e KD (1  + l/2)(kD/2) J3/2(kD/2) sin(-ot) 

Fm     =   J-pgD2(21r)
3/2   f e"kb (1 + l/2)(kD/2)~l/2 J3/2(kD/2) cos(-ot) 

Normalizing the amplitudes of the horizontal  and vertical  components by the 
amplitudes of   pV0 um   and    pV0Wco   respectively gives the following time 
independent inertia coefficient for both components 

cm    -    § (1 + ca)(kD)-3/2 J3/2(kD/2) 

where   ca = 1/2   and is plotted in Figure 1.    When the sphere becomes small in 
relation to the wave length, cm    is found to converge to 1.5, the value for a 
sphere in an unbounded uniformly accelerating fluid, and thereby supporting 
assumptions made in this regard in the early work of O'Brien and Morison  (1952) 
Furthermore the horizontal  and vertical components are found to lead the wave 
profile in time by constant phase angles of   ir/2    and    TT    respectively.    How- 
ever, once    kD/2 » 1, cm    becomes small and oscillating as 

9     /2 
TV" (kD/2)"2 cos(kD/2 - TT) 

for kD/2 >> 1. As a result, the phase of the inertia force relative to the 
incident wave profile varies rapidly with wave number, since the incident wave is 
now leaking around a very  large obstacle. The lack of a dependence in cm on 
the depth of submergence is a consequence of neglecting the effects of Froude 
waves by limiting the analysis to the case where  b > D. 

If the sphere is subjected to shallow water waves, then w„/u„-0 and 
the acoustic plane wave approximation appears admissible. Scattering of plane 
waves by a spherical obstacle is treated in Lamb (1932, art no 296) and results 
in an inertia coefficient which converges in the small body limit, kD/2 << 1, 
to 1.5 as        _    2 + (kD/2)

2 

cm   '  4 + (kD/2)t 
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Figure 1. Spherical deep water scattering solution for the inertia coefficient, 
cm, after Havelock (1954), where k is the wave number = 2ir/wave length; 
D is the sphere diameter. 

Experiment 

The horizontal component of the wave load was measured for polished 
spheres of 10 cm and 20 cm diameters subjected individually to discrete freq- 
uency waves of 0.2, 0.4, 0.6 and 0.75 Hz and heights of 5, 10, 15, and 20 cm, 
for a total of 32 separate experiments in the 2.5 meter wide wind and wave 
channel in the Scripps Institution Hydraulics Laboratory. The spheres were 
situated at mid-depth in 154 cm of water. This choice of experimental para- 
meters limited the investigation to be consistent with the previously stated 
assumptions and regimes of interest by insuring negligible Froude wave effects 
(0.012 < Fr < 0.11), orbital motion, (0.24 < vt^u^ <  0.93), and thorough cov- 
erage of the regime of small amplitude motion up to the onset of separation 
(0.053 < d0/D < 3.5). The study however was limited to examination of the 
small body limit (0.017 < kD/2 < 0.216) due to the problem of cross channel 
waves when attempting to generate waves which are shorter than the sphere dia- 
meter in a channel which must necessarily be significantly wider than D. 

The measured horizontal force, F, was resolved in the frequency domain 
into the drag and inertia components of the Morison estimator, F, by a harmon- 
ic analysis technique adapted^from Seymour (1974), involving minimizing the 
mean squared error in <(F - F)2> where 

F = °iuJuJ + C2U„ 

:fAo 
z    mo 

<(F - F)2> = <F2> + Ci <(u lu |)2> + 2c,c, <u lu lii > + c2<u2> - 2cx<Fu lu |> v ' -1 *     00 I      00 '   ' i      ^ Co'      CO1      CO <£ CO X 00 I       CO I 

2c2<Fii 



cf = 

cm   = 

8 C^» u„, 1     co ' 

PTTDZ 

6 

PTTD3 

Su  |u  | 
00 1      CO ' 

-   = 
6      Cc F, x 

Su PTTD3  02SX 
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If the incident waves are linear, then 

< u lu lii > = 0 
CO I   00 '   CO 

Expressing the covariance and variance in terms of the cospectral and spectral 
estimates, <xy> = Cx y and <x2> = Sx, and taking 3/3c-j<(F - F)2> = 0, solv- 
ing for c! and c2 gives 

and 

To arrive at Cf and cm using this scheme each individual experiment 
was repeated four times during which time histories of horizontal force and 
free surface elevation were sampled and stored on magnetic tape using an IBM 
1130 computer system. As much frequency resolution as possible was desirable. 
However, a limit of 2048 samples per record was imposed by the 1130 system and 
a need for as many samples per wave cycle as possible to adequately define the 
wave profiles led to the compromise of sampling at 20 Hz to allow each run a 
duration of 102.4 sec and a frequency resolution of 0.0097 Hz. After trans- 
forming these time series using Fast Fourier transform routines, the Fourier 
coefficients for the horizontal particle position required to construct Sx 
and CF,X were obtained from those of the free surface through phase shifting 
IT/2 by'reversing the cosine and sine coefficients, changing the sign of the 
cosine coefficient and then multiplying by 

cosh k(h - b) 
sinh kh 

after linear theory. The Fourier coefficients for u^u^l were obtained by 
taking derivatives (slopes) of the free surface time series, squaring, and 
then transforming to the frequency domain. The resulting Fourier pairs repre- 
senting the square of the vertical velocity at the free surface were then phase 
shifted by TT/2 as before and attenuated to the depth of submergence as; 

cosh k(h - b)]2 

sinh kh   J 

The drag and inertia coefficients realized in this way from the principle freq- 
uency band of each run were then averaged among the set of quadruplicate runs 
comprising each separate experiment. 

Because this method relies heavily on the average time dependence of 
Um being zero, care was taken to minimize seiching and reflection in the wave 
channel by submerging a tethered floating breakwater at the beach end. In 
addition, only wave forms of small steepness were used, with 0.008 < e < 0.22. 
To minimize generation of a free second harmonic due to the paddle motion, the 
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paddle throw was adjusted to a flapper mode for the deep water waves and to a 
semi-piston/flapper mode for the intermediate water waves. 

Results of the Force Experiment 

An example of the grouped spectra of horizontal force and the free 
surface when unseparated local flow persists is found in Figure 2, using a 10 
cm sphere under a 0.75 Hz, 20 cm wave. The linear character of the incident 
waves is evidenced by the negligible energy appearing at harmonics above the 
driving frequency. The second harmonic in the force spectra is two orders of 
magnitude below the peak at the driving frequency where a phase difference of 
ir/2 with the free surface is seen, indicating the predominance of the inertia 
force. 

PERIOD (sec) 
3.20 1.60   0,80 0.40 0.20 

k FORCE 

D 

O^GROUPS OF FOUR 

A F=0.0389 

J     SURFACE ^Y^v 
0.312 0.625 1.250 2.500 

FREQUENCY (Hz) 

10- 

^VvvM/vw^../VW\A 

Figure 2. Grouped spectra of the free surface and horizontal force for unsep- 
arated orbital motion. 

Flow visualization using dye injection from three parts embedded in 
the spheres at 90° increments around the horizontal equator demonstrated as in 
Figures 3-5 that the local flow is both laminar and unseparated for nd0/D < 3.2. 
Surprisingly, the dye streaks from the forward and aft ports produced by several 
cycles of motion show in Figures 3 and 4 a steady streaming close to the sur- 
face of the sphere, superposed on the local particle motion, causing a circula- 
tion around the vertical equator in the sense of rotation of the orbital motion, 
despite the linear character of the incident waves. Similarly, dye released 
from the side port in Figure 5 circulates in multiple cycles as laminar stream- 
ing around latitudinal belts in the vertical plane. As Trd0/D exceeded 3.2 
and the orbits became increasingly flattened the circulation became turbulent 
as seen in Figure 6, in response to adverse pressure gradients imposed by the 
wave field prior to each flow reversal. By -ndp/D = 7 the onset of separation 
was observed when portions of the dye plume would break away from the sphere 
at the moment of reversal of the local flow, disrupting the turbulent circula- 
tion. 
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Figure 3. Dye streak produced by two cycles of motion showing circulation 
proceeding over the top of the sphere at wd0/D = 3.2. Waves progressing 
from left to right. 

Figure 4. Circulation carries dye 6 cm in two cycles from rear port towards 
the underside of the sphere at ird0/D = 0.32. Waves progressing from left 
to right. 
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Figure 5. Dye spreading in a spiral from the side port towards the vertical 
equator at wd0/D =1.1. Waves progressing from left to right. 

Figure 6. Turbulent circulation carrying dye plume from the rear port around 
the bottom of the sphere for 7id0/D = 4.0. 
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The drag coefficients measured in this investigation were found to vary system- 
atically with the Keulegan-Carpenter form of the Strouhal number as shown in 
Figure 7. For ird0/D < 3.2, the sizes of the drag coefficients were typical 
of those for unseparated steady unidirectional flow around a sphere at low 
Reynolds number (0.6 < R < 25). In.the range 3.2 < ird0/D < 7 where turbu- 
lent circulation was observed, Cf was found to be comparable to values 
measured for steady unidirectional flow when closed streamlines behind a sep- 
aration bubble are found for 25 < R < 150. Indeed the turbulent circulation 
may evolve as a separation bubble formed near flow reversal and then convected 
around the sphere under the influence of orbital motion. When ird0/D > 9 and 
the onset of separation is clearly developed the values of Cf measured here 
are found to compare in size with those reported for a sphere in steady trans- 
lation with fully separated flow and open-ended streamlines at about R = 104. 
The range of Reynolds numbers covered in this study was from 0.5 x 10^ to 
4 x 10^, based on the amplitude of the horizontal velocity component. 

-•1      I      1 1      1 1    i    i 

20.0 

10.0 

i 
13 

% 
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- & E 
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1.0 
0   „ — 

z A 

0.5 
A 

A   ~ 

0.2 

1    1    1 i    i 1       1       1       1       1 

4    6 
UmT Trip 
0 = D 

Figure 7. Measured drag coefficients, Cf, against the inverse of the Strouhal 
number, umT/D = ird0/D, where um is the maximum horizontal particle 
velocity in the undisturbed wave; T is the wave period and d0 is the 
orbital diameter. 

The measured inertia coefficients, cm, Figure 8, defy explanation in 
terms of the results of the scattering problem. To find the values all less 
than unity is particularly surprising, and, since the sphere is so small in 
relation to the incident wave length, the pressure of the undisturbed wave 
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alone should result in an inertia coefficient of unity. Any scattering of the 
incident wave would add to this. The circulation, which could not be generated 
in the absence of viscosity for simple harmonic motions appears to be the only 
physical explanation for these values. 

1.5 

1.0 

0.5 

1       1       1       1       1 i       i       i       i       i 
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G 

-   i    8 

i       i       i       i       i 1          1          1          1          1 
0.04 0.08 0.12 

KD/2 
0.16 0.20 

Figure 8. Measured inertia coefficients, cm, against kD/2. 

Circulation Streaming 

Nonlinear free-surface effects as considered in Kim (1969) for a sub- 
merged sphere do not appear a likely mechanism for generating the circulation 
observed in this study due to the remoteness of the sphere from the free sur- 
face (3.8 D < b < 7.7 D) and the small size of the sphere with respect to the 
incident wave length. Furthermore, the streaming appears most intense near 
the surface of the sphere. Therefore, the boundary layer does seem a likely 
mechanism. 

Schlichting (1966) has treated the problem of steady streaming as 
developed by a circular cylinder executing small amplitude oscillations in 
still water. Photographic evidence of similar streaming near a cylinder due 
to acoustic waves in air may be found in a paper by Holtsmark, et al (1954). 
However, the streaming developed by these in-line oscillatory flows does not 
result in a net circulation because the streaming flows away from the cylinder 
along the axis in line with the oscillations, and towards it at locations 
transverse to these oscillations. 

Streaming over a flat bottom under the orbital motion of progressive 
waves, "bottom wind", has been treated in Longuet-Higgins (1953) and shown to 
be a consequence of the retarding influence of the boundary layer being greater 
for that portion of the orbit in closest proximity to the wall. Consider, 
then, in Figure 9, the solid path lines of deformed, closed orbits in the 
vicinity of a submerged sphere under linear inviscid, irrotational waves when 
kD/2 « 1. There is negligible decay in the amplitude of the motion vertically 
over one sphere diameter, and no net time independent motions result. But 
if viscosity and the formation of boundary layers is allowed in the model, 
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then the orbits can no longer remain closed and a "bottom wind" results around 
the sphere to give rise to a time independent circulation in the sense of 
rotation of the orbital motion. Considerably more vigorous streaming may be 
realized around a sphere than over a flat bottom, because in diffracting around 
the sphere the local velocities and orbital diameters are increased relative 
to those in the undisturbed field, with diffraction velocities approaching 
3/2 Uoo for kD/2 « 1. 

Figure 9. "Bottom wind" around a sphere as a mechanism for circulation 
streaming. 

The streaming velocities around the vertical equator were estimated 
for each wave condition in the force experiments by measuring the progress of 
the leading edge of a dye streak for an integral number of wave cycles. The 
dye was released from the rear port from where it proceeded around the bottom 
of the sphere and was thus not perturbed by the small diameter sting used to 
support the sphere from the surface. The circumferential streaming velocity 
<ue>, was found to be almost linear with (doW^/itD) as shown in Figure 10. At 
large values of (doW^/TrD) the streaming was more difficult to measure due to 
turbulence, but tended to decay and then quickly degenerate with the onset of 
separation. These results demonstrate that for a given wave height the cir- 
culation will be most intense for a deep water wave and diminishes as the wave 
becomes shallow water in character, and cease altogether once the motion is 
merely back-and-forth, assuming separation has not yet set in. 

With such a circulation added to the diffracting velocity field, the 
action of fluid inertia must result in a force historically termed as lift, 
F4, which acts normally to the instantaneous far field velocity and will 
therefore rotate through 2w in a wave cycle. Because the circulation is in 
the sense of rotation of the orbital motion, and because the phase of the 
inertia force lags the wave profile in space by a constant IT/2 when 
kD/2 << 1, the lift opposes the inertia force at any given wave phase as 
illustrated schematically in Figure 11. Because the streaming is generated at 
the top of the ac boundary layer, 0(v/a)i, it is assumed that the Kutta- 
Joukowski theorem is appropriate to estimate rms values of the horizontal 
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component of lift. This presuposes that the streaming velocity <ue>, decays 
as (1/r) and this has not yet been verified. In addition, the circulation 
distribution from the vertical equator to the sides transverse to the waves 
must be specified. The expanding spiral shaped dye streak issued from the 
side port in Figure 5 show that the streaming diminishes towards the sides 
of the sphere. If an assumption of solid body rotation is applied to the 
region within the vortex tube which results from the circulation around the 
vertical equator, then the streaming velocity <u9>, decays from the vertical 
equator to zero at the sides as cosu. The rms value of the horizontal com- 
ponent of lift can then be estimated from only knowing the streaming around 
the vertical equator, <u9> and from w„ by 

rms 3 P1,D2  <ue <wJrms 

where the vertical motion gives rise to the horizontal component of lift. 
Because the horizontal component of FA opposes the horizontal component of 
the inertia force, its rms values can be normalized by pv0(u„)rms and then 
added to the measured values of, cm in Figure 6, thereby subtracting the 
viscous effects due to circulation to give apparent inviscid values for the 
inertia coefficient plotted in Figure 12. Many of these values are comparable 
in size with the expectations of the scattering solution. However, due to the 
approximations in computing F»   these are presented here only to illustrate 
that the circulation can augment the inertia force at least to an extent that 
can account for the very small values of cm measured in this study. 
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Figure 10. Streaming velocities <ue>, measured around the vertical equator of 
the sphere against (d0 w^/irD) where wro is the amplitude of the vertical 
particle velocity in the undisturbed wave. Velocities are expressed in units 
of cm/sec. 
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Figure 11. Phase relationships between drag, Ff , the inertia force, Fm, and 
lift, Fj,, relative to the wave profile when a circulation, r, in the sense 
of the orbital motion is present. 
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Figure 12. Apparent inviscid inertia coefficients, cm, obtained by correcting 
measured values of cm for the horizontal component of lift. 



2426 COASTAL ENGINEERING-1976 

Conclusions 

Even when the gross viscous effects associated with separation are 
avoided, the smaller viscous effects which prevail in unseparated orbital 
motion and give rise to circulation streaming are sufficiently important to 
render potential theory as a rather poor description of the problem of forces 
induced by linear progressive waves. Because the circulation phenomena can- 
not be accounted for by in-line oscillatory flow, such studies are inappropriate 
to the design of circular members which exceed the amplitudes of the motions 
under deep and intermediate water waves. 

Symbols 
c 

A        solid harmonic coefficient n 

A        frontal area of a sphere = ?rD2/4 

b        depth of submergence 

c        added mass coefficient a 

cf drag coefficient = constant in the time domain 

c inertia coefficient = constant in the time domain 

C cospectral estimate 

D sphere diameter 

d orbital diameter in the undisturbed wave 

Ff drag force 

F lift force 

F„       inertia force 
m 
F Froude number = uj/gb 

F Mori son estimator 

g acceleration of gravity 

H wave height 

h water depth 

J  ,/?   Bessel function of the first kind and half odd integral order 
n  '    with argument = kD/2 

k        wave number 

n.       direction cosine 
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pS Legendre function of order < n = cos 6 

r radial coordinate 

R Reynolds number 

s order 

S spherical surface area 

Sx spectral estimate 

t time variable 

Vo volume of the sphere = TTD
3
/6 

um horizontal particle velocity in the undisturbed wave = a^/ax 
at the depth of submergence of the sphere 

u        horizontal particle acceleration in the undisturbed wave at the 
depth of submergence of the sphere 

u.        circumferential velocity component 

V        volume of the sphere = irD3/6 

w^       vertical particle velocity in the undisturbed wave, = a^/^z 
at the depth of submergence of the sphere 

x, y, z    Cartesian coordinates with the x-axis in the direction of wave 
advance, the y-axis transversely, and the z-axis positive upwards 

r        circulation 

e        wave steepness = kH/2 

$        local velocity potential = ^ + <t> 

<j>        velocity potential of the undisturbed incident deep water waves 
= (Ha/2k) exp(kz) sin(kx - at) 

rs velocity potential of the scattered wave 

p fluid density 

a radian frequency = 2ir/wave period 

e angular coordinate in the xz plane 

u angular coordinate in the xy plane 

| | absolute value 

< > time average 
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CHAPTER 142 

NEW DESIGN PRINCIPLES 

FOR RUBBLE MOUND STRUCTURES 

by 
Per Bruun and Ali Riza G'unbak 

The Norwegian Institute of Technology 

Abstract 

This paper describes the effect of wave period on the stability 
of rubble mound breakwaters.  Introductorily wave run-up and 
run-down on smooth slopes and on rubble mounds were measured, 
and breaker types were observed and recorded for different in- 
coming wave and slope characteristics.  The surf similarity 

parameter,  5 = , 9°  = /-~  •  ~^r ' T was found practical for 
/H/L0   / 2TT   /H 

description of breaker type, run-up and run-down on both smooth 
and permeable slopes.  Pressure measurements along the smooth 
slopes and in the core of a rubble mound were undertaken with 
two different core materials.  It was shown that the most danger- 
ous condition for the stability of rubble mounds occurs at the 
so-called "resonance condition".  Resonance refers to the situ- 
ation that occurs when run-down is in a low position and collap- 
sing-plunging wave breaking takes place simultaneously and 
repeatedly at or close to that location.  This corresponds to a 
range of E,  values in between 2 and 3.  Photographic instrumentation 
was introduced and tested to quantify the initial damage on a 
rubble mound. 

This paper is a 1/3 abstact of a thesis for the Dr. Eng. degree 
by Ali Riza Giinbak. 

WAVE PROPAGATION TOWARDS 
A SLOPING STRUCTURE 

GENERAL 

Waves that propagate from deep water towards a beach will 
change characteristics due to shoaling.  If the beach slope 
is not very mild and the deep water wave steepness (H0/L0) is 
not too small, the wave will finally break somewhere on or in 
front of the beach.  The condition before breaking is called 
the "non-breaking wave" condition;  the condition at the point 
of breaking is the "breaking wave" condition, and the condition 
towards the shore is the "broken wave" condition.  In this 
paper only waves that are "non-breaking" until they reach the 
structure are studied. 

2429 
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TYPES OF BREAKERS  REFLECTION 

The main types of breakers are described by Galvin (20) as 
"collapsing", "plunging" and "spilling".  For a fixed slope, 
breakers will change form from collapsing towards spilling as 
steepness increases.  Battjes (3) described the transition 
from one breaker type to the other on smooth slopes based on 
Galvin's data.  Using the so-called "offshore surf parameter", 

r  = . tga 

below: 

breaker types and limiting criteria are listed 

Limiting Criteria 

3.3 < E 
0 

0.5 < So < 3.3 

5o < 0.5 

.ed as £>, _  tga 

Breaker Type 

Surging or Collapsing if 

Plunging if 

Spilling if 

Replacing £.  by EJ, the surf parameter defined as £b   ._—_— 

one has: 

Breaker Type Limiting Criteria 
Surging or Collapsing       if 2 . 0 < Ejj 

Plunging                   if 0.4 < Eb < 2.0 

Spilling                   if Eb < 0-4 

These breaker types are shown in Fig. 1, from which it is seen 
that the distance between the breaker point and the mean water 
line varies. Battjes (3) estimated this distance (xb) roughly 
as 

^=F" °-8 5b_1 C1) zT/gdb 

where xb = du cota   and Hb = db (shallow water) . 

Observations (3) showed that this estimate was qualitatively 
correct, but quantitatively about 20% higher than experimental 
values. 

H j. 
The reflection coefficient, r = 75-7 is given for waves breaking 

on a slope (E < 2.5) as: 

r = 0.1 E2     where  E = ~jzM=, (2) 

and H is the incoming wave height in front of the structure. 
For non-breaking waves, r can be taken as one. 
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RUN-UP IN RELATION TO TYPE OF BREAKING 

Theoretical run-up calculations for breaking waves mainly in- 
vestigate the behaviour of a bore on a slope.  Most of the 
theories (15, 26, 57) describe the breaking phenomenon by a 
non-linear long wave theory.  In this respect they use the 
method of characteristics for integration which was first in- 
troduced by Stoker (52). 

According to the above-mentioned theories, the height of a bore 
approaches zero near the water line, and run-up starts beyond 
this level.  The highest run-up that can be obtained corresponds 

u2 to the velocity head Ru = y- of the flow at the water line 

when the bore is at that point. 

Theoretical investigations by Daubert and Warluzel (15) showed 
that run-up on a dry slope by the first incoming wave is higher 
than run-up for the following waves, which run up against down- 
rushing water from the preceding wave.  This is in agreement 
with experimental results (24). 

The run-up theory for bores refers to the situation for a fully 
developed bore.  It is not concerned with an intermediate phase 
in the form of a spilling breaker, which occurs on mild slopes. 
This intermediate phase is given by Le Mehaute's "Non-Saturated 
Breaker Theory" (38).  It is based on a semi-theoretical account 
of the energy balance for a spilling breaker.  This theory in- 
cludes the friction (f) and bottom slope characteristics (s) 
where it is assumed that: 

f - u t n2       n = Manning Coefficient ss 0.02 
~     di/3      d = Water Depth (ft) 

s = bottom slope 

With the above assumptions it is concluded that: 

1. If s < 0.37 f, waves never break.  All energy is dissipated 
by bottom friction and no run-up takes place. 

2. If 0.37 f < s < 0.37 f + 0.01, waves break as spilling 
breakers, and the rate of energy dissipated by the breaker 
increases as the bottom slope increases.  All the wave energy 
is dissipated before the waves reach the beach.  There is 
practically no run-up.  Wave set-up, however, occurs as a 
result of mass transport and momentum in the breaker.  The 
set-up can be calculated by the available methods (5, 42). 

3. IF s > 0.37 f + 0.01, a fully developed bore occurs.  The 
run-up may be calculated by means of run-up theories for 
bores (15, 26, 38, 57). 

Run-up of breaking waves may be evaluated by the method of 
characteristics (52).  To obtain a solution, many assumptions, 
including the initial bore characteristics, must be made. 
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Long mathematical calculation procedures are needed for each 
incidental case, and they do not provide a direct method for 
calculating run-up on a slope from the properties of swells 
far from the shore.  Empirical calculations of run-up of breaking 
waves are therefore usually preferred.  The change of wave 
characteristics from deep to shallow water, needless to say, 
should be considered in calculating the wave height occurring 
before run-up (21, 33, 41, 56, 58). 

UPRUSH OR UPRUN 

Investigation by Inoue (30) on smooth slopes, demonstrated that 
u d pj— maximizes when the value of p— is approximately one, which 

means that wave breaking may take place at the toe of the struc- 
ture or right in front of it (21).  Fig. 2 is a characteristic 
result by Inoue (30) demonstrating the effect of•water depth 
on wave run-up, which increases with decreasing ^ until it equals 
about 1. 

The effect of water depth on wave run-up was investigated by 
Saville (13), who concluded that the depth effect is negligible 

when o > 3  for all steepnesses.  Hunt in (28), using the avail- 

able experimental data on wave run-up, gives an empirical equa- 
tion for calculation of run-up on continuous smooth slopes for 
waves breaking on the slope, 

^u _ /2.3 tgq\ 
H  ~ V /H7T2" ) 

where H is the incoming wave height in front of the structure 
in feet.  Using the £ parameter the above formula reduces to 
Ru 
H~ = \6 f°r £ < Cbr = 2.3.  Fig. 3 relates Hunt's formula to 

various experimental results. 

Battjes and Roos (4) conducted experiments on smooth slopes 

[\ < cotga < j; 0.54 < C < 1 -97J- They found the following 

expressions:  Maximimum velocity 

vmax = ^ (°-5 t0 °-75) « for 7g?= < °-6       (3) 

Average run-up front velocity above SWL 

C = gH • 0.6 £* (4) 

Run-up time 

tu = T • 0.7 H (5) 

where x is defined in Fig. 4. 
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Regarding   uprush  on  slopes  with   friction  elements,   the   reader 
is   referred  to   (8)   and   (54). 

Permeability  decreases  wave   run-up  relative   to  smooth   imper- 
vious   slopes.     The  effect  increases   as   the   slope   angle   decreases 
and the   relative   run-up   (Ru/H)   increases  with  increasing   £   values. 
The   trend  of  the   increase   is   getting milder with higher   £  values. 
Savage's   (45)   results   contradict   the   above   conclusion,   but  his 
results   referred  to  beaches  with  uniform  grain  size   and not   to 
a  typical  breakwater  slope 

Uprush  on  composite   slopes   is   dealt with  in  ref's.   (8,   10,   24, 
28,   46,   47,   54).     Wave   set-up  and set-down both have  minor effects 
on  run-up/run-down,   as  mentioned  later   (3,   16,   29,   40,   48). 

DOWNRUSH   OR  RUN-DOWN 

Run-down   (R^)   is   defined  as   the  vertical   distance  between  the 
SWL  and  the  water  level   at  the   lowest  point  of water  recession 
on  the  slope.     It   can  therefore  be  positive   as  well   as  negative. 
A  positive   quantity  of  run-down means   that   run-down  cannot be 
completed.     The   slope   is   continuously  under water below  SWL, 
and  the   run-up  meets   the  water which  remained  from  the  previous 
run-down  and  accordingly  decelerates   considerably.     The   impor- 
tance   of  different   run-up/run-down  conditions   on  the  beach 
formation has   already been  shown by Kemp   (35,   36),  who  also 
measured  uprush  and  downrush  velocities   (37).     Semi-theoretical 
approaches   to  down-rush  velocities   are  mentioned  in  ref's. 
(6,   7,   9).     Battjes   and Roos   (4)   conducted experiments   for wave 
run-down  on  smooth  slopes.      (Cota  =   3.0,   5.0,   7.0,   10.0) 
(0.02   <  H/L0  <   0.03).     The   above  experiments   refer  to waves 
breaking  on  the   slope.      (0.3  <   £   <   1.9).     They  define   run-down: 

Rd  =  Ru(l   -   0.4   £) (6) 

From  the   above-mentioned  it   is  known  that  breaking  occurs   for 
£   <   2.3.     For  £   =   2.3,   Ru  is   always  positive.     This  means   that 
if  the   above   formula  is   applicable   for  all   ranges   of breaking 
waves   (£   <   2.3)   on  smooth  slopes,   then  run-down  cannot  be   com- 
pleted in   full   for  the waves  breaking  on  the   slope   and  run-up 
and  run-down  are   always   going   to   interact   above  SWL.     The  exis- 
tence   of  the   above   flow  condition  is   analysed by  assuming  the 
movement  of  a water mass   along  the  slope   under  the   action  of 
the  gravity  only.     With  such  an  assumption  one  has   (fig.   4): 

/H  L0/cosa  =•I•%•since t2 

Using     L0   = •§—  T2   one   obtains, 

t   =     /l,_l _1 
T /  TT' COSa' fi 

Assuming that cosa « 1, which is true for slopes less than 
1 in 3 with an error of maximum 5%,   one has: 

i = 0.564 £-5 (7) 
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Equation   (7)   gives   the   relative  time  of  travel   of  a water par- 
ticle   from  the  maximum  run-up  position,   down  to  SWL.     Therefore 
this   is   the  shortest   time  that   run.-down  can  reach  SWL.     Equation 
(7)   predicts   the   run-up  time  experimentally.     For  regular waves, 
the   relative   time  tj/T   left   for  the  wave   front   to   retreat  back 
down  to  SWL without  interacting with  the  new  run-up  is   then: 

^=1-  J=l-0.7r* (8) 

From equations (7) and (8) it may be noted that on smooth slopes, 

for TjT > Ty1-  run-up and run-down always interact above SWL.  Actually 

during run-down, pressure forces and boundary resistance will 
all retard the run-down.  Therefore, the question of interaction 
of run-down and run-up for breaking waves on smooth slopes 
(5 < 2.3) remains to be checked experimentally. 

Fig. 5 shows the variation of run-up and run-down with £,  on 
Dolos covered rubble-mound breakwater slopes.  The data is 
taken from ref. (25) for 1/73.7 scale model tests.  Although 
there is scattering of data in fig. 5, it shows a trend of in- 
creasing run-up values with increasing Z,  values.  If a regression 
line is drawn from these data, run-up will become nearly con- 
stant for high 5 values (5 > 4.0). 

Run-down also increases with increasing £ values and becomes 
nearly constant at high £ values (5 > 4.0).  Data in fig. 5 
show higher run-down values for Cota = 3.0 than for Cota = 2.0 
at the breaking range when 5 < 3.0.  This may be due to the fact 
that the water running up and down on the 1 in 3 slope travels 
a longer distance than on the 1 in 2 slope.  This may cause a 
higher possibility of penetration of water deep into,the break- 
water body and will therefore cause deeper run-down on the 1 in 
3 slope. 

Fig. 6, 7, 8 and 9 show the relative run-up and run-down vari- 
ation with 5 on a permeable breakwater slope of 1 in 1.5.  Data 
are from Dai & Kamel's tests (14) on rough quarrystones, smooth ' 
quarrystones, rough quadripods and smooth quadripods.  It should 
be noted that these data were obtained on three different model 
scales.  All data are included in the above figures.  The water 
depth to deep water wave height ratio (d/Ho) is not always > 3.0 
and run-up and run-down is as indicated above affected by depth. 
Although the above-mentioned may cause increase of the scatter 
(data are only available for 5 > 2.0), the general remarks made 
for run-up and run-down on rubble-mound breakwater slopes with 
increasing {values hold qualitatively for these data. 

Based on the above review it may therefore be concluded that 
relative run-up (Ru/H) and relative run-down (R,j/H) on rubble- 
mound slopes show a trend with £ values for d/H0 > 3.0.  Both 
increase from spilling breakers, towards plunging, collapsing 
and surging breakers and assume approximately a constant value 
for surging breakers when 5 > 4.0 - 5.0. 



RUBBLE MOUND STRUCTURES 2435 

THE STABILITY 

OF RUBBLE-MOUND BREAKWATERS 

GENERAL 

Today, the most frequently used formula for breakwater design 
is the Irribaren formula which was modified by Hudson (27) and 
given by: 

H^ 

KD(^-l)
3 Cotga YW 

(9) 

where 

Yr = specific weight of stone 
Yw = specific weight of water 

Y ~  KQ = stability coefficient 

Its popularity comes from the extensive tabulation of the Krj 
values by scale model tests.  They are given for regular waves, 
for no overtopping conditions and for certain specific break- 
water cross-sections.  Much criticism has been raised against 
this formula and its background (1, 2, 9, 10, 11, 18, 19, 20, 
21, 22, 23).  Ref. (55) states that different laboratories in 
the world list different Krj values for determining the initial 
damage.  These differences are caused by lack of consideration 
to the effects of water depth, porosity of and friction between 
units and to the fact that tests were conducted at different 
ranges of these parameters.  Ref.'s (10, 11) give a detailed 
analysis of the effect of porosity and friction on the stabi- 
lity of rubble-mounds.  Due to the scarcity of data and the wide 
range of variables, it is not possible at this time to give 
quantitative figures for these parameters. 

Accepting the hydrodynamic nature of the phenomena (flow cau- 
sing drag and inertia forces), it is not logical to ignore the 
different flow characteristics occurring on the breakwater by 
assuming a constant stability coefficient Kp for the whole 
range of wave periods.  Therefore a hypothesis was developed 
which includes the effect of wave period on the stability, 
using the knowledge of flow characteristics explained above. 

THE IMPORTANCE OF WAVE PERIOD ON THE STABILITY OF SLOPES 

The importance of wave period on the formation of beach profiles 
was, as already mentioned, investigated by Kemp (35, 36) who 
found that "the phase-difference was the dominant factor in the 
relation between waves and geometry of beach profile".  He 
defined the phase-difference as the ratio of the run-up time 
(tu) to the wave period (T).  The run-up time (t„) has a dif- 
ferent meaning than the one used here.  It is defined as the 
time needed for the water front to advance from the breaking 
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point up to maximum run-up.  Kemp also mentions the occurrence 
of vortexes at the sea bottom due to the interaction of run- 
down water with the incoming breaker (fig. 3 of ref.(35)). 

His experiments showed that for low phase differences t~r^ <_  0.3] 

a step profile and for high phase differences (^ >_ 1.0) a bar 

profile developed.  A transition from step to bar profile 
exists when tu/T is in between 1.0 and 0.3. 

Bruun in CIO) and (11) compares step profiles from beaches with 
stabilized breakwater profiles.  The stable breakwater profiles 
are cross-sections of some prototype breakwaters which finally 
obtained a stable cross-section.  The step beach profiles are 
taken from experimental data and converted to prototype scale 
using model laws.  From comparisons it is concluded that a 
stable breakwater profile assumes a cross-section similar to a 
step profile of a beach.  This together with Kemp's results 
brings out the fact that flow characteristics affect breakwater 
stability, and a phase difference smaller that 1.0, as defined 
above, is responsible for the stable breakwater profile. 

Sigurdsson (SO) measured slope parallel and normal forces using 
spheres as armour units.  His tests were performed on 1 in 1 
and 1 in 3 slopes.  From his measurements Sigurdsson categorizes 
the forces acting on the armour units based on different flow 
conditions as shown in table (1) in reference to fig. 10. 

TABLE (1) CLASSIFICATION OF HYDRAULIC FORCES 

Resu 1ti ng Ext reme Val ues 

Force Category Parallel 
Maximum 

Force 
Mi nimum 

Normal 
Maximum 

Force 
Mi nimum 

Incipient breaker preceded 
by outflow x X 

Incipient breaker preceded 
by backflow X X 

Flow into the breakwater X 

Flow out of the breakwater X X 

Changes in the buoyancy 
force X X X X 

Impact X X X 

Uprush X 

Backflow X 

The following is part of his conclusion: 

i  - "The most important hydraulic forces occur under the toe 
of an advancing breaker or when water is flowing out of 
the breakwater". 
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ii  - "The lowest level of wave retreat is an important fac- 
tor in determining the distribution of hydraulic forces 
with depth". 

iii - "Considerable impact forces occur when the breaker front 
strikes the capstones in a rubble-mound breakwater. 
These forces are directed upward and parallel to the 
breakwater face.  They are strongest for flat breakwater 
slopes". 

Sandstrom (44) conducted experiments similar to Sigurdsson's. 
His tests were run for constant wave height of H = 7 cm, with 
wave periods of T = 0.8 sec and T = 1.0 sec.  The steepest 
test slope was 1 in 1.5.  This corresponds to a C value lower 
than 3.15 which indicates that for continuous slopes wave 
forces occurring with plunging breakers were relatively close 
to resonance, and the plunging breaker hit a barren slope. 
Sandstrom also mentions maximizing of normal forces on armour 
units below SWL due to the sudden turning of the flow resulting 
from the interaction of the run-down with the incoming breaker. 
For armour blocks above SWL run-up is more decisive for slope 
gradients 1 in 3 and 1 in 4. 

Hedar (23) expressed this much earlier and insists that break- 
water stability is different for run-up and run-down.  He in- 
troduced two stability equations for the two different phases 
of flow.  Analysis of his formulae together with the given 
experimental coefficients show that the design for slopes steeper 
than 1 in 3 must be based on the run-down formula. 

Carstens et al (12), from their experiments with regular waves, 
showed a relation between wave run-up and the stability of 
rubble-mound breakwaters.  Run-up and run-down, however, are 
closely related. 

RESONANCE CONDITION 

The resonance phenomenon was first mentioned in ref.'s (10,11). 
On page 20 of ref. (10) the occurrence of this phenomenon is 
defined:  "Such -a situation may occur if the uprush-downrush 
period or what may be termed the downrush period is equal to 
the wave period, assuming that downrush is at its lowest position 
at the toe of the breaking wave so that every downrush meets a 
breaking wave at the lowest position of the downrush."  It was 
indicated that, at resonance, the hydrostatic pressure from the 
core structure would also be maximized causing uplift forces 
on the armour blocks.  Attempt was not made to define resonance 
condition more specifically in terms of structure and wave 
characteristics. 

With reference to fig. 11 the time history of the wave front 
along the slope above still water level (SWL) is drawn.  Three 
different conditions may occur in all ranges of slope and wave 
characteristics, in other words, in all ranges of 5. 
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Fig. 11a shows the condition at which fun-down will never come 
below SWL, and run-up and run-down always interact above SWL. 
This condition occurs for £ < 1.60.  This range of £ values 
includes plunging and spilling breakers.  On rubble-mound slopes 
the condition described in fig. 11a may only occur at £ values 
much lower than 1.60, due to permeability. 

Fig. lib represents the interaction of run-up and run-down at 
SWL.  On smooth slopes this corresponds to a £ value of 1.60 
or somewhat higher.  On permeable slopes this will be a much 
lower £ value (fig.'s 5-8).  Fig. lie demonstrates how run-down 
may reach below SWL.  It may then be completed before the arrival 
of the next wave, or it may interact with the run-up below SWL. 
On smooth slopes this corresponds to 5 > 1.60.  Fig. lid gives 
the description of the resonance condition as defined above, 
in terms of time history plots where point "B" refers to the 
breaking point and the dotted line shows the wave profile at 
the maximum run-up position.  In this study, the breaking point 
refers to the point at which the wave front becomes vertical 
as shown in fig. lid. 

From the above-mentioned, it is known that waves break when 
£ < 2.5.  This, together with the above deductions, restricts 
the resonance condition to the range of 1.60 < £ <_ 2.5 for 
smooth slopes and to £ <_ 2.5 for permeable slopes. 

Analysis of fig.'s 5-9 shows that run-down on rubble-mounds does 
not reach its maximum value at £ £ 2.5.  Therefore, the earlier 
definition of resonance had to be changed to "the condition 
that occurs when run-down is in a low position and wave breaking 
takes place simultaneously and repeatedly at that location". 
The verification of the above definition and its point (range) 
of occurrence in the £ spectrum, referring to smooth and perma- 
able slopes, was looked further into by experiments. 

The importance of "resonance" is its relation to maximum forces 
on sloping structures.  This is due to the kinematic conditions 
occurring below the breaker causing lift forces.  Strong drag 
and inertia forces also occur on the armour blocks due to the 
high run-up and run-down and the accompanying large scale tur- 
bulence.  The impact forces on the blocks also seem to maximize 
around the resonance condition.  At the same time the mean 
water table elevation in the core rises due to the high run-up, 
causing an outward pressure on the armour blocks, as mentioned 
later.  This effect will become even more significant when it 
is combined with the set-down of the mean water table outside 
the breakwater (22, 34). 

Iversen (31) measured the velocities under a breaking wave, and 
Kemp and Plinston (37) velocities in the uprush and downrush 
zone.  Wiegel (59) calculated the horizontal accelerations 
occurring in and under a breaking wave using the data given in 
ref. (31).  Fig. 12 shows the kinematic conditions under two 
breaking waves with equal breaker heights (Hj,) on 1 in 10 and 
1 in 50 slopes.  It may be observed that the backflow due to 
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run-down water in front of the breaker is higher for 1 in 10 
slope than 1 in 50 slope.  High horizontal forward velocities 
exist directly under the breaking wave crest.  When high run- 
down velocities interact with the high forward velocities in 
the toe, they cause rotating flows under the sloping front of 
the breaking wave (fig. 12).  During this rotation, velocities 
and accelerations normal to the slope occur.  On a rubble- 
mound breakwater, the rotating flow causes high drag and 
inertia forces on armour blocks trying to pull them out of their 
place.  This force corresponds to the lift forces measured by 
Sandstrom (44) and by Sigurdsson (50) under ideal assumptions. 

Impact forces on the slope also maximize around the resonance 
condition.  With reference to fig. 13, this may be explained 
as follows: 

Assuming that a water mass plunges from the crest of a breaking 
wave with a velocity of C^r = /g(H{, + z)  and travels a distance 
"Xp" along the slope under the action of gravity only (neglecting 
air resistance).  For y s» 0, the fall time "t^" for this mass 
can be written: 

tb = /2CHb + z - Xp Sina) (10) 

The horizontal distance this mass can travel may be written as: 

XpCosa = Cbrt - /g(Hb + z) /2^ rz~l*V Sina) (ID 

Solving equations (10) and (11) for Xp, one obtains: 

Xp (Hb • z){/Sin'° +
c

2
0
CJlZa   '   SiRa} d2) 

Assuming Hj, = Tb • Xg Sina and replacing this in (34), 

X» = <Yb • XB + sli^) f(a) (13) 

where 

c,   -,        Sina f/Sin^a + 2Cos2a - Sina) 
f(a) =  » r„„9  v ' LOSza 

The values of f(a) are given in table (2) below for some slope 
angles (a): 
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TABLE   (2) 

SLOPE   CONSTANTS   FOR   PLUNGE   DISTANCE 

o» Cota f(a) 
38.66 1.25 0.660 
33.69 1.5 0.598 
26.57 2.0 0.500 
21.80 2.5 0.428 
18.43 3.0 0.373 
15.95 3.5 0.331 
14.04 4.0 0.297 
11.31 5.0 0.246 

Equation (13) needs information on "z","Xg" and "Y^" values. 
It is known that Yb is the maximum for plunging-collapsing 
breakers (£ value around 2.5).  On smooth slopes it can be 
assumed to be about 1.2.  Inserting this value of Yb in equa- 
tion (13) together with an assumed value of z = I  Xg Sina, one 
obtains: 

Xp = 1.7 f(a) XB (14) 

Solving equation (14) for f(a) when Xp = Xg, one finds f(a) = 0.588. 

the above calculations show that a plunging water mass will 
always hit below SWL for slopes less than 1 in 1.5 (table 2). 
If it was assumed that the run-down prediction given by equation 
(6) was true for E,  = 2.5, run-down would only penetrate below 
SWL at 5 > 2.5, which means that a plunging water mass always 
hits a layer of water remaining from the previous run-down on 
slopes less than 1 in 1.5.  This water-pad will act as an ab- 
sorber and decrease the strength of impact forces on the.slope. 
Therefore, it is much more likely to obtain high impact forces 
•pn steep slopes with £ values close to the resonance condition. 

The maximum water flow velocity may occur at the impact point. 
This is point "p" in fig. 13.  The magnitude of the velocity 
at point Pi(Vp)i can be calculated in reference to fig. 13 
from the energy equation assuming negligible energy loss as: 

|mV| = imC§r + mg(Hb + z - Xp Sina) (15) 

where datum line was passed from the impact point "p" in fig. 13. 
In the above equation "m" refers to the water mass which plunges. 
Solving equation (15) for Vp: 

Vp = ^Cir + 2g(Hb + z - Xp Sina) (16) 

From equation (11) one can write: 

g Xp
2Cos2a = 2(Hb + z - Xp Sina) (17) 
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Using  equation   (17),   equation   (18)   becomes: 

Vp  =   Aor  •   (^fe^)2 CIS) 

Equation (18) shows that Vp > Cbr.  Therefore, maximum flow 
velocity will occur at the impact point.  The orientation of 
this velocity vector "Vp" at the moment of impact may influence 
the stability.  As the magnitude of this component parallel 
to the slope is bigger, it will cause more overturning moments 
on the blocks trying to move them out of their place. 

In order to define resonance condition in terms of structure 
and wave characteristics and to observe the nature of the des- 
tructive forces at this condition, experiments were performed 
on smooth impermeable slopes and on rubble-mounds. 

TESTS ON UPRUSH/DOWNRUSH 

Tests were run on smooth slopes,   1 in 2, 1 in 3 and 1 in S. 
Resistance wires were used for recording run-up and run-down. 
Wave heights between 4 cm <^ H <_ 15 cm were used with periods 
0.8 sec <_. T <_ 2.43 sec, wave steepnesses thereby H/L0 < 0.1. 
This corresponds to average prototype conditions covering the 
1.33 < £ < 7.96 range, which include all types of breakers 
except spilling.  During the tests water depth was constantly 
0.5 m.  In the experimental range, this corresponds to d/H0 > 3.0 
at which wave run-up is not affected by the water depth. 

The results are plotted in fig.'s 14 and 15.  Breaker types are 
also shown using different symbols for each breaker type. 
Another set of experiments was conducted with wave heights of 
H = 9.0 cm and 13.0 cm only, but for different wave periods. 
Breaking points (B) of the waves were recorded visually only 
on 1 in 2 and 1 in 3 slopes.  Data were converted to 
(XE/H) Sina and plotted in fig. 15 together with run-down data. 

Fig. 14 shows a trend in run-up with £.  It may be seen that 
Ru/H increases sharply with £ reaching a maximum at 2.0 < 5 < 3.0 
and decreases again with further increase of £.  It attains 
approximately a constant level for high £ values (£ > 4.0). 
Types of breakers as also indicated in fig. 14 show that plun- 
ging breaking occurred until £ = 3.19 and collapsing breaking un- 
til £ = 3.42.  For 1.0 < £ < 2.5 only plunging breakers were 
observed.  From £ = 2.5 to 5 = 3.2 plunging and collapsing brea- 
kers became mixed.  At 3.20 <_ £ <_ 3.40 collapsing and surging 
were mixed, and after £ = 3.40 only surging waves occurred. 
This observation of breaking conditions was very similar to the 
results mentioned above except that breaking might occur up to 
£ s» 3.40 instead of at £ » 2.5.  The value £ tw 2.5 is a theo- 
retically obtained figure referring to a situation halfway between 
breaking and non-breaking.  Hunt's run-up prediction, which 
was mentioned above (Ru/H = £), seems to hold for these data 
also at £ < 3.0.  The above results show that for the range of 
2.2 < £ < 3.2, wave run-up on smooth slopes obtain maximum 
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values.  This result should be considered in designing the 
crest elevation of any impermeable sloping wave protection 
structure.  Data on overtopping were not considered in this 
study.  The reader is referred to ref.'s (3, 8, 13, 32, 43, 
S3, 54 and 55).  Wave run-down data have less scatter than 
wave run-up data.  Fig. 15 shows these data together with 
breaking point data and demonstrates that wave run-down in- 
creases continuously with £ and assumes approximately a constant 
value for high i  values (c > 4.0).  The mean curve crosses the 
SWL roughly at a 5 value of 2.2.  For 5 < 2.2 run-down cannot 
take place below SWL and run-up and run-down always interact. 
The model developed above (22) gave c » 1.60 for the run-down 
penetrating down to SWL.  The difference between these two 
results is undoubtedly caused by neglect of the effects of 
friction and pressure forces on the flow. 

Analysis of breaking point data and run-down data showed that 
true resonance can hardly ever be achieved.  There will always 
be a run-down "tongue" remaining from the previous wave in 
front of the breaking wave.  Also, for this reason, the re- 
sonance condition defined earlier should be changed to "the 
condition that occurs when run-down is in a low position and 
wave breaking takes place simultaneously and repeatedly close 
to that location". 

PRESSURE MEASUREMENTS 

Pressure measurements were conducted on slopes 1 in 2 and 1 in 3. 
The combination of wave height, period and slope angle was ar- 
ranged so that data were obtained for different types of breakers, 
Fig. 16 is an example of the variation of dynamic pressures 
along the slope.  From this figure, it may be seen that the im- 
pact pressures (maximum dynamic pressures) and the suction pres- 
sures (minimum dynamic pressures) penetrate deeper on the slope 
with increasing c values. 

Analysis of fig.'s 17 and 18 show that the impact pressures and 
the suction pressures maximize in the range of 2.0 < £ < 3.0, 
that is, close to the resonance condition.  The sudden increase 
of the impact pressures at the resonance condition supports 
the hypothesis on impact pressures introduced above.  Indeed, 
if the mathematical formulation of the plunge distance given 
by equation (13) is used together with fig. 15, some quantitative 
results may be obtained.  Calculating the plunge distance for 
Coto = 2.0 

Assuming z = jxg Sina and inserting the value of f(a) = 0.5 
from table (2), xp becomes 

xp = 0.5 xB(Yb + i) 
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At   5   =   3.0 with  a plunging  breaker,   the   value   of Yj,   can be 
assumed  1.2.     The   value  of xg  can be   calculated  using   fig.   14   as: 

xB   =   1.40  H   Q-i^y =   3.13  H 

For a wave height of H = 9.0 cm, 

xp = 0.S • 3.13 • 9(1.2 + 0.5) = 23.94 cm 

and 

xg = 2 8.17 cm 

For this reason the maximum point upslope where the plunging 
water crest may cause an impact would be (28.17 - 23.94) = 4.23 cm 
below SWL.  If the maximum run-down value is checked for this 
case from fig. IS, it will be 22.13 cm.- Therefore, the plunging 
wave crest will undoubtedly hit the bare slope and therefore 
cause a high impact.  If similar calculations are made for 
5 = 1.5, one finds that the maximum upslope point where the 
plunging wave crest may cause an impact would be 4.53 cm below 
SWL.  From fig. 15 one can see that £•= 1.5, run-down ends 
6.35 cm above SWL.  Therefore, the plunging wave will always 
hit a layer of water remaining from the previous run-down and 
cause less impact pressures.  As mentioned below, fig.'s 17 and 
18 support the result of the above analysis.  Some Russian data 
(49, 51) on impact pressures also support the above hypothesis. 
Popov (51) made some experiments on 1 in 4 smooth slope with 
different incoming wave steepnesses for waves breaking on the 
slope.  During the test he used constant wave height and changed 
the wave period.  His results show (22) that impact pressures on 
the slope increase with increasing £ values or periods.  The 
linear increase may be due to decreasing water layer thickness 
which the plunging wave crest hits.  Selivanov (49) made some 
prototype measurements on smooth slopes.  He (also) concluded 
that the maximum impact pressures occur with deep run-down. 

From fig.'s 17 and 18 it may be seen that suction pressures 
are highest at the resonance condition, that is, close to 
E; - 3.0.  On fully impervious slopes the static head of the 
wave will tend to compensate this suction pressure and no bouy- 
ancy forces are exerted upon the cover layer.  In rubble-mounds, 
armour blocks which are submerged are subjected to bouyancy 
forces which will decrease the weight of the block and thereby 
its resistance to uplift.  Therefore, the combined suction 
forces on a rubble-mound may be able to lift (suck) blocks out 
of the mound.  As mentioned above, the breaking wave and wave 
run-up/run-down conditions are similar on smooth impermeable 
slopes and permeable slopes.  It may, therefore, be assumed 
that force patterns would tend to be similar on permeable and on 
smooth impermeable slopes, although various degrees of permeability 
and roughness may cause more turbulence, therefore also more 
scatter on the permeable rough slope. 
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TESTS ON FLUCTUATIONS 

OF WATER TABLE IN THE MOUND 

IN RELATION TO UPRUSH/DOWNRUSH 

Wave run-up and run-down were measured using resistance wires. 
Synchronized water table fluctuations in the core and in the 
filter were recorded by Sand-Born recorders simultaneously with 
the run-up/run-down time history on the rock slope.  Measurements 
in the core by resistance wires were obtained 5 cm inside the 
core from the filter.  Another wire system was stretched on the 
armour stone surface along the slope for uprush/downrush recor- 
ding. 

Tests were conducted with a constant water depth of 50 cm.  The 
wave heights were ranged between 3.8 cm <_ H <_ 16 cm and the wave 
period between 0.8 sec <_ T <_ 2.43 sec.  Breakwater slope was 
1 in 2.5.  The range of £ was 1.37 < £ <_ 4.77.  A synchronization 
signal was transmitted and marked on all channels using a push- 
button system. 

Relative wave run-up (Ru/H) and run-down (R^/H) on the break- 
water were plotted against £ values as shown in fig. 19.  It 
may be seen that wave run-up and run-down increase with increasing 
£ values.  The relative wave run-up and run-down at the filter layer 
and in the core are given in fig.'s 20 and 21.  Fig. 22 shows a variet; 
of wave run-up data derived from tests plotted in fig.'s 3, 14, 
19 and others (22).  The lower values of Hudson's data in fig. 22 
is a result of the approximation H ~ H0. 

Fig. 22 shows that wave' run-up on a rubble-mound breakwater and 
on a smooth slope do not assume a constant ratio for all £ ranges. 
A ratio of 0.5 seems to be valid for the maximum run-up on smooth 
slopes and maximum run-up on rubble-mound breakwater slopes. 

Fig. 19 shows that wave run-down increases continuously with £ 
in the test range.  From fig.'s 6, 7, 8 and 9, it is apparent 
that wave run-down on breakwater slopes assumes a constant value 
for £ > 5.0.  Therefore a constant level of relative run-down 
(R(j/H) may be expected at fig. 19 for £ > 5.0.  A comparison 
between wave run-down on smooth slopes and on rubble-mound break- 
waters reveals some differences.  For £ <   2.20, run-down on 
smooth slopes does not penetrate below SWL.  On rubble-mound 
slopes, it does.  This difference is mainly due to inflow of 
water into the breakwater body causing lower run-up and higher 
run-down values on breakwaters.  For 1.5 < £ < 4.0, wave run- 
down on smooth slopes increases much faster than on rubble-mound 
breakwaters.  This undoubtedly is due to the friction forces 
which retard the run-down on breakwaters and the outflow from 
the breakwater body which feeds the run-down.  Both of these ef- 
fects decrease the run-down on rubble-mound breakwaters.  From 
data on the type of breakers occurring at different £ values, 
it may be concluded that wave breaking on rubble-mounds ceases 
at smaller £ values than on smooth slopes.  Plunging breakers 
occur until £ s 2.0.  Around 2.0 <_ £ <_ 2.60 plunging and collap- 
sing breakers become mixed.  Collapsing breakers occur until 
£ M 3.10.  It was observed that the type of breaker also depends 
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on the height of the incoming wave.  At the same £ value a higher 
wave may cause a plunging breaker while a lower wave breaks col- 
lapsing on the rubble-mound.  Although there will not be much 
change in the above transition values given for breakers on 
rubble-mounds, a higher wave than the maximum wave used during 
the tests may shift the breaker transitions somewhat towards 
higher 5 values. 

Fig.'s 20 and 21 show the maximum and minimum elevations of the 
water table inside the filter and core respectively for different 
5 values.  It may be noted that until 5 PS 3.0 the maximum water 
level in the filter stays much lower than maximum run-up on 
the slope.  After E,  pa 3.0 the water table in the filter follows 
wave run-up values.  This means that inflow cannot be completed 
for small 5 values.  The minimum water table elevation in the 
filter stays very close to SWL for 5 < 2.S.  For £ > 2.5 it 
goes below SWL and decreases (comes further down) with increasing 
5 values. 

A similar trend of water table fluctuations inside the core may 
be seen from fig. 21.  For 5 <_ 3.0 the water level does not go 
below SWL in the core and all fluctuations remain above it. 
This causes an extra head above SWL which undoubtedly affects 
the stability.  It may be seen that for small £ values, water 
level fluctuations inside the core become very small.  This means 
that for small 5 values, the water table fluctuations take 
place around a certain point inside the core close to the filter 
layer (22).  This result refers mainly to the finer core materials. 
For high 5 values the water level fluctuations inside the core 
increase.  Tests demonstrate that for 5 < 4.0 the water table 
in the core remains above SWL at the run-down position of the 
water profile on the breakwater.  Fig. 23 shows the approximate 
quasi-stationary water table profiles at three different l  values 
at the run-down position on the breakwater.  Data from the tests 
were used to plot these figures.  It may be seen that for small 
5 values, flow into the core is not completed when run-down 
occurs on the breakwater.  Fig. 23 also shows that a force in- 
side the breakwater caused by the sloping water surface at the 
quasi-stationary state, may be transferred to the armour rock 
in the form of an added bouyancy force.  Pressure measurements 
were conducted inside the breakwater on a horizontal plane 20 cm 
below SWL for the two different core materials used.  The time 
history of the pressure was drawn with 0.2 sec intervals using li- 
near interpolation in between the discrete points. 
The main difference between the pressure measurements with two 
different core materials is a relative increase of the build- 
up of pressures in the finer material.  This effect of permeability 
causes that the maximum and minimum pressure fluctuations are 
shifted up with finer core material.  For details, the reader 
is referred to (22). 

Fig. 24 shows the mean pressure gradients in fine and coarse 
core at 5 = 3.0.  It is drawn using detailed results and linear 
interpolation in between the discrete readings.  Maximum mean 
pressures occur at P2 - P3 or between (P^ - P3) causing concave 
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mean pressure distribution curves as shown in fig. 24.  These 
mean pressure gradients (dp/dx) occurring inside the core reveal 
the existence of a force acting from inside the core towards the 
slopes.  In the range of the experimental pressure measurements 
a similar pattern of the dp/dx distribution is observed inside 
the core for two different permeabilities.  This means that in 
the distance Pj - P£ the force acting in the core does not show 
much difference with the core permeability, but it is likely 
that this build-up of pressure head inside the core will act 
upon the highly permeable filter or armour layer due to pressure 
gradients in the core close to filter layer.  It may therefore 
be concluded that the difference in pressures inside the core 
will be maximum close to the filter layer, which may be seen 
from fig. 24, where filter and armour layers are shown at -20 cm 
elevation.  The forces occurring inside the core due to the build- 
up of hydrostatic head are directed towards the filter layer and 
the armour rock.  Due to the complex flow situation, nothing can 
be said about the actual magnitude and distribution of this force 
which attempts to push the rocks outward.  It may therefore be 
interpreted as an extra bouyancy force indirectly caused by the 
waves.  This force increases with decreasing permeability.  For 
a constant wave height the build-up of pressures inside the core 
increases with increasing wave period or £ value.  This increase 
develops faster with finer core material and has a sharp increase 
with 5 for 5 < 3.0, but increases less after this value.  In 
addition, it should be noted that wave set-up on a slope dimini- 
shes with increasing g values.  Indeed Fairchild (17) mentioned 
that in the experiments with smooth slopes of 1 in 3 and 1 in 6 
no set-up could be measured, but only set-down occurred.  A 
similar conclusion may be transferred to a rubble-mound breakwater 
which means that set-sown in front of a breakwater increases 
with increasing 5 values.  This makes another contribution to 
increase of outward pressure, thereby to reduction of armour 
stability (16, 17). 

OVERALL STABILITY OF ARMOUR 

The dislocation of the armour stone on the breakwater is a result 
of the existence of various forces which may join in combinations 
that cause maximum destructive forces.  From the above-mentioned 
it is known that wave run-up and run-down increase with increasing 
5 values and assume a constant level approximately for £ > 5.0. 
This may cause higher run-down velocities on the breakwater for 
increasing 5 values acting on the armour blocks.as drag and in- 
ertia forces.  It is therefore more probable that damage will 
occur with the longest period waves when 5 is less that ,5.  It is 
mentioned above that the maximum impact forces on the armour 
blocks occur at or close to the resonance condition.  The suction 
forces occurring under a breaking wave due to the interaction 
between the breaker forward velocities and run-down velocities 
generally also maximize close to or at the resonance condition. 

Maximum impact and suction forces seem to occur under breaking 
waves for 2.0 < S < 3.0.  The increase in core pressures and 
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run-down drag forces is relatively small for 5 > 3.0.  In this 
range no wave breaking occurs.  Therefore, it may be assumed that 
the first dislocations of the armour stones on the breakwater 
will occur around the 5 values between 2 and 3 where wave break- 
ing still takes place.  After the dislocation of some stones 
from the breakwater surface, the armour blocks may roll down 
due to the run-down forces which may be highly turbulent.  This 
means that for the advancement of the damage, long period waves 
which surge up on the breakwater are as responsible as the 
waves at the resonance condition.  For advance of damage waves 
occurring in the wave spectrum with K   >   2.0 therefore are all 
critical. 

The above-mentioned general conclusions are supported by tests 
undertaken at the Coastal Engnerg Research Center (1, 2) in 1974. 
These  tests were performed in a wave flume 193.5 m long, 
4.57 m wide and 6.1 m deep.  Wave heights of 0.55 m <_  H <_ 1.83 m 
with periods 2.8 sec <_ T <^ 11.3 sec were tested.  They were con- 
ducted at a constant water depth of 4.57 m.  A rip rap covered 
breakwater was tested with slopes of 1 in 2.5, 1 in 3.5 and 
1 in 5.0.  Test results were presented in terms of the zero 
damage wave height "HID".     Zero damage wave height was defined 
as the highest wave height which will create no damage to the 
structure.  A 10? increase of this wave height will cause da- 
mage.  Wave heights were measured in front of the structure. 
The original data obtained from these tests are plotted in fig. 25 
in terms of zero damage stability number "NZD" versus 5 where 
NZD and 5 were defined as, 

HZD 
NZD - /w   ,1    — (19) 

WiLfl.\4 
Yr J 

(Sr - 1) 

and 

5 =   *S« Sr - H 
/HZD/LQ YW 

When equation (19) is compared with equation (9), NZD is equivalent 

to (KD Cota)3.  Results of tests of earlier date (1959) are also 
presented in fig. 25, which clearly shows the effect of wave period 
on the stability of rubble-mound breakwaters.  When the range 
of breakwater and wave characteristics covered are considered, 
they verify the above conclusions for the stability of rubble- 
mound breakwaters, which were based on the hydrodynamic analysis 
of the phenonemon. 

Fig. 25 shows that the stability number NZD depends on the slope 
angle much more than expressed by E..     In fig. 26, curves were 
drawn from the lowest zero damage stability numbers of each slope. 
This shows that the minimum stability point shifts from a E, 
value around 2 to a £ value of around 3 with increasing slope 
angle.  It also shows the effect of 5 on stability and demonstrates 
that minimum stability occurs for 2.0 < 5 < 3.0. 
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It may be questioned whether results from tests on rip rap can 
be transferred to rubble-mounds as rip rap would tend to be a 
little denser than rubble-mounds.  The answer undoubtedly is 
that it is possible, as nothing has changed in the overall hy- 
drodynamic situation, but due to turbulence spreading may be 
more pronounced with rubble-mounds.  The instrument mentioned 
in the next section confirmed the general validity of a "trans- 
fer". 

THE OPTICAL BREAKDOWN 

DEVELOPMENT SENSOR 

This instrument (the OBDS) was developed to quantify the break- 
down by measuring the actual movements in a mound, thereby re- 
placing the earlier procedures of counting blocks "which moved 
out of place" or "rolled down the slope" - a very subjective 
method by "figures and facts". 

The OBDS is a photographic instrument.  Its main item is a 
"Mamiya Universal" camera with accessories.  Its principle is 
called "solarizatlon" or "bas-relief" effect in photography. 
It is based on the trick of applying a negative film to mask 
out all highlights passing through a positive film.  A Polaroid 
Type 105 Positive/Negative Pack Film was used.  First a picture 
of the test section was taken.  The negative of this film was 
inserted into the camera in such a way that negative film 
masked all highlights coming from the structure.  This alignment 
of the negative film with the structure may be achieved by 
slight axial and rotational movements of the camera.  The camera 
is set at this position and a photocell connected to an ampli- 
fier is put on to the eyepiece of the camera.  Any change on 
the original test structure will affect the alignment of the 
negative and the structure, and more light will come to the photo- 
cell.  This will cause a deflection on the amplifier. 

The above described working principle necessitates the use of 
high contrast colours on the test object.  For this purpose, it 
was decided to paint the test object in partial black and white. 
The light coming on to the test object should be very uniform. 
The calibration of the system is done by causing some known 
amount of deflection in the test object or on the camera and 
observing the corresponding deflections on the amplifier.  In 
the ideal case, if the test object can be painted as a chess- 
box, this calibration procedure may be done easily.  Fig. 27 
is a schematic view of the masking procedure for a chess-box-like 
test object.  It represents the condition where the negative 
completely masks the highlights coming to the photocell causing 
minimum deflection on the amplifier.  At this position the am- 
plifier is set to "zero" deflection.  Then the camera is tilted 
until maximum deflection is observed on the amplifier.  This 
corresponds to one square deflection "L" on the test object shown 
in fig. 27 because all the lights will pass the negative due to 
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the ordered pattern of the test object.  Assuming the linearity 
of the system in between the maximum deflection "D" and the zero 
deflection, a calibration coefficient "c" can be calculated as, 

c = D/L   (deflection/length) 

and any deflection occurring on the amplifier "d" can be converted 
to the test objects deflection "1" from the relation, 

1 = d/c  for 1 < L 

The above calculation of the deflection assumes that movement 
of the test object as a whole is in one direction.  It also 
has a condition that this deflection should be less than a 
square size.  If the test object is a rubble-mound, movement may 
be measured similarly.  To make recording clearer, stones may be 
painted white and black.  Calibration and actual use of tile in- 
strument is described in (22) and will be published in detail 
in the near future as a separate paper (ASCE, Waterways, Harbors 
and Coastal Engineering Division). 

Fig. 28 is an example of rock movements recorded by OBDS for 
different wave characteristics.  It includes data for all wave 
periods tested and for wave heights which cause dislocation. 
As it could be expected, movements of stones increase for in- 
crease of wave heights.  The start of major movements takes 
place when H >_ 11 cm. 

Fig. 29 shows the effect of £ on movements.  For H = 11.8 cm, 
movements are bigger than for 5 = 2.3, as well as for £ = 1.45 
and £ = 3.32.  This is in agreement with the maximazation of 
damaging forces at or close to the resonance condition mentioned 
in the earlier sections of this paper. 
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SUMMARY 

The main goal of the paper was to determine the flow conditions 
which maximize destructive wave forces occurring on a sloping 
wave-protection structure.  It includes both impermeable as well 
as permeable structures.  Special emphasis is put on the latter. 

The study only covers the wave protection structures at d/H =^3.0 
where flow patterns occurring on the structure are not affecFed 
by the depth.  The slope (a), the wave height (H) and the wave 
period (T) are main parameters.  The flow characteristics occur- 
ring with different combinations of a, H and T are explained 
with the "surf similarity parameter", 5 = tga//H/L0.  The effect 
of any other parameter on the flow characteristics is included 
by inserting empirical coefficients into the system. 

Wave breaking and wave run-up/run-down characteristics were first 
summarized from the available literature.  The result of these 
investigations is analysed relative to 5 and most of the data 
are re-plotted against 5.  This showed that wave breaking and 
wave run-up/run-down on sloping structures may be described in 
terms of 5. 

A theory was developed about the maximization of forces on the 
slope based on the flow characteristics.  It suggests that forces 
maximize at 2.0 <   E,   <   3.0.  Run-up/run-down and pressure experi- 
ments on smooth slopes are described.  It was found that on smooth 
slopes wave run-up has a maximum at 2.0 < 5 < 3.0, where plunging 
and collapsing breakers are mixed on the slope.  Wave run-down 
cannot go below SWL for £ < 2.20, and run-up and run-down always 
interact.  Run-down increases continuously with increasing £  va- 
lues until 5 « s.O and assumes a constant value after this.  It 
is shown that maximum impact pressures on the slope occur at 
2.0 < 5 < 3.0 when a plunging breaker crest strikes the bare slope 

'"Run-up/run-down and core pressure tests on a rubble-mound break- 
water are also described.  It was found that wave run-up and run- 
down increase continuously with increasing j; and assume a con- 
stant value approximately at t > 5.0.  A build-up of hydrostatic 
head occurs inside the core due to the existence of the waves and 
exerts an outward force on the armour stones mainly due to high 
pressure gradients in surface layers and filters.  This build-up 
of hydrostatic head inside the mound increases with increasing 
E values for 5 < 4.0.  It was shown that decreased core permeabi- 
lity causes increased build-up of hydrostatic pressure.  Maximum 
destructive forces acting on an armour unit trying to dislocate 
it seem to occur around 2.0 < £ < 3.0.  This was verified by 
actual stability experiments.  Due to the desire of obtaining 
more exact (quantitative) recordings, an instrument (the OBDS) 
was developed.  It is described briefly and is subject to further 
'..testing. 

A summary of the flow conditions and forces occurring on smooth 
impermeable and rubble-mound breakwater slopes are given in 
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tables (A) and (B).  The tables describe the conditions in terms 
of g parameter.  The limits indicated in these tables differen- 
tiating various phases of the characteristic parameters relative 
to 5 are not yet rigid boundaries, but indicate approximate tran- 
sition values only.  It is believed that in the very wide range 
of structure and wave characteristics these tables may be use- 
ful for a preliminary design of wave protection structures. 
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CONCLUSION 

The conclusion given in twelve points below only covers sloping 
structures at a relative water depth of d/H > 3.0 where non- 
breaking wave conditions occur until the structure is reached. 
They are mostly applicable to wave-protection structures with 
steep continuous sloping faces, permeable as well as impermeable. 
They refer to monochromatic wave conditions. 

i) Most of the overall flow characteristics like breaking, 
run-up, run-down may be defined by single parameter 
Z   = tga//H/L0. 

ii) On smooth slopes in the range of 0.5 < £ < 2.0, wave 
run-up may be predicted using Hunt's formula Ru/H = £• 

iii) On smooth slopes, maximum wave run-up occurs for waves 
breaking on the slope in the range of collapsing - plun- 
ging breakers.  This corresponds approximately to 
2.0 < 5 < 3.0. 

iv) On rubble-mound breakwaters, wave run-up increases con- 
tinuously with E,  until £ approximately equals 5.  From 
there on run-up assumes a constant level. 

v) Wave run-down on slopes increases with increasing E,  values 
until c,  approximately equals 5.0.  From there on it assumes 
a constant level. 

vi) Wave run-down on smooth slopes cannot penetrate below SWL 
for 5 < 2.20, and run-up and run-down always interact 
above SWL. 

vii) Maximum impact pressures on smooth slopes occur at 
2.0 < 5 < 3.0 where the breaking wave crest hits the 
bare slope. 

viii) A build-up of hydrostatic pressure occurs inside a rubble- 
mound due to wave uprush.  It increases with decreasing 

V..... ..permeability and with increasing e,  values for £ < 4.0. 

ix) Stability of rubble-mound breakwaters is also affected 
by the wave period.  Forces trying to dislocate the armour 
maximize with deep run-down occurring simultaneously and 
repeatedly with collapsing - plunging wave breaking. 
This corresponds to 2.0 < £ < 3.0 at which the initial 
stability of the rubble-mound is most critical. 

x) With reference to fig. 2 and similar plottings (30), re- 
sults for d/H < 3.0 will undoubtedly show a similar trend 
even if adjustments on £ and £ ranges are likely.  This is 
subject to further research as are scaling and checking 
of the OBDS instrument that was developed to quantify 
rock movement in a reliable way. 

xi) As seen from tables A and B, the £ -   1 u ,?       parameter is 
H/LQ 

useful for description of a great many single phenomena 
included in wave action on sloping structures. 

xii) Finally - and as already expressed in. ref 11: 
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"The significance of wave period is clearly demonstrated. 
This underlines the necessity - demonstrated with much 
pain in many practical mishaps - of designing rubble-mounds 
and other sloping structures based on design criteria 
which includes wave period.  It is not enough to select 
a "design wave" and a "proper" K^ value based on some more 
or less realistic laboratory experiments.  It is also 
not enough to select a "design storm" or a specific 
"design spectrum".  The design wave or the design spectrum 
gives a "load" which is sometimes regarded as the maximum 
exposure that can occur.  This could be far from the truth, 
however.  A much more reliable, scientifically as well as 
practically, better reasoned design procedure is first to 
select one from a technical and economical view attractive 
design.  The next step is to examine a number of actual 
wave spectra from the site including analyses of extreme 
events (11) and trains of approximately regular waves with 
special reference to the correlation between succeeding 
waves as described in ref.'s 23 and 27.  Tests should then 
concentrate on irregular waves and on combinations of cer- 
tain waves and periods that occur in the actual spectra 
with particular reference to conditions that produce the 
most dangerous resonance phenonena.  This confirms actual 
experiences from a great number of actual observations 
in the North and Arctic seas and also the inadequacy of 
design-formulas that ignore wave period and spectral charac- 
teristics as well." 
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NOTATION 

B Berm length (L) 

c Wave celerity (L/T) 

c Run-up front velocity (L/T) 

C Wave group velocity (L/T) 

D Characteristic length of stone (L) 

D Equivalent diameter of stone or grain of which 

m percent of the weight is contributed by stones or 

grains of lesser weight (L) 

d Water depth  (L) 

d)-> Water depth at the breaking point  (L) 

djj Water depth at the berm section  (I,) 

E Wave energy density (FL/L2) 

F Force  (F) 

f Bottom friction 

g Gravitational acceleration (L/T2) 

H Wave height in front of the structure  (L) 

R Wave height at the breaking point  (L) 

H0 Deep water wave height  (L) 

H0' Unrefracted deep water wave height (L) 

HZD Zero damage wave height  (L) 

hc Structure crest elevation (L) 

KR Refraction coefficient 

k Wave number in front of the structure (.\id/L) 

k0 Deep water wave number  (rad/L) 

L Wave length in front of the structure (L) 

L0 Deep water wave length  (L) 

m Water mass  (FT2/L) 

n Manning's coefficient 

P Porosity (%) 

p Pressure  (F/L2) 

p Mean pressure averaged for one wave period  (F/L2) 

q Time averaged mean overtopping volume  (L3/L) 

•r Reflection coefficient 

Ru Wave run-up  (L) 

R,5 Wave run-down  (I.) 
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8 degrees (D 

RU£  Maximum filter water table elevation (L) 

R,5f Minimum filter water table elevation (D 

Ru  Maximum core water table elevation (L) 

R(3C  Minimum core water table elevation (L) 

S   Radiation stress (FL/L2) 

Sx   Radiation stress .along x direction (FL/L2) 

T   Wave period  (T) 

u   Water particle velocity under a wave (L/T) 

v   Water particle velocity on the slope (L/T) 

W   Average armour stone weight (F) 

W50  Median armour stone weight at which m percent of the 

total weight of armour gradation is contributed by 

stones of lesser weight  (F) 

a Slope angle with the horizontal (degrees) 

3   Angle of incidence of waves (degrees) 

Y    Specific weight of water (F/L3) w 
yr Specific weight of rock (F/L3) 

Yb Breaker index 

y Coefficient of friction between the stones 

<|> Angle of repose (degrees) 

g Surf similarity parameter 

n Mean water table elevation (D 

Note:  Notations in paranthesis show the dimension of 

each parameter where 

F = Force (ton, kilo or gram) 

L = Length (meter, cm or mm) 

T = Time (second) 
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Fig 1 Breaker Types (3) 

Fig 2 Effect of Water Depth 
on Wave Run-up (24) 

Fig 3 Wave Run-up on Smooth Slopes 
(d/HQ > 3.0) 
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Fig 4 Run-up Characteristics 
for Wave Breaking on 
the Slope (4) 

Fig 5 Variation of Wave Run-up/Run-down 
with £ for Dolos Cover Breakwater 
Slopes of 1 in 1.5, 1 in 2.0 and 
1 in 3.0 
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Fig 6 Variation of Wave Run-up/Run down 
with C for Rough Quarrystone cover 
Breakwater Slope of 1 in 1.5 
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Fig 7 Variation of Wave Run-up/Run-dovm 
with t,  for Smooth Quarrystone Cover 
Breakwater Slope of 1 in 1.5. 
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Fig 8 Variation of Wave Run-up/Run-down 
with £ for Rough Quadripod Cover 
Breakwater Slope of 1 in 1.5 
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Fig 9 Variation of Wave Run-up/Run down 
with £ for Smooth Quadripod Cover 
Breakwater, Slope 1 in 1.5 
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Fig 10 Nation used in Table 1 for Force 
Components on an Armour Block (50) 
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Fig 11a, b, c Time History of the Wave 
Front along the Slope about 
SWL 

Fig lid Resonance Condition 
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Fig 12  Kinematics of a Breaking Wave 
(31) 

Pig 13 Computation of the Plunge Length 
on a Slope 
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Fig 14 Wave Run-up on Smooth Slopes 
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Fig 15 Wave Run-down and Breaking Point 
Data on Smooth Slopes 

Fig 16 Distribution of Maximum and Minimum 
Dynamic Pressures along the Smooth 
Slope (cotg a=3.0 H=9.0 cm) 

rig 17 Variation of Maximum and Minimum 
Dynamic Pressures with E,   for Smooth 
Slope, 1 in 3.0,  H=9.0cm 
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Fig  18    Variation of Maximum and 
Minimum Dynamic  Pressures 
with 5  for Smooth Slope 
(cotga  =2.0     H =  9.0  cm 
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Fig 19 Wave Run-up/Run-down on 
Rubble Mound Breakwater 
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Fig 20 Maximum and Minimum Water Table Elevations, 
R .  and R,f, along the Boundary between Filter uf     dt  and Core 
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Fig 21 Maximum and Minimum Water Table 
Elevations (R  and R, ) a'long a 
Plane, parallel to the Breakwater 
Surface 5 cm inside the Core 
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Fig  22    Wave Run-up Spectrum   (d/H     >   3.0) 
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Fig 23  Scematic Representation of the 
Water Table in the Breakwater at 
Run-down Position 
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Fig 24 Mean Pressure Gradients 
inside the Core 
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Fig 25  Zero Damage Stability Number 
versus £ 
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Fig 26  Zero Damage Stability Number 
versus £, 
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Fig 27 I-II  Scematic View of Minimum 

Light Condition in the OBDS 
Partial Deflection on the 
Test Object 
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CHAPTER 143 

DESIGN AND CONSTRUCTION OF HUMBOLDT JETTIES, 
1880 to 1975 

by 

Orville T. Magoon1, M. ASCE 

Robert L. Sloan2, M. ASCE 

Nobuyuki Shimizu^ 

ABSTRACT 

In the Chief of Engineers annual report of 1877, it was concluded 
that "The only way...in which a safe entrance could be obtained into 
this harbor would be by the construction of two parallel jetties, of 
very heavy stone, about 500 yards apart, from the north and south 
spits at the entrance." 

In 1882, a special Board of Engineers concluded that the "occu- 
pation of the south breaker spit by a structure...carried to low 
water and running from the south head (spit) in a north-westerly 
direction..." be built. Construction of the south jetty began in 
1889 and of the north jetty, subsequently authorized, in 1891. 

Due to the severe wave action, a number of rubble-mound con- 
struction techniques including stone, concrete cubes, tetrahedrons, 
and finally dolos armor units have been used. A description will 
be given of the construction and associated results.  Experience with 
the reinforced and unreinforced concrete dolosse units will also be 
discussed. 

INTRODUCTION 

A 19th-century Corps of Engineer report contains a description 
of the Humboldt Bay entrance area by the San Francisco District 
Engineer as follows: 

1. Civil Engineer, U. S. Army Engineer Division, South Pacific, San 
Francisco, California, Chief, Coastal Engineering Branch, Planning 
Division 

2. Civil Engineer, U. S. Army Engineer District, San Francisco, 
California, Assistant Chief, Water Resources and Urban Planning Branch, 
Engineering Division 

3. Civil Engineer, U. S. Army Engineer District, San Francisco, 
California, Chief, Foundations and Materials Branch, Engineering 
Division 

2474 
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"It has been reported by masters of vessels that no 
such heavy seas have been encountered elsewhere in the 
world, unless perhaps south of the Cape of Good Hope and 
Cape Horn. Waves have been seen to break in 8 or 10 
fathoms of water.  It was originally believed that no 
jetties or such construction could possibly withstand the 
forces brought to bear by waves during storms, so that 
the improvement was undertaken with great misgiving."•'• 

A very vivid description indeed of the severe wave conditions 
encountered by navigators and those engaged in attempting to provide 
a stable entrance to Humboldt Bay. 

The Humboldt Jetties are two of the oldest manmade structures on 
the Pacific coast subjected to extreme wave attack.  Inasmuch as these 
structures have been constructed and maintained over a long span of 
time and have used a variety of design and construction techniques, 
they represent a significant coastal engineering case history. The 
material presented here represents a summary of all known information 
on these jetties; however, any additional information on this subject 
from readers of this paper would be welcomed by the authors. 

GENERAL DESCRIPTION 

Humboldt Bay, a land-locked harbor on the coast of Northern 
California, is about 420 kilometers (225 nautical miles) north of San 
Francisco and about 290 kilometers (156 nautical miles) south of Coos 
Bay, Oregon.  The entrance is protected by two rubble-mound jetties, 
which are about 0.7 kilometers (0.5 mile) apart and extend from the 
ends of two long and narrow sand spits separating the bay from the 
ocean.  The width of the bay varies from 0.8 kilometers (0.5 mile) 
to about 6.5 kilometers (4 miles), and the length is 23 kilometers 
(14 miles).  The southern portion of Humboldt Bay extends about 6.5 
kilometers (4 miles) south from the entrance, widening gradually from 
0.8 kilometers (0.5 mile) to 3.6 kilometers (2.25 miles) in width. 
A dredged channel extends for some 3 kilometers (2 miles) from the 
entrance to Fields Landing, which lies about midway along the east 
side of the South Bay. Humboldt Bay is shown on Figure 1. 

The entrance is dredged to a 12.2 meters (40 feet) depth.  Inside 
Humboldt Bay north of the entrance, a fairly deep natural channel 
closely follows the north spit. A 10.7 meters (35 feet) channel is 
dredged for almost 3 kilometers (2 miles) along the waterfront of the 
City of Eureka. 

The tides are semidiurnal with a range between mean lower low 
water and mean higher high water of 1.95 meters (6.4 feet) at the 
south jetty and 2.04 meters (6.7) feet at Eureka.  The entrance chan- 
nel is exposed to high waves generated by local coastal storms accom- 
panied by high winds, and to high waves or swell produced by offshore, 
distant, Pacific Ocean storms, unattended by high winds.  Both types 
of waves generally occur during the period from November through April 



2476 COASTAL ENGINEERING-1976 

with the critical area of approach being from southwest through north- 
west. More detailed information on Bathymetry and wave climate is 
given in Magoon and Shimizu,2 and in model studies by the Waterways 
Experiment Station in Vicksburg, Mississippi, U.S.A.3 There is also 
a paper on channel shoaling by Noble.^ 

The initial Federal investigation of Humboldt Bay looking toward 
a possible improvement of the entrance by jetties was made in 1878.5 
This report states: 

"This bay affords fine shelter after vessels have 
once got into it, but it is a bar-harbor, the bar being 
composed of shifting sands, with heavy breakers even in 
moderate summer weather. 

To give an idea of the great height of waves rolling 
over this bar, we will state that when the Board of Engineers 
for the Pacific Coast arrived off the bar, in the Coast 
Survey steamer Hassler, the weather was very moderate, 
with only the usual summer wind from the northwest, yet, 
although there was 20 feet of water on the bar at the 
time, the pilot refused to take in the Hassler, drawing 
only 12 feet of water at the time, stating that he could 
not do so without running the risk of the vessel striking 
bottom and her possible loss in the breakers. 

The shores on both sides of the entrance are low and 
sandy, and there is no'stone in the immediate vicinity. 

The only way, as it appears to the Board, in which 
a safe entrance could be obtained into this harbor would 
be by the construction of two parallel jetties of very 
heavy stone, about 500 yards apart, from the north and 
south spits at the entrance. 

If such jetties were built, the very large area of 
the inner bay would probably afford sufficient tidal 
prism to keep open a deep channel over the bar, against 
all drifts from the action of sea-waves.  But such con- 
struction would be attended with immense difficulties 
and enormous expense.  It is a question even, with the 
members of the Board, whether such construction would be 
physically possible, and one, too, upon which we dare 
not express an opinion without a searching examination 
of all the contingencies upon which the stability or 
instability of such works would hinge. We have not, 
therefore, made any plan or estimate of cost for a 
breakwater at this place, deeming it, if not impossible 
of execution, highly improbable that a breakwater or 
jetties will be attempted here at the present time." 

This report correctly identifies the major problems that have 
continued until the present:  "shifting sands", "high waves", "lack 
of stone in the immediate vicinity", and lack of understanding of 
structure stability.  The report also notes that if two jetties could 
be built, there would probably be sufficient tidal prism to keep the 
jetties open. 
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Jetty layout and construction on the Pacific Coast is mentioned 
by Symons" in 1893 who indicates that the Humboldt Jetties were de- 
signed to be high tide jetties and that their construction was simi- 
lar to that at other Pacific Coast harbors, but was "done by single 
broad gauge track" rather than the double narrow gauge track. He also 
expresses his desire to see the construction of a "single curved jetty, 
concave to the channel, instead of a pair of nearly parallel jetties, 
with the hope that a good and satisfactory channel would be developed, 
as along the concave bank of a river." The concept of a single "reac- 
tion breakwater" which would develop the potential energy of the ebb 
currents, rajdering them kinetic, and applying them locally on the crest 
of the bar where they are needed for scour was discussed in detail by 
Haupt in 1899.  Perhaps because of the above subsequently stated in- 
terest in the single jetty concept, the Chief of Engineers recommended 
the construction of a single jetty at the Humboldt Bay south spit—a 
low enrockment (rising to the level of ordinary low water) of rubble 
stone. A length of 6000 feet and a depth of 6 feet were assumed to 
be necessary (73,000 tons of stone) in addition to "an enlargement of 
the sea head" and beach and shore protection (17,000 tons of stone). 
The report also notes that from 1851 to 1882, the entrance channel 
had varied in width from 2200 to 4200 feet and in depth from 21 feet 
to between 10 to 12 feet. 

INITIAL CONSTRUCTION 

The initial contract for construction of the south jetty was let 
in 1888.8 By 1890 it was realized that the southern end of the north 
spit was eroding rather than holding firm and providing a deep entrance. 
The Chief of Engineers Annual Report of 1891° states: 

"In October, 1890, a Board of Engineers was convened 
to consider and report upon a project for the improvement 
of Humboldt Bay.  The board met at Eureka on December 11, 
1890. After study of the subject, it was decided to modify 
the existing project so as to embrace shore protection work 
on the north spit, and the construction of a jetty starting 
from there and running seaward nearly parallel to the jetty 
on the south spit, both jetties to extend out to the 18-foot 
contour and be raised to the plane of high water, thus con- 
fining the tidal flow within definite bounds and securing 
the full benefit of its scouring capacity." 

It was also apparently concluded that the jetties would have to 
extend to "high water." 

By late 1891 an additional contract had been completed, and 
the south jetty was about 4000 feet long, and the north jetty about 
1500 feet long.  This latter contract used 28,000 cubic yards of brush 
mattresses and 100,000 tons of stone. 

The jetties were built from a timber trestle which was constructed 
with an overhanging pile-driver revolving on a turntable.  The trestle 
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consists of four-pile bents sixteen feet apart supporting two standard 
gauge tracks of forty-pound T rails and is designed to last only long 
enough to complete the jetty beneath it. A typical pile bent is shown 
in Figure 2. 

Filter material used was a layer of brush mattresses approximately 
forty-four feet wide. 

"A mattress is built upon two piles swung under the 
trestle by wire cables made fast to the cap timbers. First 
is laid upon these sling-piles a grillage of poles bound 
at every intersection with strong wire.  Upon the grillage 
are placed in successive layers bundles of brush about 
twelve feet long, the bundles in each layer being at right 
angles with those of the next. When the brush has a 
thickness of about six feet, another grillage is placed 
on the top.  The two grillages are made to compress the 
brush to two-thirds of its original volume by means of 
long screws extending through the mattress.  The grillages 
are then bound together by numerous wires, previously 
brought up through the brush from the bottom. The screws 
are removed, and the mattress is ready. 

Cars filled with small rock are brought, and a layer 
of stone is thrown by hand upon the mattress to serve as 
ballast.  Six men are stationed on the cap timbers.  They 
stand with uplifted axes ready to cut the lashings and 
free the cable ends.  Others stand by the car doors ready 
to release the rock. The word is given. With a cracking 
and a crash, the mattress strikes water.  In a second a 
rattlingovolley of rock drives it out of sight to the 
bottom.' n8 

These jetties resulted in a fixed channel, at least 700 feet wide 
and 25 feet deep until 1905. As the jetties deteriorated from lack 
of maintenance, the channel shoaled and by 1907, the outer ends of 
the jetties were completely buried in the sand. 

REBUILDING OF JETTIES 

Between 1911 and 1915 the south jetty was reconstructed.  Between 
1915 and 1925 the north jetty was rebuilt. The new jetties were built 
on the foundations derived from the old structures.  Due to the ina- 
bility of driving piles for a new trestle through the old stone 
"foundation," the new structures were built by the "cap method." The 
crane that was used has a capacity of 20 tons at a 35-foot radius, 
with a maximum reach of 50 feet.  The crane operates in a 17-foot 
gauge track, placed on wooden ties imbedded usually in about 18 inches 
of concrete cap.  In the original reconstruction, no parapet stones 
were used on the jetty. 

"The concrete cap method has proved a success. While used as an 
incident of construction to prevent the tracks from being washed away, 



HUMBOLDT JETTIES 2479 

it was found, as anticipated, to retard the action of the sea in tearing 
down the jetty structure.  The average cost of the concrete cap, 22 
feet wide and 18 inches deep, was about $20 per linear foot, including 
tracks and foundation of stone. No forms were used after 1914. 

The plant for concrete mixing consists of one standard-gauge 
flat car and a Foote batch mixer of 21-cubic-foot capacity, end dis- 
charge, and steam-operated.  The concrete is placed by a foreman and 
four laborers, the regular stone unloading crew. A section of this 
concrete cap is usually built in two hours, including the leveling of 
the foundation and placing of ties and standard-gauge rails. Difficulty 
is experienced during rough weather in protecting fresh concrete from 
being washed out by the waves.  This condition was improved by placing 
a parapet of larger stone seaward of it, and covering the fresh con- 
crete with canvas and boards weighted down with old rails. 

When the south jetty was completed in 1915, a concrete monolith 
weighing about 1,000 tons was built at the end for the protection of 
the jetty head, the most exposed and vulnerable part.  The concrete 
block was 30 by 30 by 14 feet, with the base at five feet above mean 
lower low water.  It is reinforced with old 60-pound steel rail made 
fast with old cables and U-bolts. When the work of reconstruction 
was completed, the depth of water at the sea end was 31 feet, instead 
of 18 feet as before. The bottom of the block was laid at about 
high-water elevation.  The top of the block was at an elevation of 
19 feet above low water.  The concrete block has proved a success in 
protecting the sea end." 

The next phase of construction of the north jetty began in late 
1915. Armor stones were from 6 to 20 tons and the larger stones were 
placed in the upper layer on a slope of 1 on 2 on the exposed side and 
1 on 1-1/2 on the protected side.  The crest was raised to about 19 
feet above mean lower low water, and a reinforced concrete monolith 
32 feet wide, 14 feet thick (above high water), and 32 feet in length. 
Steel reinforcing consisted of old railroad rails.  Seaward of the 
monolith a 7 foot thick by 32 foot wide by 30 feet long slab was placed, 
and large stones were placed around the slab and monolith. A typical 
section of the north jetty is shown in Figure 3. 

LATER CONSTRUCTION ACTIVITIES 

Due to the adverse sea conditions at the site, floating equipment 
could not be utilized for construction or repairs of the jetties, thus 
all work was conducted from the jetty crest. With these limitations 
the sizes of stones or shape that could be placed in the jetties were 
limited to the capacity of the available equipment or additional: other 
methods were improvised to place larger armour protections.  Generally, 
the structures could not be built from the seaward toe upward.  Prior 
to 1970, the weights of stones and shapes were limited to about 20 
tons.  Since units of sufficient sizes to provide the required protec- 
tion could not be placed effectively, the jetties at Humbolt Harbor 
have required constant maintenance during the past years.  Sources of 
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stone over the years have been generally located in surrounding areas 
of fairly close proximity, however, stone has been brought in from as 
far away as Oregon. A record of the maintenance work conducted at the 
jetties is presented in Table 1 at the conclusion of this report. 

The north and south jetties were completed to their full lengths 
in 1925 and 1927, respectively.  During this period the parapet wall 
was constructed and the concrete cap was placed on the crest of the 
jetties.  Concrete was also placed on the channel-side slope of the 
jetties to hold the armour stones together. 

When construction was completed, the side slopes of the jetties 
were approximately 1 vertical to 1.5 horizontal with a crest width of 
approximately 20 feet.  The elevation of the crest varied from about 
12 feet to 19 feet msl at the seaward end. The parapet walls were 
located on the south sides of the jetties and Were about 4 feet in 
height and 6 feet in width. Above msl elevation the armour stones of 
the side slopes were imbedded in concrete.  The parapet walls were 
located on the south sides of the jetties due to predominant waves 
from the southwesterly direction and the wide channel being approxi- 
mately 3,000 feet in width. 

Emergency repairs and periodic maintenance works were required 
during 1930 and 1957. Primarily, work consisted of using mass concrete 
to fill the eroded areas in the crest and imbedding the armour stones 
on the side slopes and the replacement of armour stones in areas that 
were breached or washed out.  To provide the necessary protection, 
concrete blocks weighing over 100 tons were used as early as 1932. 
These blocks measured 11 by 11 feet and were cast on the crest at the 
site of the repair work on greased or oiled sheet board.  The jetty 
side of the sheet platform was picked up and the blocks were launched 
by compressed air into washed-out areas of the slope. Actual place- 
ment of these blocks could not be accomplished due to lack of equip- 
ment that would handle these size units.  It should be noted that 
many of these 100-ton blocks broke when they hit the water.  They did 
not appear to break as often, however, when they struck other blocks 
or stone. In the 1930s and 1940s 12-ton tetrahedrons were also used 
for repairs.  These units were considerably smaller than we would now 
consider stable. 

During the winter of 1957-1958, severe storms deteriorated the 
north and south jetties to such an extent that repair work constituted 
a major construction project.  The repairs of the north jetty commenced 
in 1960 and were completed in 1961.  The south jetty was repaired during 
1962 and 1963.  The trunk portions of the jetties were repaired by mass 
concrete and 12-ton stones were placed on 1 vertical to 1.5 horizontal 
slopes in the eroded areas. The heads of the jetties were varied to 
about elevation 25 feet.  Construction of the heads was accomplished 
by using 20-ton blocks for perimeter forming and placing mass concrete 
within block forms.  The concrete was reinforced with large reinforcing 
b a rs and track rail.  The heads were protected with 12-ton stones 
placed on 1 vertical to 1.5 horizontal side slopes with a cover layer 
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of 100-ton cubic concrete blocks. Most of the 100-ton blocks were 
washed away during the winter storms of 1964-65.  Both the north and 
south jetties progressively deteriorated due to wave action. By 1970 
the heads of the jetties were totally destroyed and another major 
rehabilitation work was required. 

Extensive model studies were conducted for this rehabilitation 
work. Various concrete shapes were investigated.  The adopted design 
consisted of placing 42 and 43-ton dolosse on 1 vertical to 5 horizontal 
slopes against the heads of the jetties.  The placement slope was 
dictated by the existing conditions around the jetty heads which were 
covered with stones and concrete blocks from the jetties.  The dolosse 
were to be placed a maximum of 230 feet from the heads of the jetties 
in two layers, placed at random with 11 dolosse per 1,000 square feet 
of slope area. The dolos units were to be placed from the toe to the 
head in two layers. 

The rehabilitation work 2 on the south jetty was accomplished in 
1971 and the north jetty in 1972.  The Model VC 4600 Monitowac Crane, 
"Ringer," was used for the placement of the dolosse.  Prior to con- 
struction, the Contractor made scale models of the dolos to study the 
placement of the dolos. Then the locations for each dolos to be placed 
to provide the necessary coverage were plotted and predetermined.  The 
boom angle of the crane provided the distance from the head and the 
deflection of the boom from a given line provided the exact location 
for each dolos.  The dolosse were picked up in the center of the trunk 
by a wide two-prong claw, lifted, the boom was moved to the deflection 
and lift angles, and the dolosse were lowered and placed. When placed 
the dolosse of the lower layer were positioned to locate the standing 
fluke seaward and the trunk in line with the direction of the waves 
where possible.  The dolosse in the upper layers were placed and po- 
sitioned to provide the greatest interlocking stability. 

The dolosse have been in place for 5 and 4 years for the south 
and north jetties, respectively, and although there has been some 
breakage of the dolos units^O and settlement of perhaps 5 feet at 
portions of the south jetty head, the structural integrity of the 
jetties is not endangered. 

The following tabulation presents a historical summary of the 
quantities of stone placed for new construction and maintenance 
(including concrete and special concrete armor units) from initiation 
of construction activities in 1889 to the present time.  These records 
have been obtained from annual reports prepared by the Office, Chief 
of Engineers, U. S. Army, dating from 1891, and from early reports. 
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CONCLUSIONS 

Engineering decisions made over a period of nearly a century 
by competent people in search of solutions to the Humboldt Bay 
entrance problem have shown that corrective actions are available 
and can be applied with an increasing degree of confidence given 
today's technology.  The design of protective structures for severe 
wave climate areas such as Humboldt Bay is a difficult and challenging, 
but certainly not insurmountable, task. 
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Figure 1.    Humboldt Bay. 
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Figure 3. Typical section of the north jetty. 



HUMBOLDT JETTIES 2487 

Figure 4. Jacoby Creek Quarry 

Figure 5. Monitor at Jacoby Creek Quarry 
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Figure 6.    Locomotive crane switching car—Jacoby Creek Quarry. 

Figure  7.     Hauling stone to ferry. 
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Figure 8. Landing stone at north jetty. 

Figure 9. Typical pile driver. 
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Figure 10.  Construction of mattress. 
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Figure 11. Placement of side mats. 
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Figure 12.     Jetty tramway. 
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Figure 13.     End view of dump car. 



2492 COASTAL ENGINEERING-19 76 

'rrrr^ii finf« 

Figure 14.  Constructing brush mattresses. 

Figure 15.  Compressing the mattress. 
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31 
Figure 16. Dropping mattress. 

Figure 17. Lifting stone. 
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Figure 18.    Jetty construction. 
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Figure 19.  Typical section of north jetty with concrete cap. 
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Figure 20. Placing stone from cap. 
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Figure 21.  Truck delivery of stone and concrete. 

Figure  22.     Sea face of south jetty with  20-ton pre-cast 
concrete blocks   (1932). 
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Figure 23. Monolithic concrete block, north jetty 

Figure 24. Monolith form blocks. 
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Figure 25. Pouring monolith. 

Figure 26. Preparing to launch 100-ton cubes. 



CHAPTER 144 

DESIGN OF MAIN BREAKWATER AT SINES HARBOUR 

John Dorrington Mettam* 

Introduction 

In March 1972 the author's firm in association with two Portuguese firms of 
consulting engineers, Consulmar and Lusotecna, were appointed by the 
Portuguese Government agency Gabinete da Area de Sines to prepare designs 
for the construction of a new harbour at Sines on the west coast of Portugal. 
The location is shown in Figure 1. 

The main breakwater, which is the subject of this paper, is probably the 
largest breakwater yet built, being 2 km long and in depths of water of up to 
50 m.   It is exposed to the North Atlantic and has been designed for a significant 
wave height of 11 m.   Dolos units invented by Merrifield (ref. 1) form the main 
armour. 

The project programme required that studies be first made of a wide range of 
alternative layouts for the harbour.   After the client had decided on the layout 
to be adopted, documents were to be prepared to enable tenders for 
construction to be invited in January 1973.   This allowed little time for the 
design to be developed and only one series of flume tests, using regular waves, 
was completed during this period.   Further tests in the regular flume were 
completed during the tender period and a thorough programme of testing with 
irregular waves was commenced later in the year, continuing until August 1974 
when the root of the breakwater was complete and the construction of the main 
cross-section was about to start. 

The model tests, which were carried out at the Laboratorio Nacional de 
Engenharia Civil in Lisbon, were reported by Morals in a paper presented to 
the 14th International Coastal Engineering Conference in 1974. (ref. 2) 

Layout 

Sines was selected as the most suitable place on the whole Portuguese 
coastline for development of a maritime industrial complex served by a new 
deepwater harbour. 

The first phase of the project was to be a new oil refinery with a harbour 
handling tankers up to 500,000 DWT.   Later development would include 
provision for tankers up to 1,000,000 DWT as well as a wide range of other 
berths to serve other industries. 

*   Partner in the firm of Bertlin and Partners, Consulting Engineers 
of Redhill, Surrey, U.K. 
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FIQUEIRA DA FOZ, 

FIG.l   SITE  LOCATION 

SINES    TOWN 

FIG. 2   HARBOUR   LAYOUT 
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The layout of the first phase of the West Breakwater is shown in Fig. 2.   Details 
of the adjacent berths are given in Table 1. 

Upgrading of Berth 1 to handle ships of 1,000,000 DWT would require 
strengthening of the breasting dolphins, and some dredging to enlarge the 
turning circle. 

Table 1 Details of Berths 1-7 

Berth No. Commodity Max. Ship Size Draft Depth at Berth 
(DWT) (m) (m. below chart datum) 

1 Crude oil 500,000 28 39 
(1,000,000) (33) (see note 1) 

2 Crude oil 350,000 25 28 

3 Crude/Products 100,000 15 18 

4 Products ) 

) 
Products ) 

45,000 12 19 

5 (100,000) (15) (see note 2) 

6 L.P.G.    ) 
) 3,000 6 7 

7 L.P.G.    ) 

Note 

(1)    It is envisaged that a second berth for 1,000, 000 DWT could 
be provided by a southward extension of the breakwater. 

(2)    Berths upgraded to 100, 000 DWT in Phase 2. 

Other berths for dry bulk commodities, general cargo etcetera would form a 
separate complex adjacent to the South Breakwater, the precise layout of 
which has not yet been decided.   Construction of this complex will be by stages 
to suit development of industries. 

A construction harbour near the South Breakwater was included in the contract 
near the quarry site to assist the contractor to handle the enormous volume of 
rock required for breakwater construction.   This will finally be used for harbour 
craft, fishing vessels and coastal shipping. 
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Design Wave Height 

A wave recorder had been installed at Sines in September 1971, as soon as 
it had become clear that this site would be selected for the harbour.   This 
however had only yielded records for one winter when design of the breakwater 
started, and for two winters when the final decision had to be made on the 
weight of armour unit.   To supplement this record an analysis was made 
(ref. 3) to assess the probable wave climate at Sines from some earlier 
detailed observations made at Figueira da Foz (ref. 4) over a period of 7 years. 

In view of the uncertainty regarding the best method of extrapolating extreme 
values from short period records four different methods were used.   No 
method gave consistently better fit to the available data and no conclusion 
could be drawn regarding relative reliability.   The method of calculation of 
waves at Sines from those at Figueira da Foz was considered likely to give 
slightly too high a value - because of the difficulty of allowing for the fact that 
Sines is further from the main storm areas.   Equal weight was therefore 
given to the shorter period of records at Sines even though these gave a lower 
result.   Table 2 gives the results of the various methods of extrapolation 
together with the value of significant wave height finally adopted. 

Table 2   -   Extrapolation of Extreme Waves (Significant Height) 

Source Method of 
Extrapolation 

Return Period (years) 
1 10 30 100 

Figueira Gauss 6.5 9,8 14.0 
da 
Foz 

Weibull 

Weibull 

6.3 8.6 11.0 

Modified(ref. 5) 6.5 8.7 11.0 

Exponential 6.5 8.8 11.2 

Mean 6.5 8.9 11.8 

Sines Gauss 7.8 9.2 11.5 
Waverider 

Weibull 

Weibull 

6.1 7.0 8.0 

Modified (ref. 5) 5.8 6.5 7.2 

Exponential 7.0 8.8 10.4 

Mean 6.7 7.9 9.3 

Adopted Value for Design 6.5 8.5 9.5 11.0 
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For the Irregular wave flume tests damage criteria were established on the 
lines proposed by Ouellet (ref. 6).   These are shown in Table 3, which also 
includes overtopping criteria.   The wave spectrum used was the Pier son - 
Moskowltz, based upon site storm records. 

Table 3  -   Breakwater Design Criteria 
/ 

Storm Return 
Period 

Significant 
Wave Height 

Dolos 
Movement 

Overtopping 

(Years) Hs(m) 

1 6.5 Nil Begins with Hmax 

individual 10 - 11 m 

10 8.5 O scillation 
only - 

30 9.5 Beginning 
of 
displacement 

Severe overtop with 
15-16 m H 

max 
individual 

100 11.0 1% Damage - 

When testing with regular waves the same criteria were applied as far as 
practicable using wave periods corresponding to a fully risen sea. Wave 
heights and periods are given in Table 4. 

Table 4  - Wave Periods for Regular Wave Flume 

Height (m) 8 9 10 11 12 13 14 15 

Period (sec.) 11.5 12.3 12.9 13.5 14.2 14.8 15.3 15.8 

Development of Design for Main Cross-Section 

In the initial design stages consideration was given to a range of possible 
solutions.   The main choice was between rubble mound construction and 
composite construction with a vertical face structure founded on a rubble 
mound. 
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Some preliminary tests of the composite section showed that very large wave 
forces would be exerted on the vertical structure even if it was founded as 
deep as -20 m CD.   Such forces could probably have been much reduced by the 
introduction of a perforated face construction.   Even so, with the construction 
problems on such an exposed site it was decided that a rubble mound design 
would be more economical. 

In this decision the availability of a suitable rock, in very large quantities, 
was of course a major consideration. 

With the great depths at the site it was important to adopt a form of armouring 
which allowed the seaward face to be as steep as practicable, to reduce the 
volume of rubble core, and to restrict the reach required for the cranes placing 
heavy armour units. 

Discussions with Mr. Merrifield convinced the designers that Dolos units would 
be the best solution currently available.   Comparative studies of dolos and 
tetrapods during the first phase of regular wave flume tests confirmed this 
view.   Attendance by the author at the 13th International Coastal Engineering 
Conference in Vancouver in 1972 was also most helpful and the author is 
indebted to the many people at that conference with experience in research on 
dolos, and in their use, who generously shared their knowledge. 

In preparing breakwater designs it is the author's view that preliminary 
designs based upon past experience must always be fully tested by flume 
testing using the precise conditions of waves and topography for the site. 
This is particularly important when dolos are being used because classic 
design formulae such as Hudson's (refs. 7 & 8) developed initially for rock 
armouring, do not allow properly for the type of interlock displayed by these 
units which alters the importance of slope and specific gravity.   Such 
formulae also omit the effect of wave period, which must be a major factor in 
determining the wave forces particularly at Sines where wave periods are 
longer than at many other sites. 

For this reason the design was mainly developed by flume testing, first on 
the regular wave flume and later on the irregular wave flume.   The initial 
design submitted to contractors for tendering, Fig. 3, was based on the first 
series of tests in a regular wave flume. 

This design would in any case have been subject to change when further flume 
tests were completed.   In addition the successful tenderer (Societa Italiana per 
Condotte d'Acqua S.p.A) submitted an alternative design which was accepted 
in principle by the Client subject to model testing, Fig. 4.   The purpose of the 
change was twofold; to widen the breakwater crest to provide space for the oil 
pipelines which would otherwise have required a separate structure; and to 
provide more space for constructional equipment.   This design was considerably 
modified after carrying put irregular flume tests, the final cross-section being 
shown in Fig. 5. 
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CONCRETE   CA 

FIG. 3  TENDER   DESIGN 

FIG. 4   CONTRACTOR'S   ALTERNATIVE DESIGN 
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FIG.5   FINAL   DESIGN 
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The main changes resulting from the irregular wave tests were:- 

1) Increased crest height on wave wall. 

2) Adoption of curved profile wave wall. 

3) Increased width of dolos armouring in front of wave wall. 

4) Increased weight of capping and introduction of sliding joint 
at junction with caissons at back. 

5) Introduction of heavier armour (16-20t) at toe of dolos slope. 

The weight of dolos armouring, which had been changed from 30t to 40t nominal 
(actually 42t) as a result of the second series of regular wave tests was 
confirmed by the irregular flume tests. 

The final design is discussed, section by section, below. 

Foundation 

The main length of the breakwater is founded, in depths varying from 30m to 
50m, on granular deposits overlying shaley mudstone. The deposits consist 
of sand and gravel in thicknesses of up to 12m. 

Site investigations completed after tenders were invited, showed that these 
deposits were sufficiently dense to support the breakwater.   Calculations were 
made to check the stability under surcharge loadings of up to 60 m of rubble 
filling.   Detailed consideration was also given to the possibility of liquefaction 
under earthquake conditions (ref. 9) and under the reversal of pressure 
resulting from severe wave attack.   It was concluded that it would not be 
necessary to remove any bed material before placing the rubble mound. 

To guard against scour a toe protection was provided consisting of a 1 m thick 
filter layer of 5 mm to 100 mm graded stone on which a 2 m thick layer of core 
material was placed.   A narrower strip of filter material under the back slope 
of the breakwater guards against leaching of the foundation material through the 
toe of the rubble core. 

Rubble Core 

The main rubble core was obtained from a quarry sited close to the shore near 
the site of the construction harbour.   Borings showed massive rock, with 
unbroken cores up to 3 m long.' The rock, which has a specific gravity of 2.9, 
consists of gabbro and diorite. 
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Two grades of core material were specified.   The principal grade complies 
with the following:   "Core material shall not contain overburden or any clayey 
organic or other deleterious material.     It shall consist of rock evenly graded 
from 1 kg to 3,000 kg.   It may contain broken rock fines under 1 kg not 
exceeding 5% by weight.   The quantity of rock under 10 kg in weight shall not 
exceed 15% of the total weight." 

The 'selected' grade, used in the main cross section only above level -2.5 m CD 
and in the root of the breakwater is similar but the finer material under 10 kg 
is restricted to between 5% and 10% by weight. 

Placing of most of the core material is by dumping from 1,000 t hopper barges. 
Up to -20 m CD there is no restriction on placing but above this level core 
construction is not allowed more than 50 m ahead of the secondary armour, 
which itself is not allowed more than 50 m ahead of the dolos.   The purpose of 
this is to restrict the amount of work at risk during storms. (Fig. 6).   The 
upper part of the core is tipped from 70 t lorries running on top of the core 
which is at level + 5.5 m CD (c.f. high water level +3.8 m CD) 

Settlements are being recorded during construction and concreting of the cap is 
not allowed until 3 months after placing of the core by which time the main 
settlement has taken place. 

The effect of earthquakes on the breakwater was checked using the analysis 
suggested by Newmark (ref. 10) and developed by Goodman and Seed (ref. 11). 
This analysis, which is a dynamic method of approach, is used to determine 
the displacement of the breakwater during the passage of the design earthquake. 

Under an earthquake of intensity between 7 and 8 on the modified Mercalli scale, 
which is expected with a return period of 100 years, a settlement of about 0.5 m 
is expected. 

Rock Armouring and Underlayers 

Secondary armour of 3 t to 6 t rock is provided under the main armouring of 
dolos units.   The size is determined partly by the size of the main armour- so 
that it cannot be drawn through the gaps in between the dolos - but also by the 
requirement that it should resist attack by 3m to 4m waves during construction. 

This secondary armour should be able to retain the core material, after fines 
have been leached out of the surface of the core.   However a tertiary layer of 
| t to 1 t stone was added in the most vulnerable zone to reduce the amount of 
fines leached out of the core near the wavewall.   This material can only withstand 
minor wave attack and must be placed just before the 3 t to 6 t stone. 
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Fig. 6 Breakwater under construction 

Fig. 7      40 tonne dolos 

Fig. 8       Dolos moulds 
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At the toe of the dolos face irregular wave tests showed that draw down under 
severe wave attack caused damage with 6 t to 9 t rock as originally provided. 
Stone of 16 t to 20 t weight, supported on 9 t to 20 t rock proved sufficiently 
stable, but only with the revised shape shown in Fig. 5.   This toe  armour rests 
on 0.5 t to 3 t rock which also extends down the seaward face. 

On the rear face armour is only provided to a depth of 15 m below low water. 
Rock of 3 t to 6 t weight proved adequate because overtopping water is thrown 
clear of the vertical back face of the cap and its energy is dissipated in water. 

The 3 t to 6 t armour is also required to resist waves running along the back of 
the breakwater due to direct attack in southerly storms which are infrequent and 
diffracted waves from more westerly storms. 

Main Dolos Armour 

The main dolos armour units have a volume of 16.56 cu m and with a concrete 
specific gravity of 2.53 weigh approximately 42 t. 

The dimensions, shown in Fig. 7, provide a waist: leg ratio of 0.35.   Fillets at 
the junction of the legs have a dimension of 5% of the leg length.   Tests by 
Lillevang (ref. 12) show that this size of fillet greatly reduces the stress 
concentration compared with a sharp corner but that a better stress pattern 
is obtained with a radius.   When these results were made available to us the 
moulds had already been fabricated and units had been cast which showed 
little or no tendency for cracking at this corner, and it was decided not to alter 
the design. 

Consideration was given to providing reinforcement but it was not done.   The 
benefit from reinforcing this type of unit is very doubtful and the potential 
danger of damage due to corrosion of the steel is more serious.   Instead it was 
decided to provide a high strength concrete - 400 kg/sq cm at 28 days - made 
with a low heat pozzolanic cement.     The contractor's design for moulds, shown 
in Fig. 8, is considered a very good one.   The arrangement of casting with the 
trunk vertical allowed concrete to be placed and vibrated carefully in the critical 
area at the corners between the legs and trunk.   A compressible joint in the 
moulds reduced the tendency for shrinkage to put the trunk into tension. 

Time did not permit photoelastic analysis of stresses in the dolos.   Some 
comparisons were however made between concrete stresses (ignoring the notch 
effect of sharp corners) in these and earlier units.   These are presented in 
Tables 5, 6, and 7 in terms of static and dynamic stresses under loads equal to 
the dolos unit weight. 
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Table 5   -  Comparison of dimensions of Dolos units 

Project East London Sines 
„  ..            Sines 
Ratio  T,    .. T     J— East London 

Weight 20 U. S. tons 41. 9 metric 
tonnes 

2.31 

Volume (cu.m) 7.55 16.56 2.19 

Overall Length (m) 3.693 4.540 1.23 

Waist Thickness (m) 1.108 1.589 1.43 

Waist Ratio 0.30 0.35 1.17 

Table 6  -  Comparison of maximum static tensile stress in Dolos units 

Note    (1)    Applied load  =   self weight of 1 Dolos unit 

(2)    All stresses are in tonnes/sq.m. 

Load Case 1 2 3 4 5 6 7 

Loading 
Condition 4 1 h ^ $ *x *s$ ~-r 4& 
East 
London 
Dolos 

93 
(100%) 

80 
(100%) 

193 
(100%) 

243 
(100%) 

112 
(100%) 

205 
(100%) 

287 
(100%) 

Sines 
Dolos 

84 
(90%) 

63 
(80%) 

186 
(97%) 

173 
(71%) 

104 
(92%) 

131 
(64%) 

200 
(70%) 

Table 7  -  Relative dynamic stresses in Dolos units 

Load 
Case 

1 2 3 4 5 6 7 

East 
London 
Dolos 

100% 100% 100% 100% 100% 100% 100% 

Sines 
Dolos 

100% 89% 108% 79% 102% 71% 78% 
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The design of the armour face was based upon the recommendations of Zwamborn 
and Beute (ref. 13) and 155 units were specified per 1,000 sq. m of armour face. 
To ensure maximum interlock it was required that the complete face be built in 
a single operation rather than in separate layers. 

This method has also been specified for placing rock armour (ref. 14) and is no 
more difficult than proper placing of separate layers.   Hydraulic model tests 
showed that the number of dolos required could be placed in three separate 
layers but comparative tests confirmed at a very early stage that the specified 
method of placing in one operation gave a much more stable face.   No 
comparisons were made with the thinner, two layer, armouring recommended 
by Waterways Experimental Station (ref. 8) but the author considers that detailed 
comparisons would show that the two layer system would require heavier dolos 
to give equal stability. 

The specified method of placing is particularly advantageous in assisting 
interlocking on steep slopes,   such as the 1 : l| slope adopted at Sines, and it is 
considered that there would be little if any improvement in stability if a flatter 
slope were adopted because interlock during placing would be reduced. 

Full records of damage during placing have not yet been made available to the 
designers, who are not responsible for site supervision, but it is reported that 
breakages of the order of 2-3% have occurred.   Broken units are removed unless 
they are so interlocked that removal is impracticable.   This rather high rate of 
damage no doubt stems from the use of floating cranes, already available to the 
contractor from another project, instead of cranes mounted on the breakwater. 
On such an exposed site this involves placing dolos with waves of up to 1 m and 
even so there is considerable down-time even during summer months. 

Concrete Capping 

The capping carries a road and pipelines.   Its width reduces beyond each oil 
berth as fewer pipelines are required.   To avoid damage to the pipelines the 
rubble mound is allowed to settle for 3 months before concreting commences. 
Despite this precaution the slab is heavily reinforced to resist stresses induced 
by settlement which may be expected to continue particularly during storms or 
earthquakes.   Some damage to pipelines and minor structures during extreme 
storms and severe earthquake is of course acceptable provided that the main 
structure survives. 

Fig. 9 shows the capping proposed by the contractor which model tests indicated 
would not be satisfactory, even after incorporating the vents shown in Fig. 10. 
The tests showed that it is important to have a sliding joint between the capping 
slab and the small caissons at the rear of the breakwater.   Details are shown in 
Fig. 11.   The difference in type of failure is illustrated in Figs. 12 and 13. 
Without a joint the cap tends to lift and rotate about the back corner of the caisson 
causing a local failure at the back of the rubble mound.   With the joint the cap 
slides over the caisson and the cut off at the front of the cap tends to dig into the 
top of the rubble.   Provided the cut off is sufficiently strongly reinforced, failure 
can only occur by a deep shear through the main body of the rubble mound. 
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Model tests on the alternative wave walls shown in Fig. 10 showed the value of 
curving the front of the wall, above the top of the dolos, to throw back the 
stream of water which comes over the dolos, thereby delaying the onset of 
overtopping.   The proportions are based upon extensive research by Vera-Cruz 
at the LNEC hydraulic laboratory in Lisbon.   Tests were made to determine the 
bending moments due to wave forces on the upper part of the wall which are of 
course very substantial. (Fig. 14) 

The cap is cast in lengths of 15 m between joints.   The total weight of each bay 
(excluding pipelines and the caisson below the sliding joint) ranges from 4,000 t 
to 5,000 t.   The total wave force with the maximum individual wave in the 100 
year storm is calculated to be 60 t/m, producing a bending moment at the base 
of the wave wall of 200 t f-m/m.   Measurements on a model of the section of 
wave wall above road level gave a maximum prototype bending moment of 
180 t f-m/m.   Reinforcement in the cut off is designed to transfer a force of 
160 t/m or 2,400 t/bay. 

The vents in the cap, which are designed to minimise uplift pressures from 
water movements in the rubble core, are 300 mm diameter and are provided 
at 3 m centres.   The bottom of each vent pipe is surrounded by a filter of 50 mm 
to 100 mm size rock to prevent leaching out of fine material.   The vents have 
been observed to pass a mixture of air and water during a storm with maximum 
individual wave less than 10 m. 

The joint between the capping slab and the small caisson is formed by a very 
careful steel float finish to the concrete which is covered by polythene sheeting 
to ensure a free sliding joint.   Expanded polystyrene, as shown in Fig. 11, 
prevents any possible transfer of shear forces through stones being caught 
between the slab and the caisson.   The sliding joint is formed only over half the 
top of the caisson.   The other half, near the harbour, is covered with sand which 
is subsequently flushed out to leave a 100 mm gap.   This is to ensure that 
vertical loads are applied to the caisson in a way which gives the most favourable 
distribution of stress on the foundation. 

Root of Breakwater 

The topography of the site is such that there is a clearly defined section of 
breakwater on shallow rock foundations before the bed drops steeply into deep 
water where the main cross-section, already described, is required. 

The root section is not only protected by shallow water but also by a number of 
rocks to seaward so that waves are depth limited and tend also to be divided. 
The length closest in-shore is armoured with natural rock.   Fig. 15 shows the 
design for a typical length of the root section in a depth of about 4 m at low water 
where the armour is 15 t   dolos.   It will be seen that the wave wall design is 
more closely related to the contractor's alternative cross-section (Fig. 4) for 
the main breakwater but the crest height and cut off arrangements were modified 
in light of the model test results for the main cross-section.   No model tests 
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were made for the root section because the broken nature of the sea bed makes 
any flume tests unrealistic. 

Breakwater Head 

The design of the head of the breakwater is still being studied on a wide flume 
at the LNEC in Lisbon.   The original intention was to use a caisson head in 
the form of a vertical cross wall founded at about -24 m CD.   This design 
would have had the advantage that future extension is very easy. 

At this site it is necessary to design for earthquake forces and the worst wave 
attack is from WNW.   Both factors require any caisson to be very wide to resist 
heavy forces from the shoreward side making this design more costly than a 
round head  armoured with dolos. 

Since the need for further extension, which would provide a second berth for 
ships of 1,000,000 DWT, appears to be very remote it has been decided to adopt 
a roundhead design. 
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CHAPTER 145 

EXPERIMENTAL STUDIES OF STRESSES 
WITHIN THE BREAKWATER ARMOR PIECE " DOLOS ' 

Omar J. Lillevang,* F.ASCE and Wayne E. Nickola** 

Introduction 

Stresses induced within the breakwater armor piece "Dolos", when 
it is subjected to loads, are not reliably inferred from the two- 
dimensional techniques of analysis used in conventional design of struc- 
tures.  Other methods that take the solid geometry of the dolos into 
consideration are available, and comprehensive application of one of 
them, three-dimensional photoelastic stress analysis, is reported here. 

Breakage of Dolosse 

Breakage experienced at 15 projects throughout the world, where 
nearly 150,000 dolosse ranging from 3 to 42 short tons (2,000 pounds 
or 907 Kg.) in weight are in use on breakwaters, is digested for the 
reader by Table I.  It has been impressively low.  With the exception 
of one project, Humboldt Bay, none of those dolosse are reinforced. 

It is well known that most of the breakage of pre-cast armor 
pieces takes place during the manufacture and storing and during the 
construction of the breakwater.  Table I illustrates it.  Several de- 
tails within the table that stand out are commented upon in the follow- 
ing notes, each note being identified by the line number from the table: 

Line 3.  According to the owner's report, the relative high 
breakage during manufacture stems from 100°F air 
temperatures during casting, which contributed to 
development of shrinkage stresses and minute cracking. 

A wave storm during construction rolled numerous 
dolosse that were not yet nested in the armor matrix 
and they suffered impact fractures. 

Breakage in service is attributed by the owner's 
report to battering during severe storms by loose 
large quarrystones. 

Line 4.  Most of the in-service breakage occurred when a 
localized area of the foundation eroded, and an 
abrupt subsidence into the pit caused 10 dolosse 
to break. 

* Consulting Engineer, Los Angeles, California 
**Manager of Applications Engineering, Photolastic, Inc., Malvern, 
Pennsylvania 
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TABLE   I 

DIGEST  OF  BREAKAGE  OF  DOLOSSE  AT   15   LOCATIONS WORLDWIDE 

Project Year    Number 

10 
11 

13 
14 

15 
16 

17 
18 
19 
20 

21 
22 

23 

24 
25 
26 
27 
28 

Cap Aux Meules 
it       n n 

Crescent City 

East London 

Gaansbaai 
n 

High Island 

Hirtshals 

Honolulu 

Humboldt Bay 

Mossel Bay 

Port Elizabeth 

Richards Bay 
ii it 

it ii 

Riviere au Renard 

Sandy Point 

Table Bay 

29     Thorlakshofn 

'TO 
'70 

'74 

'64 

'70 
'70 
'70 

'73 

'72 

'74 
'74 

'71 

'67 
'67 

'72' 
'72 
'72 
'72. 

'72 
'72 

'69 
'69 
'71 
'71 
'74 

•75 

7,418 
3,934 

246 

2,000 

2,786 
865 
928 

6,619 

2,600 

13,692 
4,317 

4,794 

3,423 
2,634 

14,266 
13,790 

28,084 

7,921 
1,552 

500 

5,900 
11,700 
3,000 
1,500 

400 

2,600 

Short 
Tons 

I     } 
40 

19.75 

5 

18.5. 

27.5 

9.6 

4 
6 

42 

3 
6 

3 
3 

5 
16 

5 
5 

22 1 
L33 2 

5 
14 

3.4 
6.7 
3 
6 

11.2 
:?} 

Making 

1.0 

2.4 

O.15 

"Insig." 

0.3 

0 
0 

0.02 

1.0 

4.0 1 
0.15J 

0.3 

3-3 
2.5 

Per Cent Broken 
Buildi ng 

0.6 
0.3 

9.9 

0 

0.4 

6.5 

0.5 

0.8 

0.3 

0.02 

1.2 

"Neglig." 

0.8 

0.6 1 
0.5 I 

• 1.0  

0.141 
O.07J 

- 1.0  
0 

1.2 

In Service* 

"Limited 
Number" 

2.8 

0.25 

0.5 

0   ? 

0.04 

0.75 

1.0 
2.0 

"Neglig." 

"Insig." 

"A Pew" 

0 

1.0 

* Includes breakage during consolidation of the structures, e.g. during first storms. 
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Lines 5, 6, 7. Extensive litigation over the project has 
made factual discussion of breakage unavailable, 
but subsequent to consolidation of the structure 
it appears breakage has been nominal. 

Line 12. All but 26 of the dolosse contained steel bar 
reinforcement.  The owner's representative reports 
the unreinforced versions were placed in low areas 
after completion of the armoring, and were thus 
"not integrated with other units".  Of the 36 
dolosse broken, 9 were not reinforced. 

Lines 13, 14. Owner's representative reports manufacturing 
breakage was reduced by halting cold-weather pours 
and changing the cementing ingredients, from 50/50 
Portland cement/"slagment" to all Portland cement, 
during cold-weather pours. 

All the dolosse were made with "all-in", pit run 
sandstone aggregate, resulting in concrete that was 
sometimes over-sanded and sometimes under-sanded. 
Cement was 50% Por.tland and 50% "Slagment", blast 
furnace slag. 

Line 14. In-service breakage can be separated into 1.7% 
initial consolidation fractures caused by insuf- 
ficient fitting, and by some abrupt localized 
downslope adjustments, and 0.3% breakage since the 
consolidations during the first storms. 

Line 15. Contractor tried to use a form made of concrete 
for the lower half of these dolosse.  Those un- 
yielding form surfaces proved to be warped and 
bulged, and tended to lock in the newly cast 
dolosse.  Excessive force was needed to remove 
them.  When the problem was diagnosed, new 
fabricated steel forms were substituted and 
breakage immediately was all but eliminated. 

Lines 21, 22.  Heavy breakage during manufacture was 
attributed to removal of forms when castings 
were only 4 hours old. 

Line 29. Contractor surmises breakage relates to steam 
heating of the new castings while still in the 
forms. 

The various projects listed in Table I include many variations 
in materials, in quality control during manufacture, in strength of 
concrete and in dimensional proportions.  Thus it would be surprizing 
if there were systematic relationships between breakage intensity and 
size, and there is none to be seen in the table. 

Popov (4) and Danel, et al (1) have shown that armor pieces of 
different sizes but identically similar shape, and made of the same 
material, will break on impact with an unyielding surface from the 
same height of fall.  The theory and Danel's experiments with dropping 
295 tetrapods, of from 20 ounces to 25 tons weight, suggest design 
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loads for impulsive forces on the dolos would be the same for any size 
piece.  With other types of loads, however, steady ones or dynamic 
forces less severe than impacts, stresses sustained by a dolos under 
design conditions may be larger or smaller as the size and weight of 
the piece is larger or smaller.  In that case there would be reason to 
modify the larger pieces with stress reducing measures that smaller 
dolosse would not require. 

Three approaches toward stress management which could be combined, 
or be mutually exclusive, are discussed in this paper.  They are: 

1. Incorporating steel bars to take the tensile stress; 

2. Reduction of force moments by thickening the shank, 
and consequently shortening the flukes; 

3. Reduction of stress concentrations at critical parts 
of the dolos by minor geometric modifications, viz. 
at the intersections of the flukes with the shank, 
to keep stresses below the modulus of rupture of 
the concrete. 

The photoelastic tests indicate that, to have any useful effect 
toward preventing fracture of a dolos at its intersections of flukes 
with the shank, steel bar reinforcement would have to be placed so 
close to the skin of the piece that loss of the steel by corrosion in 
a short time would be unavoidable; the cost of such steel thus would 
be wasted and its effect would be ephemeral. 

The tests suggest some stress reduction does result from thicken- 
ing of the shank, but not significantly when the extent of thickening 
is kept below sensible limits that are proposed by the dolos' conceptor, 
Eric M. Merrifield.  It is his view, expressed in personal communications 
with the senior author, that thickness of shanks in excess of 36 per 
cent of the height of the dolos would cause undesirable losses of inter- 
locking characteristics. 

Modifying the intersections between flukes and shank showed sig- 
nificant reductions of stress concentrations in the test pieces. Making 
dolosse of all sizes in future with a small curved fillet at those 
corners is proposed, not only to reduce stress concentrations but also 
to minimize concrete imperfections that often occur at sharp corners 
during pouring of concrete. 

Photoelastic Stress Analysis 

Among methods of experimental stress analysis that have been 
developed and proved is the photoelastic study of loaded two-dimensional 
plastic models.  Either reflection or transmission of polarized light 
from or through various plastic materials yields light interference 
patterns that are rationally related to stresses within the plastic. 
Knowledge of this phenomenon is not new.  It has been available with 
use of two-dimensional models for a century, and has been in widening 
use since the 1930's.  Beginning with discoveries made in 1936, three- 
dimensional plastic models of complicated geometry have been loaded in 
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laboratory ovens, at temperatures above the softening point of the 
model material.  In this temperature range the material does soften but 
remains linear and deforms elastically under the applied loads.  After 
being held under load at carefully controlled specific elevated temper- 
atures, the oven heat is systematically and very slowly withdrawn until 
the model piece has reached room temperature.  During this cooling 
phase of the "stress-freeze" process, which may take several days, the 
loads on the model are sustained.  When the model has reached room 
temperature the loads can be removed, but the stress patterns persist 
within the plastic.  The model can then be cut into thin slices at any 
planes of interest, and polished.  When polarized light is transmitted 
through those slices and examined with appropriate optical equipment 
each one shows the stress patterns that were induced along that plane 
by the test loads.  Calibrations and rational computation procedures 
relate the patterns to definitive stress values.  These techniques are 
commonly relied upon by industry.  Complicated forgings, castings, 
fabrications, pressure vessels, struts, bearing housings and a host of 
other shapes and devices have been evaluated by this method.  Except 
for some work that may have been done in England, it apparently has not 
been used before on a breakwater armor piece. 

Description of Models 

Sixteen three-dimensional models of dolosse for the present tests 
were cast from photoelastic thermal-setting plastic.  All were made 
with the dimension h equal to 6 inches, which is 15.24 centimeters. 
As will be seen in several figures in this paper, the dimension h is 
present in two ways in the dolos.  It is the overall height from tip 
to tip of two adjoining flukes, and is also the overall length of the 
piece, measured parallel to the axis of the shank.  Half the models 
were made with shank thickness 32 per cent of h and the other half with 
35 per cent.  For each thickness ratio, four different versions were 
cast that varied the geometric details at the intersection of the fluke 
with the shank.  The traditional dolos, with sharp intersections 
between fluke planes and the planes forming the shank, was tested at 
both thickness ratios.  Those specimens were identified by codes 32HS 
and 35HS, the letter S identifying the sharp intersection characteristic 
for pieces with shanks 32 per cent as wide and 35 per cent as wide, 
respectively, as the height.  Other versions of corner geometry, also 
tested for both 32 and 35 per cent shank thickness, had chamfers 
created by planes (32HC and 35HC), a small-radius circular fillet (32HF 
and 35HF) , and a larger-radius circular fillet (32H<|> and 35H<j>). 

In the stress-freeze tests, stresses frozen into the model dolosse 
were produced with two different loading patterns.  In the "Tension" 
series, equal forces that were all directionally parallel with the 
shank's axis were applied at the ends of the four flukes.  Pairs of 
forces were oppositely directed, in a normal sense placing the shank 
in tension; therefrom the "Tension" term for describing those tests. 
In the "Torsion" series, equal forces were again applied at the ends 
of the four flukes, but acting in planes perpendicular to the axis of 
the shank and directed to twist the shank; therefrom the "Torsion" 
term for that series.  Sixteen models were made and stressed.  Fifty- 
eight sections were sliced from various parallel or intersecting planes, 
to find the stress characteristics within the dolosse resulting with 
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all the variations that were  involved.     Figure 1 shows and compares  the 
four  details  of  the  corner  that were  studied,   being  cross-sections  in 

Small Chamfer 
Fillet .04h 
R=.0078h 

Figure 1 

Sharp Small Chamfer Large 
Fillet 
R=.04h 

the plane common to both the fluke axis and the shank axis.  As illus- 
trated in Figure 2, the chamfer tapered to a point in the corners 
between planes either side of the ones cut for the profiles that are 
shown in Figure 1.  The circular fillets in those same two flanking 
corners had to have radii 1.5 times as long as those in the central 
corner, because the angle of intersection of planes adjoining ac is 
larger than the angle of intersection along ab.  The circular fillets 
did not taper to a conical point. 

All the models were made with flukes whose cross-sections normal 
to their axes were not symmetrical octagons.  The left side of Figure 3 
shows the awkward geometry that develops at the intersections of flukes 
with the shank if a symmetrically octagonal fluke is made.  To eliminate 
the intersection problem a slab of constant thickness, S, should be 
taken off the whole octagonal side of the fluke, above the shank at the 
intersection ab.  If the maximum breadth of the "octagon at the tip of 
the fluke is the commonly used .20h, and t is the thickness or breadth 
of the shank octagon, then the thickness of the slab to be removed, 
shown at the right side of Figure 3, is: 

c - 0.12132(.2t/h-t2/h2) ... 
b    (t/h)Tan 22.5°-l  W 

The models with chamfered and filleted corners, consistently for com- 
parison values, also where made with flukes of asymmetrical cross- 
sections. 

Rubber moulds for casting all the photoelastic models were formed 
by pouring a silicone rubber compound around a precisely machined 
acrylic resin master dolos that had sharp corners.  To modify the 
master in order to make moulds for the chamfer and fillet versions, 
pattern maker's beeswax was hand-tooled into the corners of the master 
pattern.  At the scale of these models, the corners of the hand-molded 
chamfer planes were not as sharp as one would expect intersections to 
be in the prototype, where structural steel plate is the likely 
material from which such forms would be fabricated.   Because the 
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CORNER  DETAIL 

Figure 2 

Figure  3 
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chamfer intersections probably were slightly rounded, the stress concen- 
trations shown by the photoelastic models with the chamfered corners 
probably are less severe than they would be at prototype size, or than 
they would have been had the model chamfers been precisely machined 
instead of being hand formed of beeswax on the master pattern. 

The theory of photoelastic stress analysis is well covered in 
reference works that are readily available in technical libraries, so 
there is no development of the theory in this paper.  However, the 
laboratory techniques employed in the present tests and the analytical 
procedures that were followed deserve description. 

A reconnaissance test program was carried out before the stress 
freeze models were made, to compare at least qualitatively the effects 
of six different arrangements of loading.  For the reconnaissance, a 
specially compounded aluminum-filled epoxy resin was selected, and model 
dolosse cast from it were clad with a thoroughly bonded bi-refringent 
coating material.  The bond was made with an epoxy-based reflective 
cement.  A reflection polariscope was used to view the model while it 
was under each loading arrangement.  Elastic deformations induced by 
the loads were transferred from the dolos to the cladding by shear 
forces developed at their interface.  When polarized light was reflected 
from the surface of the model through the bonded layer, the coating 
exhibited patterns of birefringence which were quantitatively analyzed. 
Out of those preliminary tests it was concluded that the "Tension" and 
"Torsion" loading patterns previously described would best develop the 
internal stress information that was wanted from the stress-freeze 
photoelastic procedures. 

Internal Stress Data, Quasi-Dimensionless Form 

Stresses that were shown in the photoelastic models were reported 
in quasi-dimensionless form, to enable easy calculation of stresses in 
prototype dolosse of any size and for any selected value of the moment 
and shear producing forces.  Stresses in the prototype were related to 
stresses in the model by: 

ah    =   (F /F ) (h /h )2 

p m    p m   m p 

Where o  a = Stress in prototype and model, respectively 
p  m 

F , F = Load on prototype and model, respectively 

h , h = Corresponding dimensions of prototype and 
p  m 

model, respectively. 

If   F is expressed in units of the total dead weight 
"      of the prototype dolos, and 
p is the unit weight of the concrete from which 

the prototype dolos is made, and 
V is the volume of the dolos, then 

a /a = (n V p/F ) (h /h )2 
p m nr   m p 
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where n is the number of units of the dolos' weight, 
a convenient way to express the design load. 
All models were six inches high, i.e. h = 0.5 feet 
Thus, for models where the shank thickness t is 32 per cent 

of h, and Volume consequently equals . lSSOh-^, 

a = .03875 h pn (a /F ) p p     m m 

For the models with (t/h) = 0.35 the volume is 

V = .1739h3, 

So for those models it can similarly be shown that 

ov = .043475 h p n (a /F ) 
P p      m m 

The test results for surface stresses then could be presented as the 
parameter cs/ph, and for internal stress components on the plane of each 
slice as (01-02)/ph.  In all cases, the numerical values of the param- 
eter were calculated with n equal to 0.5, that is to say they are 
stresses induced by two forces whose sum is the dead weight of the dolos. 
Multiplying the numerical values of the stress parameters by the unit 
weight of concrete intended for a prototype dolos, in pounds per cubic 
foot, and the product by the height of that dolos in feet, yields 
stress in the prototype in pounds per square inch. 

Presentation of Results 

Figures 4, 5 and 6 are examples of the forms in which stress 
analyses from most of the 58 slices in the complete test program were 
reported.  Figures 4 and 5 are examples of reports on those slices that 
presented "Tension" test results and Figure 6 is for a "Torsion" 'test. 

At upper right on Figures 4 and 6 the dimensions of the dolos are 
shown and the loading patterns of the forces F are displayed. 

At top center of all sheets like Figures 4 and 6 is shown where 
the reported-upon slice was cut from the stress-freeze three-dimensional 
model. 

In the photoelastic examination of each slice the optical system 
presented the lines of constant stress, the isochromatic fringe patterns 
(01-02), at full model size.  It also projected the slices at ten times 
model size.  The enlarged projections were examined to identify the 
locations of maximum stress concentrations at the surface and the direc- 
tion of steepest gradient of stress variation within the dolos.  That 
part of each slice was reproduced as a line drawing at the lower left of 
all the sheets like Figures 4 and 6, showing the surface lines of the 
fluke and of the shank and the intersection profile and the "contours" 
of the stress parameter (ai-o^/ph).  These slice displays were oriented 
to place the direction of the visually determined transect of steepest 
gradient of stresses parallel with the horizontal direction of the data 
sheet. 

The diagram at lower right on all the sheets like Figures 4 and 6 
is a direct projection, from the left, of the stress values at the 
surface of the dolos, and illustrate the rate of stress increase toward 
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SHARP CORNERS 
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Figure  5 
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the maximum concentration at the corner. These values at the surface 
are the tensile stress, because a 2 must be zero at a free surface and 
the load pattern is such that 0\   in this case must be tensile. 

At top left, the internal stress variation along the transect of 
steepest gradient was projected upward from the cross-section at lower 
left. 

Stress gradients in the sharp cornered dolosse were extremely 
steep at the surface, and absolute determination of values at the corners 
was not possible.  This is indicated on all plots of surface stress and 
of internal stress for sharp cornered pieces by small arrows, emphasizing 
that the value of a/ph was not determined, and the curves stop short of 
joining on the Surface Stress graph and of reaching the h = 0 abscissa 
on the Internal Stress graph.  In fact, if it were possible to make an 
absolutely sharp corner, the h = 0 line would be the vertical asymptote 
of the internal stress curve. 

Four slices were taken from each "Tension" model for analysis. 
In models with sharp corners and with chamfered corners and with small 
radius filleted corners the slices were all taken at the planes des- 
cribed at the upper right of Figure 5.  The lower parts of Figure 5 show 
the equal stress contours for each of the whole slices of the Tension 
Tests for Sharp Corners, not just the enlarged detail close to the cor- 
ners that were reproduced on Figures 4 and 6.  As before, numerical 
values for the maximum concentration of stress in the corners could not 
be shown, but the analysts estimated they would be on the order of 0.30 
to 0.32.  The rapidity with which stresses reduce, as one considers 
planes removed from the shank's shoulder at Slice B, is apparent when one 
examines the stress patterns on Figure 5 of slices C and D at success- 
ively greater offsets from the axis of the piece. 

There were three slices removed from each "Torsion" test model 
that had sharp or chamfered or short-radius filleted corners.  Two of 
the locations are shown at the upper right on Figure 7 and the third, 
a surface slab containing the corner and called Slice A, is shown on 
the sketch at upper left.  Stress contours for all three slices are 
shown as before, and orthogonal trajectories of the principle stresses 
in Slice A are also shown.  The solid orthogonals indicate the direction 
of the maximum tensile stress, and the dashed ones indicate the direc- 
tion of the maximum compressive stress.  These stress trajectories are 
not to be confused with the lines of constant stress, isochromatic 
fringe patterns (01-02)) referred to as "stress contours" before in this 
paper.  The stress trajectories represent the force flow lines of 
principal stress direction and are of variable stress intensity along 
the trajectory.  Data sheets similar to Figure 7 were prepared for the 
Torsion tests of the chamfered and of the small radius filleted corners, 
but are not reproduced here. 

When all data were available from testing the first three variants, 
with sharp, chamfered and small-radius filleted corners, comparisons 
were made that suggested yet another corner variation should be investi- 
gated.  Table II shows maximum stress values at the surface in the 
corners of the three variants, all expressed as fractions of the stress 



2532 COASTAL ENGINEERING-19 76 

STRESS  TRAJECTORIES   AND   CONTOURS  OF TORSION   INDUCED   INTERNAL 

STRESSES ,  0| - (Jz    IN   THE   BREAKWATER   ARMOR PIECE   DOLOS 

SHARP    CORNER;    t/h = 0.32 

TORSION   TEST    NO.    32 HS 

LOADING   PATTERN   AND 
LOCATION OF SLICE   A 

LOCATION   OF 
SLICES   B 8 C 

SLICE   A 
SLICE   B 

SLICE   C 

I   i   I   i   I   i   I 

• ... i .... I 
,05ti .lOh 

Scole of  Slice   A 

DEVELOPED    VIEWS   OF   THE   SLICES 

.lh        .2h       .3h        .4h 
Scale  of  Slices    BBC 

Figure  7 
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analysts' best estimate of the corner concentration stresses in the 
sharp cornered models, which is 0.30 ph. 

RELATIVE MAGNITUDES 

TABLE II 

OF SURFACE STRESS CONCENTRATIONS 

"Tension" 
"Torsion" 

"Tension" 
"Torsion" 

Sharp 
Corners 

1.00 
1.00 

1.00 
1.00 

Small Fillet 
Corners 

Chamfered 
Corners 

t/h = 0.32 
t/h = 0.32 

t/h = 0.35 
t/h = 0.35 

0.73 
0.80 

0.67 
0.87 

0.63 
0.63 

0.67 
0.49 

Considering the analysts' view, that imprecise moulding of intersections 
of the chamfer planes with the fluke and shank planes tended toward 
understatement of stresses by the chamferred models, it appeared that 
the minute-radius fillet reduced stresses essentially as well as did 
the chamfer. 

Guided by published stress reduction factors for details of common 
structures, a judgment was made that a dolos with circular fillets of a 
radius equal to 4 per cent of the dimension h should be tested.  With 
larger radii, the published factors suggested, incremental reduction 

of stress concentrations became less significant.  There was a concern, 
lest the fillet become so large that the very desirable nesting or 
tangling characteristic of dolosse in an armor matrix should be impaired. 
New stress-freeze model dolosse were made,with circular fillets of ,04h 
radius on the corner labelled ab in Figures 2 and 3 and of 1.5 x .04h 
on the side corners, ac of Figures 2 and 3.  As before their h dimension 
was 6 inches and the same Tension and Torsion loads were applied. 

There were models, also as before, where the shank thickness was 
32 per cent of h (t/h = .32) and where it was 35 per cent.  Figures 8, 
9, 10 and 11 show the results, and are directly comparable with Figures 
4-7 inclusive.  The pattern of slices taken from "Tension" models in 
these experiments was modified, as can be seen by comparing the descrip- 
tive drawing at the upper right of Figures 5 and 9.  By cutting Slice C 
from the large fillet models on a plane radial to the fluke axis it 
became possible to identify the inclination and direction of the plane 
through the crotch of the dolos where all stress gradients were of maxi- 
mum steepness.  The new slice E was then cut along that plane.  As can 
be seen on the slice E stress contour plot, at the bottom of Figure 9, 
the stress magnitudes are negligible along that plane.  Thus, recognizing 
that the E. plane is perpendicular to the A slice, and nominally coin- 
cident with the maximum gradient transect lines of the A and B slices, 
it is practical and conservative to use the internal stress values from 
slices A and B as indicative of the maximum principal stress aj (tension) 
rather than the principal stress difference aj-o^- 

In certain instances it is desirable to know the shear stress mag- 
nitude in concrete.  This information is readily available from the 
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Figure  11 

stress contours.  The contours as shown are for the difference of 
principal stresses (aj-o^).  From Mohr's Circle the maximum shear 
stress T   is: 

max 

x   = (.a\-Oo)/2 max    A *•'' 

and the contours truly display 2 T as shown. 

Figures 12 and 13 each summarize and provide direct visual com- 
parison of the internal stress gradients for all sixteen of the models 
that were tested.  Figure 12 compares the effects of corner details 
and shows, to the immediate right from each graph, the numerical value 
of the stress parameter at the surface for each of the three corners 
that were not square.  Recalling the analysts' estimate, that the sharp 
cornered dolosse had surface stress values between .30 and .32 ph, it 
appears the circular fillet with radius of .04h would reduce the 
critical stress in the corners by 50 per cent, at least, of the sharp 
cornered stress value. 

Figure 13 presents the same curves as Figure 12, but arranged to 
evaluate the effect of varying the ratio of shank thickness to dolos 
height, t/h. 
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Flexural Strength of Concrete 

In 1957 Paul Kliege.r (3) presented data from comprehensive flex- 
ural tests of concretes that are remarkably systematic and are useful in 
considering fracture stresses in the dolos. 

Beams 6 by 6 inches and supported over 18-inch spans were loaded 
to failure, and the tensile strengths of their concretes were calculated 
as the Modulus of Rupture.  Strengths were determined for ages varying 
from one day to one year.  Six-inch cubes were prepared from the ends of 
the broken beams and tested as compression specimens.  A sufficient 
number of standard 6-inch diameter by 12-inch length standard cylinders 
also were cast from the same batches of concrete made for the beams, 
and they also were broken in compression.  That permitted developing a 
reliable factor for converting cube compressive strengths to standard 
cylinder compressive strengths.  It was determined that, for the aggre- 
gate being used, the ratio of 6" by 12" cylinder compressive strength 
at all ages of test specimens to the compressive strength of 6-inch 
modified cubes was 0.93. 

One of the experimental series dealt with a concrete typical of 
marine structures, made with ASTM Type II cement and with air entrain- 
ment of 4.5%.  One hundred forty-three test beams of ages ranging from 
one day to one year were tested in flexure.  There is very little 
scatter of data from the straight line R = 1.1 (f )   , where 

R = Modulus of Rupture, the flexural tensile stress 
in pounds per square inch at the beams' extreme 
fibre at loads producing failure; 

f •=  compressive strength of a standard cylinder at 
the age of the flexural test specimen. 

Figure 14 comes from another arrangement of Klieger's data (points 
not plotted), to show how the Modulus of Rupture in his tests was found 
to vary with age of the concrete.  It can be put to good practical use 
when making judgments as to how soon after casting a dolos one can 
handle it, with acceptable risks of damage to its structural integrity. 

Concrete for dolosse has commonly been specified with a minimum 
acceptable compressive strength at 28 days of 5,000 pounds per square 
inch, roughly 350 Kg/cm .  The Modulus of Rupture at age 28 days for 
that specified compressive strength could be estimated from the Krieger 
experiments at 650 pounds per square inch, or 46Kg/cm .  At one day, 
according to Figure 14, that same concrete might have a flexural 
strength of 200 pounds or more per square inch, or 15 Kg/cm . 

A project being planned in the United States will use dolosse of 
the unprecedented weight of 62 short tons, which is just over 56 metric 
tons.  If made from concrete with a specific gravity of approximately 
2.4, their h dimension will be 17.5 feet, or 5.33 meters.  On the same 
project smaller dolosse also will be placed, weighing 40 and 11 short 
tons.  Respectively, their h dimensions would be 15.1 and 9.8 feet. 
Table III has been calculated from the transect curves of Figures 12 
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and 13 to illustrate the stress magnitudes, under the loads F of the 
photoelastic experiments, at various depths in the three sizes of 
dolosse for the planned project. 

Good practice in reinforced concrete design for hydraulic struc- 
tures, particularly for a sea water environment, requires that there be 
substantial thickness of dense, hard, sound concrete between embedded 
steel and the water that surrounds or splashes the concrete.  A 3-inch 
cover, which is 7.5 cm, commonly is required and 4 inches, nominally 
10 cm, or more is required by some. 

The stresses displayed in Table III suggest the reason for the 
low breakage experience with dolosse at existing projects that achieved 
uniformly high quality concrete and that were faithfully built in com- 
pliance with appropriate breakwater designs.  The largest existing 
dolosse with sharp corners are those at East London, South Africa, and 
weigh just under 20 tons each.  Larger ones at Hong Kong's High Island 
East Cofferdam (27.5 tons), Richards Bay, South Africa (33 tons), 
Crescent City, California (40 tons), Humboldt Bay, California (42 and 
43 tons) and Sines, Portugal (44 tons) all are chamfered.  Under the 
loading conditions used in calculating the Table III stresses, all 
would have surface maximum stresses of less than 650 pounds per square 
inch.  At 4 inches depth, the closest to the surface many experienced 
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TABLE   III 

FLEXURAL STRESS AT THE PEAK SURFACE CONCENTRATION POINT 
AND Oi-02  AT DEPTHS, NEAR THE PEAK POINT 

t/h = 0.32; p = 150#/cu.ft.; F = 0.5W. 

 (Pounds Per Square Inch)  

Position Corner 
Treatment 

Dolos Size & Mode of Loading 
11 Tons 40 Tons 62 Tons 
h=9.8' h=15.1' h=17.5' 

Tension Torsion Tension Torsion Tension Torsion 

Surface  Sharp 440? 
Peak    Sml.Fillet 325 
Stress   Chamfered 280 

Lge.Fillet 235 

440? 680? 
355 500 
280 430 
220 360 

680? 790? 790? 
550 580 635 
430 500 495 
340 420 395 

2"     Sharp 50 
From    Sml.Fillet 75 
Surface  Chamfered 115 

Lge.Fillet 95 

125 105 215 140 255 
210 155 360 200 440 
195 205 300 250 350 
115 185 195 230 235 

110 65 180 80 215 
195 95 310 125 370 
195 150 300 190 350 
90 120 160 155 190 

4"     Sharp 30 
From    Sml.Fillet 40 
Surface  Chamfered 55 

Lge.Fillet 55 

engineers want reinforcing steel placed in concrete immersed in or 
splashed by sea water, the stresses shown in Table III are so low that 
the effect of steel bar reinforcement on crack prevention might not be 
discernible.  Such steel then would be redundant at best, because it 
could only act if some mortal blow striking the dolos opened a crack 
the bars would be incapable of preventing.  For some time, the bars in 
such a cracked dolos might stop separation into fragments, but probably 
only so long as oxygenated sea water seeping to the bars through the 
crack had not yet completed corroding the bars to the point of severing 
or to exerting swelling stresses on the surrounding concrete that 
typically makes it spall away and create failure by that condition.  It 
appears that reinforcing steel in dolosse must be an economic waste. 
However, a possibly stronger reason for not burying them within the 
piece is a concern such bars could induce shrinkage cracks, during hy- 
dration of cement in the freshly poured concrete. 

The authors are pursuaded that large dolosse, say 30 tons and 
heavier, need to have eased corners between flukes and shank to reduce 
stress concentrations to prudent maximum levels.  The use of central 
fillets of radius .04h and side fillets of .06h radius is seen as the 
best means for easing those corners, because important collateral 
benefits in concreting derive.  Other easing geometries that are almost 
as effective in stress reduction do not provide as clear a concreting 
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advantage.  The relative simplicity of incorporating the fillet details 
when fabricating steel forms suggests it will be useful to have filleted 
corners in dolosse of all sizes, the concrete placing advantages being 
the justification. 

The viewpoints expressed in the foregoing paper and conclusions 
reached are those of the authors. The photoelastic testing that made 
the paper possible were performed for Public Service Electric and Gas 
Company, of Newark, New Jersey. Their permission to publish the test 
data for the benefit of practicing engineers is acknowledged, with 
appreciation. 
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CHAPTER 146 

EFFECT OF BROKEN DOLOSSE ON BREAKWATER' STABILITY 

by 

1 2 
D. Donald Davidson and Dennis G. Markle 

Introduction 

Although the use of rubble-mound structures for protection of 
coastal areas is common throughout the world and considerable hydraulic 
design data have been developed to aid the designer, very little data 
are provided on the structural integrity of individual armor units and 
the effect of broken units on the stability of such structures. The 
forces to which such structures are subjected are complicated and vary 
with type and geometry of the structure, depth of water, bottom config- 
uration seaward of the structure, water level relative to the crown of 
the structure, and wave dimensions. Since all of these parameters are 
involved, accurate determination of wave forces cannot be calculated; 
and although it is not impossible to model the structural strength 
of armor units or measure forces on individual armor units, there are 
physical limitations which make the tasks extremely difficult. There 
is one way, however, that a breakwater stability model, as it exists 
today, can provide useful information on this subject and that is to 
purposely break given numbers of armor units and observe the effect on 
the overall stability of the structure. Such tests have been conducted 
at the U. S. Army Engineer Waterways Experiment Station for the Atlantic 
Generating Station (AGS) Breakwater in which specific answers were 
desired; thus, the data are limited to the dolos armor unit. The data 
do provide, however, significant indications regarding the type and 
extent of breakage (cluster or random) that is most detrimental to the 
overall stability of the structure; whether costly reinforcing steel is 
warranted to assure reduced armor breakage; and where necessary, data 
from this type study can be used as a basis for setting maintenance 
criteria that will prevent deterioration of the breakwater due to armor 
unit breakage. 

Background 

The AGS Breakwater is a 104-ft high, horseshoe-shaped, rubble-mound 
breakwater proposed for construction about three miles off the coast of 
New Jersey in about 30-40 ft of water (Figure 1). The purpose of the 
breakwater is to provide protection for two floating nuclear power 
plants.  Initial tests conducted with unbroken dolosse indicated that 
for a selected condition of 16-sec, 40-ft waves at a still water level 
of +16.3-ft mean low water (mlw), 37-ton and 62-ton dolosse would be 
completely stable (practically no movement) on the trunk and heads of 
the breakwater, respectively. The broken-unit tests evolved from the 
question that if for some reason (i.e., reinforcing steel were not used, 

^Chief, Wave Research Branch, USAE Waterways Experiment Station. 
Research Hydraulic Engineer, USAE Waterways Experiment Station. 
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higher storm conditions, etc.). the armor units experienced breakage, 
what number of dolosse could be broken without having a detrimental 
effect on stability of the breakwater. Actual field experience for 
most projects throughout the world indicates that not over 2 percent of 
the total number of primary armor units are broken during the process of 
armor curing, placement of armor units, and exposure to wave attack 
not exceeding the design conditions. Therefore, if it can be shown that 
a significantly higher percentage of the armor units can be broken 
without deteriorating the stability of the structure, there is no need 
to use costly reinforcing steel to prevent breakage; or if the breakage 
should approach the critical percentage predicted by the model, proper 
maintenance can be initiated to preclude serious damage to the structure. 

Two-Dimensional Model Tests 

Normal Design Condition, Uniform Breakage 

Several set of broken unit tests were conducted for the AGS Break- 
water; however, only two sets of these tests are addressed in this 
paper—normal design condtions and extreme wave conditions. Both sets 
of tests used, for their respective water levels, the worst breaking 
wave condition that could occur on the structure. The first set of two- 
dimensional broken unit tests were conducted at an undistorted scale of 
1:45 for the 16-sec, 40-ft wave condition at a swl of +16.3 ft mlw (condi- 
tion for which model tests had already determined that unbroken 37-ton 
dolosse were completely stable on the trunk section of the structure, 
see Photograph 1). Using the unbroken unit test results as a base 
condition, up to 25 percent (in 5-percent increments) of the top layer 
of dolosse were broken and uniformly distributed (represents random 
breakage) over the test section. 

The test section was constructed in the model in the same manner as 
two-layer unbroken unit test sections were constructed, which on the 
average requires about 55 percent of the total number of dolosse in the 
bottom layer and about 45 percent in the top layer. Once the unbroken 
unit test section was completed and the number of dolosse in the top 
layer determined, the number of broken dolosse specified for that test 
was determined and randomly placed in the top layer by removing an 
unbroken dolos and dropping a whole dolos in two parts in its place. 
Individually broken dolosse were never represented by more than two 
pieces.  It is believed the model procedures used yield conservative 
results, since the disruptive action of replacing the unbroken armor 
unit with pieces does not occur in the prototype (i.e., most unbroken 
armor units simply break in place). Tests of each percent broken dolosse 
were conducted at least twice and sometimes three times with each repeat 
test verifying the original results. Test waves for all the tests were 
monochromatic and were subjected on the test sections in specific cycles 
(i.e., given time duration of about 30-sec increments with about 7-10 
minutes between cycles to eliminate wave reflection effects). Each 
breakwater section was tested until stabilization (no progressive damage 
with time) or until damage had progressed to an unacceptable level. 
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Photograph 1.    Test section of whole dolosse after testing with a 
design condition of 16-sec,  40-ft waves at a swl of 
+16.3 ft mlw. 
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Results 

Observed results of the 5 and 10 percent broken unit tests indicated 
that individual dolosse were not displaced or did not move in place any 
more than that which.occurred with a test section of whole dolosse. 
Photograph 2 shows an after testing view of a test with 10 percent of 
the top layer of dolosse broken and uniformly distributed (dots on the 
photo represent the breakage density).  Tests with 15 percent of the top 
layer of dolosse broken indicated that there was a slight readjustment 
of a few of the units in the top layer of dolosse (Photograph 3). This 
readjustment was not significant to the overall stability, but one could 
tell some renesting had occurred.  It is believed that 15 percent uniform 
breakage is the upper limit in which this type breakage can be allowed 
without initiating small areas of spot damage. After testing, results 
of the tests with uniform breakage of 20 percent (Photograph 4) and 25 per- 
cent (Photograph 5) substantiates this belief in that spot damage tends 
to increase with breakage above the 15 percent level.  During the 5 to 
15 percent uniformly distributed broken dolos tests, it was observed 
that the individual broken pieces of dolosse were not significantly 
displaced up and down the slope but tended to nest into the void areas 
nearest their initial position. As the broken percentage increased (20- 
25 percent breakage), the half pieces reached such numbers that they 
began to break down the interlocking characteristics of the whole units 
and displacement of both the whole and half dolosse was more evident. 

Extreme Wave Conditions, Uniform Breakage 

The second set of two-dimensional broken dolos tests, in which only 
10 and 15 percent of the top layer of dolosse were broken and uniformly 
distributed, were conducted at the 1:45 scale to compare with the same 
basic armor protection provided in test series one (whole 37-ton dolosse) 
but with an extreme storm condition* of 15-sec, 48-ft waves at a swl of 
+27.4 ft mlw.  In this series, both the whole dolos and uniformly dis- 
tributed broken dolos tests accrued a higher degree of damage than test 
series one (16-sec, 40-ft waves), but neither progressed beyond repairable 
damage. 

Results 

Photographs 6, 7, and 8, respectively, show a whole dolos test 
section, a test section with 10 percent of the top layer broken and 
uniformly distributed, and a test section with 15 percent of the top 
layer broken and uniformly distributed after testing with the extreme 
wave conditions. Again, the results show that uniformly distributed 
breakage up to about 15 percent of the top layer of dolosse did not 
show significant change in stability relative to that for unbroken units. 

* The extreme wave condition described herein was a first estimate of 
a Probable Maximum Hurricane that could occur in this area but was 
deemed unreasonably high and subsequently has no relation on the 
selection of the final design condition. 
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Extreme Wave Conditions, Cluster Breakage 

Since prototype armor breakage could occur in concentrated numbers 
as well as ramdomly, two-dimensional tests of the extreme wave condition 
were extended to include units broken in clusters. These tests consist 
of 10, 5, and 3 dolos units broken in a cluster. For each set of cluster 
breakage, individual broken clusters were positioned on the structure 
at the swl, about halfway between the swl and the toe of the structure, 
and about halfway between the swl and the structure crown (Photograph 9). 
Similar to the uniform breakage construction procedure, it is believed 
these tests present a certain amount of conservatism since the test 
sections were constructed with unbroken dolosse, then for each cluster 
the respective number of dolosse were removed through both layers and 
the correct number of broken dolosse dropped into the hole. Even though 
this was done as gently as possible, these procedures could not help 
but disrupt the interlocking action of the armor units. 

Results 

Results of this type of cluster breakage indicate that clusters of 10 
broken units would allow deterioration of the cover layers (Photograph 10, 
dashed circles represent initial positions of clusters) and could, 
with extended storm duration, cause major damage that might or might not 
be repairable. The results of tests using the 5 broken unit clusters 
also indicate deterioration (Photograph 11); however, it is not as 
severe and takes longer for the damage to occur, thus the more likeli- 
hood the area influenced by the cluster breakage can readjust to inter- 
locking. During the S and 10 broken unit cluster tests, the failure of 
the breakage area seemed to occur in the following manner.  The first 
few waves settled the broken units into rather tight clusters and the 
unbroken dolosse surrounding the clusters did not have any place to 
interlock; consequently, the unbroken dolosse around the clusters were 
displaced.  This caused a loosening of the armor units in the area of 
the cluster until such time that the broken units had no "pocket pro- 
tection" and were themselves displaced, which added to deterioration of 
the cover layer. Test results for the cluster of 3 broken units (Photo- 
graph 12) do not show this characteristic; and, in fact, indicate that 
clusters with three broken units are similar in stability to that of the 
unbroken dolos tests. 

Three-Dimensional Model Tests 

Extreme Wave Conditions, Uniform Breakage 

Although the data are limited, a three-dimensional stability test 
(waves at an angle of 60 degrees to the trunk and end portions of the 
breakwater) using 15 percent of the top layer of dolosse broken and 
uniformly distributed was conducted at a 1:55 scale to compare with the 
results of similar unbroken unit tests. This particular test, which was 
conducted twice, used 62-ton dolosse on the heads of the breakwater 
which had been determined by previous tests to meet the no-damage stability 
criterion for the normal design condition (16-sec, 40-ft waves). As 
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indicated earlier, it was expected that both the whole dolos test section 
and the 15 percent broken unit test section would sustain damage for the 
extreme wave condition (Photographs 13 and 14, respectively). However, 
the point to be made is that the results show that similar damage occurred 
for both the broken unit condition and the whole unit condition. This 
is in agreement with the two-dimensional tests and indicates that if 
the breakage is uniformly distributed, up to 15 percent of the top layer 
of dolosse can be broken without having a detrimental stability effect 
over that obtained using unbroken units under similar conditions. 

Conclusions 

Based on the findings of this study, it is concluded that: 

a. Concentrations of broken dolosse are more detrimental to stability 
of the breakwater against wave attack than uniform or random breakage. 

b. If the uniform or random breakage exceeds 15 percent of the 
number of dolosse in the top layer and the cluster breakage exceeds 3 
dolosse in a cluster, the stability of the breakwater will be less than 
that exhibited by a breakwater composed of unbroken dolosse. 

c. For the type of movement indicated by the no-damage criterion 
used in this study, the value of using reinforcing steel to reduce 
potential breakage of armor units is highly questionable. 
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CHAPTER 147 

ARMOUR BLOCKS AS SLOPE PROTECTION 

By 

1 2 
A F Whillock and W. A. Price 

Introduction 

Dolosse blocks were first described in 1966 by 

Merrifield and Zwamborn in a paper to the 10th Coastal 

Engineering Conference held in Tokyo.  They reported a 

block whose design weight was one-fifth to one-sixth 

that of natural stone to resist the same wave height. 

The reaction of the profession was surprise and perhaps 

a little disbelief that the new block could have such a 

high K value.  A considerable amount of testing followed 

in a number of hydraulic laboratories.  Quite a lot of 

work was done at the Hydraulics Research Station at 

Wallingford and some interesting points came to light. 

The paper discusses how wave period and angle of attack 

affect block stability and suggests a way in which 

engineers might approach the problem of design of break- 

waters . 

The effect of wave period 

The equation normally used to describe the performance 

of armout units is the Hudson equation:- 

w =  £ 
W  H3 

KD (Sr " 1)3 COt 

1. Senior Scientific Officer ) Hydraulics      . 
2. Senior Principal Scientific Officer) Research Station, 

Wallingford, Oxon, 
England. 
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W = weight of armour units in lbs 
3 

w = unit weight of armour unit lbs/ft 

H = design wave height - ft 

5 = specific gravity of armour unit relative 
r  to water 

6 = angle of breakwater to horizontal 

K_ = stability coefficient 

The Hudson equation does not include any allowance for 

wave period.  During an investigation carried out for 

the design of Dolosse for the High Island Breakwater 

in Hong Kong, various slopes of breakwater were subjected 

to waves of different periods.  Having selected a wave 

period the wave height was increased until failure occur- 

red.  A definite influence of wave period was observed 

and this is illustrated in Fig 1, which refers to tests 

carried out with 5.7 ton Dolosse on a 1:2 slope. 

Although more experiments are necessary, enough has been 

done to show that the observed period dependence is real 

and a possible explanation for it is as follows.  As the 

wave period increases the wave tends to surge on to the 

protective layer rather than break.  This sets up high 

velocities over the surface layer.  It is suspected 

from watching many tests with Dolosse that although they 

are very stable to plunging breakers  acting normal 

to the slope, their weakness lies in their inability 

to resist the drag caused by this surface flow. 

Type of failure 

The advantage of a properly designed tipped-stone 

breakwater is that as the wave heights build up, the 

extent of the damage will occur gradually.  This is not 

the case with Dolosse.  Approaching the state of serious 

damage small changes in wave height will produce large 

changes in damage - considerable rebuilding rather than 

repair being necessary to the breakwater. 
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An attempt has been made in Fig 2 to illustrate the 

difference in behaviour of Quarry stone, Dolosse and 

Tetrapods.  It demonstrates that what would be acceptable 

damage for Quarry Stone would be very serious damage for 

a Dolosse breakwater; Tetrapods occupying an intermediate 

position. (It should be noted that strictly comparative 

data was not available to make the analysis - averaged 

values from a number of sources were therefore used.) 

The indications are that any increase of stability which 

can be brought about by an open form of block with a high 

voids ratio and designed to interlock will result in a 

reduction of the margin of safety as failure is approached. 

Engineers when they design breakwaters are faced 

with the choice between a number of blocks and rightly 

suspect that the performance is adequately described 

by one number.  It would help if all results were reduced 

to a common form as we have attempted to do here.  The 

correct block for a particular situation could then be 

chosen. 

Fig 2 also shows that the K ratios (Dolos/rock) 

decrease as the percentage of damage is increased.  At 

failure, when the movement of large numbers of blocks 

is involved, the assembly is fluidised by the passage of 

water through the layers and the benefit of interlocking 

and friction disappear.  The only restraint to block 

movement is then the weight.  It follows that sophisticated 

blocks should only be used with a large factor of safety. 

Keep well away from the serious failure situation by 

designing a block weight which gives little damage at 

extreme wave heights.  Even so, the advantages of a high 

K^ factor will still be available to give an economical 

design. 
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The effect of angle of attack. 

It is commonly assumed that breakwaters are more 

stable to oblique wave attack since the wave heights 

are reduced by refraction and the armour units are 

effectively on a reduced slope.  Experiments with quarry 

stone support this view.  There is reason to believe 

that such an improvement in stability might not occur 

with blocks that are susceptible to drag forces.  To 

check the possible effects a short series of tests were 

carried out in a wave tank (Fig 3). 

The Dolosse breakwater which was constructed on a 

framework could be readily turned at angles to the 

direction of wave approach.  Regular waves were increased 

in steps at each angle until the number of removals was 

such that failure was imminent.  Fig 3 shows that the 

overall stability of the blocks decreased up to an angle 

of 60 and then improved dramatically. 

The explanation is similar to the one given earlier 

for period dependence.  In breaking at an angle to the 

Slope some flow takes place along it and this coupled 

with velocities up the slope due to the wave break or 

surge causes high velocities and hence high drag. 

The increase in stability found above 

60° is due to adverse effects of surface flow being 

overtaken by the benefit of wave height reduction.  The 

rapid improvement again stresses that the difference in 

wave attack between acceptable damage and failure can 

be small. 

Conclusions 

(a) Tests have shown that wave period affects the 

stability of Dolosse. 

(b) The way in which failure builds up should be 

an important factor in design. 
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(c) The angle of attack of waves significantly 

affects the stability of a breakwater 

armoured with open type blocks having high 

drag coefficients. 

(d) Serious consideration should be given to 

adopting a uniform method of presenting test 

results so that direct comparisons can be 

made between various types of block. 
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CHAPTER 148 

LARGE SCALE MODEL TESTS 
of 

PLACED STONE BREAKWATERS 

by 
Charles K. Sollitt 

Asst. Prof, of Civil Engineering 
Oregon State University 

and 
Donald H. DeBok 

Lieutenant, U.S. Coast Guard 
National Data Buoy Office 

Abstract 

Large scale model studies reveal that Reynolds scaling can affect the 
apparent stability and wave modifying properties of layered breakwater struc- 
tures.  Results of a study for a breakwater configuration designed to protect 
offshore power and port facilities in water depths to 60 feet are presented and 
discussed. The armor layer of this structure is formed from quarried rock of 
irregular rectangular parallelepiped shape, individually placed perpendicular to 
1:2 seaward slope and crest. The resulting armor layer is relatively smooth, 
densely packed and very stable. Model studies of similar configurations were 
studied at 1:10, 1:20 and 1:100 scale ratios. Stability, runup, rundown and 
reflection were measured for a variety of water depths, wave heights and periods. 
Analysis of the large scale test results establish that the placed stone armor 
is approximately as stable as dolos armor units. Runup, rundown and reflection 
respond similar to rough, impermeable slopes. Comparison of large and small 
scale results demonstrate that relative increases in drag forces at lower Reynolds 
numbers decrease stability and runup in small scale models. 

Introduction 

The challenge of offshore power production and deep draft port facilities 
has stimulated interest in large protective breakwater structures. Some elegant 
wave attenuation schemes have been proposed and a variety of artificial armor 
unit shapes are being investigated. There are, however, many offshore locations 
where natural rock structures are the most economical alternative for protective 
breakwaters. One method of stone or rock construction which has received little 
attention is the placed stone construction technique. This method has been used 
with considerable success for two decades along the Pacific Northwest coast of 
the continental United States and yet the advantages of this type of breakwater 
construction have not been carefully studied. 

A 'unique feature of this specific construction technique is that rock is 
quarried for an approximately rectangular parallelepiped shape with one major 
axis. Then the rock is individually placed on the breakwater surface with the 
long axis perpendicular to the slope. A single layer of armor units placed in 
this manner provides a densely packed, relatively smooth surface with stability 
approaching that of dolos armor units. 

This construction technique was studied superficially in 1961 (Jackson, 1963). 
Although the tests indicated that placed stone was more stable than random stone, 
an increase in the stability coefficient was not recommended because of the limit- 
ed number of tests. However, the outstanding maintenance record of jetties along 
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the coasts of Oregon and Washington indicate that these structures have been 
conservatively designed.  In order to compensate for the lack of sound design 
information, this study was undertaken to investigate the overall hydraulic be- 
havior of placed stone armor breakwaters.  Included in the study are runup, 
rundown, reflection and stability. 

The specific design being considered is a 100 foot high structure which is 
proposed for use in relatively deep water (SO ± 10 feet) to protect offshore nuc- 
lear power plants and superports. A cross section of the structure is presented in 
Fig. 1. The crest of the structure is 35 feet wide.  It slopes at 2:1 on the 
seaward face to MLLW where it breaks to a slope of 1.5:1. The back face falls 
away quickly at 1.25:1 and encounters a concrete caisson at MI1HW. The caisson 
provides a working platform for constructing the breakwater and maximizes mooring 
area on the leeward side of the structure. The placed stone armor material is 
represented by the A+, A and B designation in the figure. All other materials 
are barge dumped or randomly placed. The largest armor, A+ (25-35 tons)  extends 
from ten feet below MLLW to ten feet above MHHW. This is considered to be the 
region which experiences the largest wave impact loads. 

The study was conducted at a large scale to minimize scale effects. It is 
known that drag forces are an important mechanism for retarding runup, dissipating 
energy and loading armor units so that, in general, Reynolds similarity cannot 
be neglected in breakwater modeling.  Since drag coefficients increase at low 
Reynolds Number, one would expect small models to produce relatively high drag 

DIMENSIONS IN  FEET 

MATERIAL SIZE (TON) 
A. 25-33 
A 15-25 
A- 10-15 
B 6-12 
B- S-6 
C 0-3 

,10, 52.5 38 , 50   ,21.5, 

Fig. I.  Prototype Breakwater Cross Section 



2574 COASTAL ENGINEERING-1976 

forces and therefore less runup, less reflection and less stable conditions. 
Therefore, extrapolating small model results to prototype scale could yield 
an uneconomical, overdesigned armor unit and an underdesigned crest elevation. 

In order to quantify the scale effect, this study was conducted at three 
scale ratios:  1:10, 1:20 and 1:100.  Froude similarity was used to dimension 
each model, and model results expressed in dimensionless form were compared. 
The hypothesized scale effects were found to occur and to be significant in 
the small model. 

The structure was found to behave like a rough, impermeable slope in terms 
of runup and rundown. The placed stone armor units were found to be extremely 
stable, with stability coefficients approaching that of dolos. 

Test Conditions and Procedures 

A test program of monochromatic wave excitation was conducted at the Oregon 
State University Wave Research Facility.  The wave channel is 342 feet long, 12 
feet wide, IS feet deep and has a 290 foot test section. The wave board is of 
the flap type variety which'is hinged at the bottom in a section which has a 
total depth of 18 feet. The board is controlled by a 150 HP, 3500 psi pump 
with an attached hydraulic servomechanism activated by an electronic function 
signal generator. The installation is unique in that it has water on only one 
side of the wave board. This scheme reduces the power requirements of the 
wave generator by one-half and eliminates the need for a dissipative media 
behind the wave board. The facility has the capability of producing solitary 
waves, periodic waves and random waves for modeling ocean wave spectra. Break- 
ing waves up to five feet high can be generated and the useful frequency range 
is from 0.2 to 2,0 hertz. 

Three model scales were tested, 1:10, 1:20 and 1:100. Each scale was 
exposed to prototype waves periods of 9, 13.5 and 16 seconds. Wave heights were 
increased from prototype heights of approximately 15 feet to breaking wave 
heights which exceeded 45 feet for the two longer wave periods. Each wave con- 
dition was continued until 500 waves had been produced or significant damage 
had occurred. 

Two bottom slope conditions were modeled during the test. The model itself 
was supported on concrete slabs approximately five feet above the bottom of 
the test channel. A "flat" bottom was created by extending the false bottom 
horizontally to an equivalent prototype distance of 1000 feet from the toe 
of the structure. A "sloped" bottom was created by shoaling the bottom at a 
1:12 slope from 40 feet (prototype) in front of the structure to a greater 
depth 520 feet seaward. The bottom proceeded horizontally from that point. 
Tests of all three scales were conducted using the flat bottom configuration 
first, followed by the sloping bottom. The flat bottom limited wave heights 
due to breaking of finite amplitude partial standing waves in the vicinity of 
the breakwater. The sloping bottom permitted sustained large amplitude waves 
during stability tests. 
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In addition to varying bottom slope, wave height and period, three different 
still water depth conditions were investigated; 40, 50 and 60 feet. Each test 
run proceeded by establishing the slope, depth and wave period and incrementally 
increasing the wave height relative to the previous run at the same period. 
The waves were allowed to interact with the structure until a quasi-steady state 
wave environment was established. Then, each of the following parameters were 
measured:  incident and reflected wave height and period, runup, rundown and 

Incident and reflected wave heights were resolved using the wave envelope 
method. The partial standing wave envelope was profiled using an acoustic wave 
gauge mounted on a moving carriage.  Incident and reflected wave heights were 
solved from the sum and difference of antinode and node amplitudes. Runup and 
rundown were quantified relative to elevation gradelines on the channel walls 
adjacent to the model. Average values across the width of the model were 
recorded. Damage was recorded as it occurred by stopping the test and noting 
the number of stones and surface area affected. Progressive damage was evaluated 
by continuing the tests without repairing the damaged area until catastrophic 
failure was imminent or 500 waves had passed. 

Interpretation of Results 

Runup 
Runup is the vertical distance above still water attained by a wave rising 

on some prescribed surface.  Its magnitude is a function of both the wave and 
surface properties. Runup is an essential design parameter for ocean and coastal 
structures if overtopping is to be minimized or avoided. 

It is common to express runup relative to the offshore wave height which 
produced this condition. This measure of relative runup allows a design engineer 
to proceed directly from offshore wave forecasting to runup calculations at the 
structure if refraction does not alter the wave form.  Local wave conditions 
probably dominate the runup process, however, it may be very difficult to cal- 
culate local modifications caused by wave interaction with a complex structure. 
Attempts to predict runup analytically have generally not been successful ex- 
cept for conditions of simple, mild, impermeable slopes (Le Mehaute, et. al., 
1968).  In the absence of dependable runup predictions, experimentally determined 
values of runup have been an essential recourse. 

Runup data collected in the context of this study have been assembled to 
facilitate comparison with other studies. Accordingly, relative runup (runup 
divided by deepwater wave height, Ru/H0) is presented graphically as a function 
of a deepwater wave steepness parameter (H0/T

2). According to linear wave theory 
deepwater wave steepness is: 

steepness = wave height/wave length 
= H0/L0 = 211 H0/gT

2 

where     g = gravitational acceleration 
and       T = wave period. 

The constant, 2n/g, had been dropped from this expression for numerical expediency. 
The resulting steepness parameter is dimensional, with units of ft/sec2. 
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The data are presented in Figures 2 through 5. Flat and sloped bottom re- 
sults are combined at the 1:10 and 1:20 scales (Figs. 2 and 3) and separated 
at the 1:100 scales (Figs. 4 and 5). Note that depth and period identities 
have been retained for clarity by utilizing a uniform symbol notation as indi- 
cated in the legend on each figure. 

Mean trends interpreted from these figures indicate that relative runup 
increase with: 

1) increasing wave steepness 
2) increasing wave period 
3) increasing bottom slope 

4i) increasing depth on flat bottoms 
4ii) decreasing depth on sloping bottoms. 

This behavior is a significant contrast to that depicted in popular design re- 
sources, such as the Shore Protection Manual (U.S. Army, 1973), wherein period 
and depth dependence are often difficult to resolve.  Curves represented by the 
dashed lines in Figs. 2-5 serve to illustrate this apparent dichotomy. Both 
curves were taken from the Shore Protection Manual; curve B represents runup on 
a graded riprap, 1:2 impermeable slope while curve C represents runup on a rubble, 
1:2 permeable slope. The curves are presented as a synthesis of data for com- 
binations of wave periods, heights and water depths.  One would interpret from 
these curves that relative runup decreases for increasing values of H /T2 > 0.1. 
In contrast, consider the 9 second period data in Figure 4. Here it is clearly 
shown that relative runup increases with wave steepness for a given constant 
value of wave period and water depth. The same behavior can be observed in the 
1:10 scale results in Fig. 2. The reason for this behavior is a strong dependence 
on wave period.  In all of the figures, the short wave periods occur below and 
to the right while the long wave periods occur above and to the left. For a 
given wave steepness, the shorter period waves are not as high and propogate 
at a slower speed than longer waves. Therefore, less power is available for 
conversion to runup, and less runup occurs. Viewed as an entire collection of 
data, the mean trends follow the dashed lines because for a given range of 
design wave heights, the steeper waves are dominated by short periods while the 
less steep waves are dominated by long periods. 

The reference lines, B and C, in each of Figs. 2-5 reveal additional inform- 
ation about general runup characteristics on this structure.  In Fig. 2 it is 
apparent that the large scale data tends to group around line B indicating that 
the densely packed, placed stone surface responds to runup similar to an im- 
permeable riprap slope.  Line C, representing a permeable rubble slope, yields 
less runup because surging flow on this surface can penetrate the interstices 
of the relatively porous rubble. The response at the 1:20 scale in Fig. 3 is 
similar to the 1:10 scale. However, at the 1:100 scale, (Figs. 4 and 5) es- 
sentially all data points fall below reference line B, indicating less overall 
runup at smaller scales. This concurs with the anticipated scale effect, i.e., 
flow at low Reynolds number in the small model produces higher drag forces rel- 
ative to the inertia of the surging fluid, thereby retarding runup to a greater 
degree then at large scale and at prototype conditions. Because the 1:20 and 1:10 
scale data is so similar, it would appear that the Reynolds number at these two 
scales is high enough to yield a nearly constant surface drag coefficient. Since 
this drag coefficient should also be suitable for all larger Reynolds numbers, it 
is to be concluded that the 1:20 and 1:10 scale results are also representative 
of prototype conditions. The 1:100 scale results, however, tend to underestimate 
prototype runup by approximately 20%. 
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Comparing Figs. 4 and 5 indicates that flattening the bottom slope in front 
of the breakwater tends to reduce runup. This behavior is to be anticipated and 
has been demonstrated in other studies as well. The flat bottom imposes a depth 
restriction on the finite amplitude partial standing waves seaward of the structure. 
The waves break within one wave length on the flat bottom reach if the superimposed 
incident and reflected wave heights exceed approximately one still water depth. 
This breaking limitation does not develope on the sloping bottom until the in- 
cident wave height alone exceeds the depth at some point along the slope. Thus, 
the flat slope combined with reflection from the breakwater surface protect the 
structure from very high incident waves. 

Wave period and water depth dependence may be separated graphically by non- 
dimensionalizing runup in terms of water depth rather than deepwater wave height. 
This is accomplished in Figs. 6 and 7 where the data for the 1:10 scale model 
and the 1:100 scale model are presented.  Least square exponential fit lines are 
drawn through the data at indicated constant values of d/Tz. Note that d/T2 

is proportional to the water depth divided by deepwater wave length. The 
effect of wave period is evident in both figures with long period data on the 
left and short period data on the right. For a given value of wave steepness 
and depth, the short period waves always produce less absolute runup. The 
effect of water depth also separates well on these graphs.  It is readily apparent 
within each group of constant period data that water depth increases from left 
to right. Therefore, for a given wave period and steepness, shallower water 
produces more runup relative to the depth. This simply demonstrates that the 
shoaling effect is more pronounced in shallow water. 

Rundown 
Rundown is the vertical distance between the still water level and the min- 

imum elevation attained by a wave on a specified surface. Rundown is an important 
design parameter because it identifies the minimum elevation exposed to large 
wave impact loads and large local velocities. The region between maximum runup 
and rundown requires the greatest care in the selection and placement of break- 
water armor material. Placement of armor to some depth less than maximum run- 
down may initiate failures at the toe of the structure which later propogate up 
the slope. 

Rundown data for the 1:10 and 1:100 scale models are presented in Figs. 
8 and 9, respectively. The dashed line in each figure is reproduced from the 
Shore Protection Manual and represents relative rundown on an impermeable, graded 
riprap, 1:2 slope.  Interpretation of the data on these curves reveals that 
relative rundown increases with: 

1) increasing depth 
2) increasing period 
3) decreasing steepness 
4) decreasing model size. 

Although not presented in this discussion, the flat bottom tends to increase run- 
down relative to the sloping bottom at the 1:100 scale. 

Comparison of runup and rundown dependence on depth and steepness suggests a 
useful analogy to wave profile distortions resulting from finite amplitude effects. 
Waves of finite height tend to develope higher crests and shallower troughs as 
wave steepness increases and as the ratio of water depth to wave length decreases. 
Similarly, runup increases with increasing steepness and decreasing depth while run- 
down decreases under the same conditions. Thus, the ratio of rundown/runup re- 
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sponds as the ratio of trough amplitude/crest amplitude to similar changes in 
depth and steepness. 

The scale effect also produces opposite changes in runup and rundown. Small 
scale models tend to reduce relative runup due to increased friction. Comparing 
Figs. 8 and 9, however, indicates that rundown increases in the small model. This 
response can be explained in terms of the cyclic behavior of runup and rundown. 
Each event repeats once each wave period so that if a greater portion of a period 
is required for runup, then less time will be available for rundown before the 
next runup cycle begins.  In large models, relative runup is increased and a 
greater fraction of the wave period is required for maximum runup to be attained. 
A reduced fraction of the wave period remains for rundown, hence, maximum run- 
down is reduced in large models. Conversely, small models take less time for 
reduced runup so more time is available to yield increased rundown. The scale 
effect is accentuated in rundown, as evidenced by the least squares, best fit, 
solid line through the data at both scales. The 1:100 rundown results are approx- 
imately 40% larger than the 1:10 rundown results. 

Reflection 
The reflection coefficient is defined as the ratio of the reflected wave 

height to the incident wave height. Reflection is important because the result- 
ing partial standing wave condition can impose a limit on marine traffic activity 
in the vicinity of the structure and influence adjacent sediment shoaling patterns. 

Reflection coefficient (Cr) data for the 1:10 and 1:100 scale models are 
presented in Figs. 10 and 11, respectively. The solid line through the data re- 
presents a least squares, best fit average for the entire collection. An ex- 
amination of these figures discloses that reflection increases with: 

1) decreasing depth 
2) increasing period 
3) decreasing steepness 
4) increasing model size. 

Although not presented in this discussion, the reflection coefficient behavior 
is not significantly different for flat bottom configuration when compared to 
similar conditions on a sloping bottom. 

The response to period and steepness is consistent with energy dissipation 
considerations along the breakwater surface. Surface drag is a nonconservative 
force which increases with the square of local velocities. Wave particle vel- 
ocities increase with increased wave steepness and reduced period. These changes 
induce higher drag forces, more energy dissipation and therefore consume energy 
available for generating the reflected wave. Conversely, a reduction in wave 
steepness or increase in period causes a reduction in local velocities and energy 
dissipation, thereby increasing reflection as observed in Figs. 10 and 11. The 
observed scale effect also follows this trend. Low Reynolds number flow in the 
small model causes proportionately higher drag and reduces reflection by up to 10%. 

Stability 
Stability is a measure of the ability of breakwater armor to resist damage 

from wave attack. Ultimately, the integrity of the entire structure is dependent 
upon design considerations which adequately account for stability requirements. 
Several definitions for stability are currently in use, some more elegant than 
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others. The one definition which is subject to the least confusion quantifies 
stability as that wave height which causes an "acceptable" level of damage to a 
particular structure under specified conditions of water depth and wave period. 
"Acceptable" damage is most always less than 5% of the seaward armor surface area, 
usually less than 1%. This limiting wave height has been found to be weakly de- 
pendent on water depth and wave period. Attempts to develope a dimensionless 
stability coefficient for comparison of alternative armor units have led to a 
variety of expressions which are proportional to the zero damage wave height 
divided by the cube root of the armor unit volume. Hudson's formula (Hudson, 1953), 
was developed to quantify stability of units which rely only on their submerged 
weight for stability. Although it was not intended for use in describing units 
which have interlocking strength, Hudson's stability coefficient is still the most 
widely used standard for armor unit comparison. 

No damage is often an uneconomical and unnecessary design requirement. Paul 
and Baird (1971) have attempted to identify alternative failure modes for more 
flexible design requirements. These modes or failure zones are: 

Zone 1:  No movement of armor units 
Zone 2:  Local movement but no displacement 
Zone 3:  Few units displaced 
Zone 3a: Damage stops before 10 units are displaced per 100 lineal feet 

of breakwater 
Zone 4: Continuous damage will ultimately destroy armor layer 
Zone 5:  Immediate, complete failure of the armor layer. 

This failure mode analysis was used to identify levels of failure in the placed 
stone study. Results for the 1:10 and 1:100 scale models are presented in Figs. 
12 and 13, respectively.  Damage to A and A+ armor materials are summed in 
these figures. 

The failure mode analysis indicates a slight dependence on relative depth. 
This results from long waves at shallow depths (high T2/d) attacking the A- layer 
below MLLW. Smaller wave heights can damage this layer in shallow water. Higher 
waves are required to cause the same damage in water of greater relative depth 
(low T2/d). At both scales, increasing wave heights cause increasing levels of 
damage. However, proportionately higher prototype waves are required to cause 
the same level of damage in the large model.  Zone 4 could not be achieved at 
the 1:10 scale because equivalent prototype wave heights in excess of 55 feet 
could not be generated. 

Levels of damage can also be quantified in terms of the percent of the armor 
surface area experiencing displaced units after exposure to 500 design waves. 
This data is presented in Fig. 14, for all three scales and all combinations of 
wave period and water depth.  Least squares, best fit lines have been extended 
through the data at each scale. Again, larger waves cause more damage. The 
scale effect is readily apparent in this figure. The 1:100 scale model indicates 
that comparable damage will be caused by a wave height which is less than 80% of 
that indicated by the 1:10 scale results.  Zero damage wave heights (HZD) ex- 
trapolated from Fig. 14, provide the following estimates for Hudson's stability 
coefficient (Kp) at each scale: 

Scale        HZD     Kp_ 

1:10        35'      29 
1:20 35'       29 
1:100        28'       23 
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Stability scale effects have been investigated hy Thomsen, et.al. (1972), 
for several armor unit shapes. The results are summarized in Fig. 15. In this 
study, a zero damage stability coefficient, ^XD'  and Reynolds number, R^, have 
been defined as presented on the figure, wherein: 

HZD = zero damage wave height (Zone 3-a or less) 
W50 = average armor unit weight 

Y = material specific weight 
S = material specific gravity 

Yf = fluid specific weight 
JI = fluid dynamic viscosity. 

The scale effect is defined as the ratio of the large scale stability coefficient, 
NZD, divided by a smaller scale stability coefficient, N^p. Data from the placed 
stone study are superimposed on the results of Thomsen, et.al., as indicated in 
the legend. Thomsen concluded that Reynolds numbers in excess of 3 • 105 must 
be achieved to avoid scale effects. Also, the no damage wave height will be 
overestimated by approximately 60% if the scale is reduced by another factor of 
five. The results from the present study support this conclusion. The 1:20 
scale model occurs at the limiting Reynolds number and shows no significant scale 
effect. The 1:100 scale model is one-fifth of the limiting Renolds number size, 
and a 40% reduction in stability is indicated, as shown in Fig. 15. Thus, small 
models underestimate prototype stability due to the magnification of drag forces 
at low Reynolds number. 

Summary 

The results of this study provide research and design information about 
the total hydraulic behavior of placed stone armor breakwaters. The armor sur- 
face responds to runup similar to an impermeable, graded riprap slope. Rundown, 
however, is reduced. Reflection coefficients are relatively low, compared to a 
smooth, impermeable reflecting surface. The structure is extremely stable, similar 
to that of dolos armor. Comparison of large and small model results indicate 
that scale effects distort small model results by decreasing runup, reflection 
and stability while increasing rundown. 
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CHAPTER 149 

DESIGN AND CONSTRUCTION OP PROTECTIVE 
STRUCTURE FOR NEW REEF RUNWAY 
HONOLULU INTERNATIONAL AIRPORT 

by 

Wilfred D.  Darling,  P.  ASCB* 

ABSTRACT 

This paper describes the design and construction of the pro- 
tective structure for a new Reef Runway at the Honolulu Inter- 
national Airport with special emphasis on the use of dolosse 
concrete armor units. 

INTRODUCTION 

A 12,000-foot long runway located parallel to and 6,700 feet 
south (seaward) of the existing 12,380-foot runway 8L-26R, 
which will permit increased capacity, noise abatement, and 
increased safety to downtown Honolulu and its suburbs, is 
nearing completion at the Honolulu International Airport as 
shown in Figure 1. The Reef Runway and associated taxiways 
are located on land created by over 19 million cubic yards 
of dredged coral placed on an existing reef. In order to 
protect the land fill from erosion by wave action, a 16,100 
foot long protective structure has been built out of stone 
and 18,000 dolosse concrete armor units. The protective 
structure, which has a top elevation varying from plus i)..0 
feet to plus 20.0 feet msl, is located approximately 1 ,000 
feet south (seaward) from the centerline of the Reef Runway. 

DESIGN STUDIES 

Initial hydraulic model studies were made under contract 
with the University of Hawaii Look Laboratory under the 
Department of Ocean Engineering (1). Extensive three-dimen- 
sional and two-dimensional hydraulic model studies were 

*Consultant on Coastal Engineering during the project, The 
Ralph M. Parsons Company, Honolulu, Hawaii. 
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made to facilitate design of the protective structure. The 
three-dimensional model was used initially to obtain storm 
wave information at the protective structure location to 
be used in two-dimensional studies, and later to study- 
tsunami waves for possible interaction effect between the 
proposed structure and the adjacent harbors and shore prop- 
erties and to measure run-up on the protective structure. 
Computer refraction studies were made to provide input for 
the three-dimensional study. The major conclusion result- 
ing from the model study and refraction study was that the 
water depth fronting the proposed structure determines the 
design wave, which is a breaking wave, the size of which is 
dependent on the water depth at the seaside toe of the struc- 
ture and bottom slope. The water depth on the reef along 
the protective structure varies from slightly below zero 
elevation msl at the shallow end to as much as 27 feet below 
zero msl at the deep end. A still water level of plus 3.0 
feet msl was adopted for design resulting in design break- 
ing waves of over 25 feet in part of the deep water section. 
The shallow water section of the structure is protected by 
a fringing coral reef that varies in width from l+OO to over 
2000 feet. 

The two-dimensional study by Look Laboratory was completed 
to develope design criteria for overtopped and non-over- 
topped sections subjected to breaking waves. Armor units 
tested consisted of quarry stone and tribars.  Subsequent 
to complation of the above mentioned initial studies, Tetra 
Tech, Inc., of Pasadena, California, was engaged to design 
the protective structure (2,3). Additional two-dimensional 
hydraulic model studies were made to develope overtopped 
and non-overtopped structure sections subjected to breaking 
waves. Quarry stone and dolosse armor units were tested. 
In addition to conventional side slopes, a seaside berm 
section was tested. Design parameters were adopted for 
use in design of the structure based on the above men- 
tioned testing plus information available from previous 
studies by the TJ. S. Army Corps of Engineers (I4.), and the 
Port of East London, South Africa (5,6). For the dolos 
the stability factor, KD, as used in the Hudson formula, 
was based on a certain percent damage, namely 2%  and 1$, 
resulting in KD factors of 32 and 6k,  respectively, for 
the two conditions. This was considered acceptable in view 
of the infrequent occurrence of design storms. A layer 
coefficient K^, of 1,3 was used resulting in a requirement 
for 75 l}.-ton dolosse for each 1,000 square feet of area 
covered and 55 6-ton dolosse for each 1,000 square feet. 
The design as completed for advertising included five alter- 
nates for the seasied armor for the westerly lj.,650 lineal 
feet of the deep water portion of the structure. The five 
alternates were as follows: l±  and 6-ton dolosse; a combin- 
ation of stone and l±  and 6-ton dolosse; 8, 12, and 2l4.-ton 
tribars; a combination of stone and 12 and 21j.-ton tribars; 
and all stone with a seaside berm 200-feet wide with top 
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elevation at minus 12 feet msl. The low bidder, Hawaiian 
Dredging and Construction Conpany, chose the dolosse alter- 
nate. For the shallow water reach the section consisted 
of ledge coral protected on the seaside by 2 layers of basalt 
armor stone with sizes varying from 25>0 lb nominal size 
at the shallowest end to 3000 lb in the deeper water. For 
the deep water portion of the structure, the first 1,650 
lineal feet consisted of quarry run core stone with 2 lay- 
ers of basalt underlayer stone protected by 2 layers of 
5-ton armor stone, with the westerly i|.,650 lineal feet pro- 
tected by Ij. or 6-ton dolosse armor. On the land side 
armor stone varied from 1300 lb to 8-ton size at the head 
section, with the majority of the land side armor stone 
being 5-*°** size. 

Figure 2 shows the typical non-overtopped section of the 
deep water portion of the structure on coral foundation 
with dolosse armor. The structure has a 15-foot top width, 
with 1 vertical to 1.5 horizontal side slopes on both sides 
except for the head section where the slopes are 1 vertical 
to 2.25 horozontal. Two layers of 2000 lb underlayer 
stone were used underneath the Ij.-tOTi dolosse while 2 layers 
of 3000 lb underlayer stone were used underneath the 6- 
ton dolosse. The land side apron shown on figure 3 was 
used in 3 reaches where overtopping during design storms 
is expected. The seaside foundation stone blanket shown 
was not included in the original contract but was added 
after construction was started when substantial areas of 
sand, with depths as much as 1lj.-feet, were discovered in 
the foundation as a result of an underwater survey using 
a jet probe.  Six reaches required the protective stone 
blanket under the dolosse armor with a total length of 870 
lineal feet. 

QUARRY OPERATIONS 

Over 800,000 tons of stone was required for the core, under- 
layer, and armor of the protective structure. Twelve dif- 
ferent sizes of stone were specified for use varying from 
quarry run core stone to 8-ton armor. The majority of 
the stone, 88$, was obtained from a quarry on the Island 
of Molokai, a distance of about 60 miles from the project 
location.  The remainder of the stone was obtained from 
the Island of Oahu, including $\$>  0f the 5-ton armor stone. 
The quarry at Molokai included andesite and basalt with 
the latter being the most predominant type of stone present. 
Investigations at the quarry were accomplished by percus- 
sion drilling only, no cores were obtained, thus very 
little was known of spacing of natural fractures in the 
formation. As it turned out the majority of the area 
opened up had quite closely spaced fractures, both vertically 
and horizontally, thus only a small percentage of the 
large size stone could be produced from any one blast. 
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In addition there were numerous areas where cinders and 
residual soil were encountered which resulted in the han- 
dling of a large quantity of waste material to permit re- 
covery of acceptable stone. The specifications for the 
quarry run core stone permitted not more than 10$ smaller 
than I(.-inch size and required at least 10$ exceeding 18- 
inch size. Because of the high percentage of small spalls 
and residual soil present, it was necessary to install a 
screening plant to scalp the core stone in order to meet 
the 10$ maximum minus if-inch requirement. Figure If. is a 
view of the screening plant; after the large stone was 
picked from each blast, the quarry run material was hauled 
from the quarry floor to the top of bank and dumped into 
the hopper at the screening plant where the excess objec- 
tionable fines were removed. 

Hauling of stone from the quarry to the wharf at Kaunakakai, 
Molokai, was done with 5 semi-trailer trucks, each carry- 
ing 2 20-ton steel containers which were picked up and 
dumped into barges by a crane. Figure 5 shows one of the 
trucks with the steel containers, while figure 6 shows the 
crane dumping one of the containers into a barge at the 
wharf. Five and six barges were generally used in the haul 
from Molokai to the project site with capacities varying 
from 600 to 1800 tons of stone per trip. The two smaller 
barges with 600 ton capacity were bottom dump barges used 
in hauling core stone for the deep portion of the struc- 
ture. 

CASTING OF D0L0S ARMOR OTITS 

Casting of 6-ton dolos was started during October 1 973. 
There were a total of 29 forms available. Forms for the 
l(.-ton dolos were available in January 1 97*;, from that time 
the normal daily casting included 80 l).-ton and 29 6-ton 
dolosse. Special steel hinged forms were fabricated in 
Portland, Oregon, for the project. Figure 7 shows part of 
a row of forms with the traveling conveyor depositing con- 
crete into one of the forms. Figure 8 shows a form opened 
for cleaning after removal of the dolos cast the previous 
day.  Consolidation of the concrete was accomplished by the 
use of a form vibrator located under the horizontal section 
of the dolos form, as well as by the use of a cylindrical 
hand held vibrator which was inserted from the top of the 
vertical leg. The forms were filled each day with crews 
reporting on an early shift to remove form bolts and open 
the forms so that a fork lift could remove the dolosse cast 
the previous day and place them in storage where membrane 
curing compound was sprayed on the concrete. Forms were 
immediately cleaned and re-oiled and closed so that fill- 
ing could start again. Figure 9 shows a form opened with 
the dolos ready for removal. Figure 10 shows the fork- 
lift carrying the dolos to the storage area. 
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CONSTRUCTION OP THE PROTECTIVE STRUCTURE 

Construction was started at both ends. The bottom dump 
barges were used to dump core stone along the centerline 
at the west end with alignment provided by a laser beam. 
Also a floating crane was used to unload core and under- 
layer stone from non-dump barges at the deep end.  At the 
east end ledge coral existed in a thin layer, 6 to 12 inches 
thick in the safety areas, where it was ripped by a D-9 
tractor and loaded by drag line on trucks for hauling to 
the structure alignment. After the seaside slope was 
completed, a clamshell crane followed along and placed two 
layers of the size armor specified for the area involved. 
Armor stone which was off-loaded at a temporary wharf at 
the east end was hauled by truck and dumped on the adja- 
cent work road on the landward side which is part of the 
safety area fill; the work road was keot at elevation plus 
2 to 3 feet msl. A gradall and a crane were both used for 
placing the 250 and 550 lb stone; cranes only were used for 
the larger sizes of armor stone. At station 1lj.9+00, 6,400 
feet from the west end of the structure, the transition to 
the deep section was started and core stone was trucked 
from the temporary wharf and end dumped to continue the 
work. Two layers of underlayer stone were placed by crane 
and another crane followed up after a short interval placing 
two layers of 5-ton armor stone. This continued for 1,750 
lineal feet where the seaside armor changed to dolosse. 
Pour-ton dolos were used for a total of 3»550 lineal feet, 
13,692 were placed, while 6-ton dolos were used for a total 
of 1,100 lineal feet, including the head section, Ij.,31? 
were placed. The underlayer and back side armor for a 
major portion of the deep section of the structure was 
initially placed by one or two floating cranes, however, 
a great deal of work was required by cranes working on top 
of the structure. 7 to 9 feet below final crest, in straight- 
ening the sections to conform to plans. Batter boards were 
installed at regular intervals to assist the crane oper- 
ators in placing the stone to line. Even with the use of 
batter boards it was noted that below the water surface a 
few feet the tendency was for the slope to steepen from 1 
vertical to 1.5 horizontal specified since the natural 
angle of repose of the stone was steeper than the required 
slope.  In order to check the seaside toe of the core, 
underlayer, and mark the toe for the dolosse, an offset 
centerline was established by divers on the sea bottom by 
anchored cables 25 or so feet seaward of the final struc- 
ture toe. This facilitated locating the toe line for each 
item. Floats were placed for each toe line in turn which 
guided the crane operators in placing stone and dolosse. 
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DOLOSSE PLACING 

Placing of dolosse concrete armor units was started during 
October 1974* A Manitowac 3000 crane equipped with special 
steel tongs was used for handling the dolos. At first the 
dolosse were loaded by fork lift truck on flat bed semi- 
trailors and hauled along the work road to the location 
where needed.  Six l|.-ton dolosse were hauled per load while 
four 6-ton dolosse were hauled per load. Figure 11 shows 
a load of 4-ton dolosse which have been delivered to the 
unloading point with the crane ready to lift a dolos prior 
to placing in the structure. The placing rate averaged 
about 20 dolosse per hour. Later a small barge with a 
capacity to haul 70 lj.-ton dolosse was used as shown in figure 
12, however, because of the time required to load the barge 
and tow it from the east end temporary wharf out to sea 
and around the west end of the structure to a location 
behind the structure, placing of dolosse was limited to 70 
per day, or less when swells would not permit the small tow 
boats to operate in the open sea. The use of flat bed semi- 
trailer trucks was resumed for hauling dolosse from the 
storage area to the structure and placing continued inter- 
mittently until the project was completed. One crane worked 
ahead on preparation of underlayer stone to final line for 
the dolosse, however, it could not keep ahead of dolosse    * 
placement so that at times two cranes worked on underlayer, 
and when 100 feet or so was approved dolosse placement would 
resume. Figure 13 shows a crane placing dolos as well as a 
view from the sea side showing a portion of completed dolosse 
armor. Figure "114. is a view of completed dolosse from the 
back side prior to placement of back-up stone. 

Breakage of dolosse during placing operations amounted to 
1*1$ of the unreinforced units handled. Although the design 
specified two layers of dolosse, the requirement to place 
75 4-ton and 55 6-ton dolosse for each 1,000 square feet of 
area to be protected resulted in a three-layer cover. A 
large percentage of the breakage resulted from trying to 
fit the top layer of dolosse in place. Data resulting from 
studies by the Waterways Experiment Station, XT. S. Army 
Corps of Engineers, completed subsequent to design of this 
project, indicate that a layer coefficient, K&,  of 1 .0 
rather than 1.3 could be used to provide a two-layer cover 
without any loss of stability (7). Using this lower value 
would result in a requirement of 51 it--*011 ^d 39 6-ton dolosse 
per 1,000 square feet of area protected, a considerable reduc- 
tion from the number used on this project. This should be 
considered for future projects. Another interesting item 
on this project based on sections adopted where dolosse 
armor were used and unit prices for the stone and dolosse, 
is that protection by the 6-ton dolosse cost less than pro- 
tection by the ij.—-ton dolosse, amounting to nearly $1500 less J 

cost for each 1,000 square feet of area protected by the 6-ton 
dolosse, as compared with the l).-ton dolosse.  This is impor- 
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tant to consider when design contemplates accepting a per- 
centage damage of dolosse armor. It could be less costly 
to design for no-damage with larger units than to accept 
damage of smaller units. Although the present structure 
was designed based on accepting 2.%  and %%  damage of the 
dolosse armor units, a calculation of the actual stability 
factors, KD, along the structure based on actual depths of 
water at the seaward toe and slope of ocean bottom indi- 
cates that for a majority of the area stability factors 
fall well below the no-damage range as shown in the U. S. 
Army Corps of Engineers Shore Protection Manual (7). The 
Manual does recommend minimum slopes of 1 vertical to 2 
horizontal for dolos armor until further test data is 
available'. However, the Reef Runway Protective Structure 
is designed for breaking waves throughout, thus there 
should be no question of adequacy of the present design 
where stability factors are below the values considered 
adequate for the no-damage condition. 
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FIGURE 1  Layout of Honolulu International Airport 
with Reef Runway. 
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FIGURE 2  Non-overtopped Protective Structure 
Section, 
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TYPICAL  PROTECTIVE STRUCTURE SECTION 

^=^ 

FIGURE 3  Over-topped Protective Structure 
Section. 

FIGURE If  Molokai Quarry - Screening Plant 
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FIGURE 5  Molokai Quarry - Stone Hauling 
Truck. 

FIGURE 6  Kaunakakai, Molokai Wharf - Crane 
Loading Bargec 
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FIGURE 7       Casting  Concrete Dolos 

FIGURE 8      Dolos Form Open 
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FIGURE 9  Pork lift removing dolos frow form 

»*Uf! 

FIGURE 10  Fork lift placing dolos in 
storage yard 



2602 COASTAL ENGINEERING-1976 

FIGURE 11  Dolosse on flat bed truck 

FIGURE 12  Dolosse on barge 
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FIGURE 13  Crane placing dolos - Showing a 
view from ocean of completed dolosse 
armor. 

i*-iiiURE M±      View along backside of structure 
showing dolosse in place prior to 
placing back up armor stone. 



CHAPTER 150 

RESPONSE OF SEADYKES DUE TO WAVE IMPACTS 

A.  Fuhrboter1), H.  H. Dette2^ and J. GrUne3^ 

ABSTRACT 

Damages on seadykes and revetments are mainly caused by wave impacts due 

to breaking waves. These impact forces act on small areas for a very 

short time and cause crater-like formations, when the forces are trans- 

mitted instantaneously to the side-walls of cracks in the cover of dykes 

or through joints into and below revetments. 

In this paper the results of investigations on impact forces are presen- 

ted. A comparison of field data and laboratory data proves considerable 

differences, which must be explained mainly by the different air entrap- 

ment for prototype and small-scale conditions in the breaking waves. Both 

the data from field and small-scale model emphasize, that the slope of 

the dyke or revetment is responsible at first for frequency and magnitude 

of the impact forces. 

Furthermore the effect of impact forces is demonstrated by the results 

of investigations on the stability of stone revetments with joints. 

11 2) 3) '  Prof. Dr.-Ing., ' Oberingenieur Dr.-Ing., ' Dipl.-Ing., 

Leichtweiss-Institut fu'r Wasserbau of the Techn. Univ. Braunschweig, 

Germany, Div. of Hydrodyn. and Coastal Eng. and members of Sonder- 

forschungsbereich 79 of the Techn. Univ. Hannover 

2604 
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INTRODUCTION 

The wave impact force due to breaking wave is the main factor causing 

damages on seadykes and revetments at a level around the highest storm 

surge stillwater level. 

These impact forces occur, when the water particles of the breaker tongue 

are stopped abruptly by the outer layer of dykes or revetments. The impacts 
_o 

stand out for very  high pressures during a very short time (10  to 
_3 

10  seconds) on small areas. This cause consequences, which are like 

detonations of the surface materials of seadykes. The effects of impacts 

are presented schematically in Figure 1 for different types of seadykes 

and revetments. 

IMPACT FORCE 

1A CLAY 

IB ASPHALT COVER 

1 max 

1C REVETMENT WITH JOINTS 

Fig. 1 Effects of wave impacts on 

seadykes and revetments 

On dykes made from or 

covered with clay, a 

crater-like formation can 

be caused, when the impact 

force hits directly upon 

a crack in the clay sur- 

face (Fig. 1 a). 

Even more dangerous effects 

may occur, when these im- 

pact forces act on cracks 

of asphalt covered sand 

core dykes. The total 

force is transmitted in- 

stantaneously to the side- 

walls of the cracks and 

into the sand core beneath 

the asphalt cover. In com- 

bination with thixotrope 

effects of this water- 

saturated sand, also cau- 

sed by the impacts, a 

suddenly destruction of 

the dyke may be possible 

(Fig. 1 b). 
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Similar effects occur on revetments made from artificial concrete blocks 

with joints (Fig. 1 c). 

The above mentioned effects occuring on the outer layer of dykes or revet- 

ments will become even more complicated when these covers are placed on 

natural or artificial filter layers. 

Figure 2 and Figure 3 show some typical damages in the field caused by 

impact forces during heavy storm surges. Fig. 2 gives an example for a 

crater-like formation. The diameter was about 6.0 m, the depth about 2.0 m. 

The significant wave height during the attacking storm surges in 1973 has 
been hindcasted to 0.75 m. 

-50cm 
H.,. 75cm 

berechnel nach S'EFEHI 

Fig. 2   Damage of clay-covered sand dyke due to wave impacts 

(after Forschungs- und Vorarbeitenstelle Neuwerk) 
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Fig. 3 Damage of a stone revetment due to wave impacts 

First investigations of BAGNOLD 1939 (1) and DENNY 1951 (3) proved, that 

the occurrence of impact forces only can be described statistically. 

DENNY 1951 (3) showed, that by using regular waves the frequency distribu- 

tion can be described with the normal distribution. This distribution even 

for regular waves is affected by the random effect of the breaking process 

itself. In prototype additionally the random effect of the breaker point 

due to random waves takes part, so that two random effects are superimposed 

to the occurrence of impacts. 

INVESTIGATIONS ON IMPACT FORCES 

In Germany in recent years some investigations on this phenomena have been 

carried out: FOHRBOTER 1966(4,5)simulated the impact forces of breakers in 

laboratory; results of field investigation and small-scale model tests are 

described by FOHRBOTER 1971 (6) and BOELKE, RELOTIUS 1974 (2). 
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FULL-SCALE LABORATORY TESTS 

The laboratory tests of FOHRBOTER 1966(4,5)were 

scale. This has been done by simulation only of 

sing on the dyke surface. Figure 4 shows the pri 

BREAKER  POINT 

PLUNGING BREAKER (SCHEMATICALLY) 

DEFLECTOR 

TEST CONFIGURATION 

Fig. 4 Prinziple of the full-scale 

laboratory simulation of wave 

impacts (FOHRBOTER 1966) 

carried out in prototype 

the breakertongue collap- 

nziple of the simulation. 

The test equipment con- 

sisted of a pipe with a 

deflector for simulation 

of the breaker tongue and 

a surface with pressure 

cells for simulation of 

the dyke. The test condi- 

tions corresponded to 

wave heights of 1 to 3 m. 

In Figure 5 as an example 

of the test results the 

frequency distribution of 

the maximum pressures 

Pm=v 
nas been plotted, in 

Hid X 

the lower part as an histo- 

gram, in the upper part as 

a log-normal distribution. 

The essentials of these 

tests were at first the 

verification of a normal 

distribution for occurrence 

of impact forces and secondly 

the demonstration that al- 

ready a thin water-sheet due 

to the backflow of the pre- 

ceding wave is damping the 

impact force magnitude 

(Fig. 6). For a thickness 

of the water-sheet of 0.1 m 

no more impact forces have 

been observed. 
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Normal-log distribution ofprttsurts x% 

jet angle        _j_j 

front angle 

• I--- ....(.... ... • \.\ •',.', '41 / - ~l" — - —L_ - ..„ • . • ....:.:. 

Pmax SO » Mfin 

/ 

--.- -    -Li.: li:j .   .. 
Pmax SO   ' 18.5 m 

•-- 
4- 

|l-ll 
-- 

«» • ::/: 

/-'••• 

I 
4 10 » 

Fig. 5 Frequencies of maximum pressures pmax 
(FOHRBOTER 1966) 

Ncrmol-toQ distribution otprtssurts 

Pressure pm 

Fig. 6 Damping effect of a water-sheet 

(FOHRBOTER 1966) 
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FIELD INVESTIGATIONS 

Field investigations have been carried out at the storm surge barrage of 

the Eider-river in Germany. At one adjacent asphalt covered sand dyke, 

which has a slope of 1 to 6, an additional testsection with a slope 1 to 4 

has been added for research purpose (Figure 7). On both slopes pressure 

cells have been installed in steps of 0.25 m in vertical direction. 

Fig. 7 Asphalt covered sand dyke of the Eider storm-surge barrage with 

test section (pressure cells before fitted in the asphalt cover] 

Fig. 8 shows the time history of the occurrence of impact forces during 

one of the heavystorm surges of 1973 for both slopes. The influence of 

the slope comes out very clear as well for the total number of the impact 
forces as for the magnitude. 

More distinct this effect comes out in Figure 9, which shows a comparison 

of the field data of three storm surges. 

For a slope 1 to 4 a further comparison of laboratory and field data is 
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plotted in Fig. 10. The impact force distributions have been plotted as a 

multiple value compared to significant wave height Hg. The smallscale model 

tests were carried out with waveheights of about 0-2 m [approximately a 

scale 1 to 10 compared to field data); the field data were obtained for wave 

heights of 0.9 to 1.8 m and the prototype scale simulation in laboratory, 

which is mentioned before, corresponded to wave heights of about 1.0 to 3.0 m. 

This comparison confirmed theoretical treatments, that the impact forces can- 

not be reproduced in magnitude of transferred quantitatively for prototype 

conditions due to the different air entrapment in dependence of the absolute 

magnitude of waveheight. 

-©MODEL TESTS (1:10) 
©FIELD INVESTIGATIONS 

A 13.11.73 
20.11.69 (Fiihrboter 1971) 

C 19.11.73 
IMPACT FORCE 

©SIMULATION 

1.0 2.0 

(FiihrbSter  1966) 
, -, 1 

3.0 5.0 10 

MULTIPLE VALUE OF IMPACT FORCE 
COMPARED TO WAVEHEIGHT H- 

Fig. 10 Comparison of results for investigations on impact 

forces (slope 1:4) (BOELKE, RELOTIUS 1974) 

MODEL TESTS 

Additionally to the field investigations further feedback model tests were 

carried out in order to know at which horizontal distances + Ah from the 
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still water level impact forces do occur. 

For different slopes 1 to 4, 1 to 5 and 1 to 6 Figure 11 shows the results. 

On the horizontal axis +-n— is equal the vertical distance of the impact 
s 

attack from the still water level referred to the significant wave height H . 

The number of impacts within a sequence of 100 waves is defined as multiple 

value of H ranging from k = 1 up to 2. It was found that the main impact 

forces can be expected approximately in the range of A h equal half the 

significant wave heights H below the still water level. 

Furthermore secondary-impact forces occur additionally around the still water 

level and above. This can be explained by the effect, that the water particles 

on the dyke surface are elevated due to the collapsing breaker tongue and 

plunged down again on the surface. 

INVESTIGATIONS ON THE STABILITY OF REVETMENTS 

The results of impact force investigations have been confirmed by investi- 

gations on the stability of revetments made from concrete stones. 

With regard to economical considerations heavy quarry stone revetments on 

seadykes which are stable due to their weight are more and more replaced 

by various types of light-weight concrete slabs and blocks which are diffe- 

rent by the kind of interlocking and by the kind of surface roughness. 

During heavy storm surges in 1973 and 1976 damages occurred on the concrete 

block revetment of a new seadyke in the Elbe-estuary. It was observed that 

the damage started due to the uplifting of single blocks out of the cover 

layer. This was continued by the washing-out of gravel which was used as 

filter layer and finally resulted in a damage of the revetment with holes 

having diameters of several meters (Fig. 12). 

In order to explain the reasons for damages the revetment was rebuilt in 

model and attacked by waves as they have been observed during the storm 

surge. With the model-scale 1 to 5 it was found that the damage pattern in 

model was similar to that in nature so that this test series could be regar- 

ded as a calibration reference for further and more detailed investigationsr 

with regard to the selection of different filter layers. 
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Fig. 12 Typical damage of stone revetments due to wave impacts 

One type of concrete stones (type HARINGMAN, prototype seize: 0.5 x 0.5 x 

0.15 m) which have been tested, were arranged in three different kinds on 

the seadykes with a slope of 1 to 3: 

revetment  I: 

revetment II: 

revemerit III: 

the stones are positioned on a 0.15 mthick (in 

prototype) layer of gravel (threedimensional filter) 

and a nylon filter mat below the gravel for the 

protection of the sand core 

the stones are positioned on a 0.05mthick (in 

prototype) layer of gravel (threedimensional filter), 

which lies on clay 

the stones are directly fitted on concrete or asphalt 

Fig. 13 shows a plan view of the revetment I and II, where the detached stones 

have been marked. For each test both revetments side by side have been 

attacked simultaneously by the same waves. These tests confirmed the occurrence 
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range of impact forces found in the model tests mentioned before. Fig. 14 

shows an example of the damaged revetments in the model tests. 

Fig. 14 Damaged revetment I and II after wave attack 

In Fig. 15 and 16 the total number of detached stones is plotted as a 

function of the number of waves for the three revetments. 

Damages occurred for all these arrangements. This can easily be explained 

by the effect of the impact forces, as the total force is transmitted in- 

stantaneously through the joints into the gravel layer. 

The worst results were obtained for revetment II with a filter thickness of 

only 0.05 m (Fig. 15). For the 0.15 m thick gravel layer (revetment I) 



SEADYKE WAVE RESPONSE 2619 

<o 
UJ 

O 

a 
UJ 
x u < 

Q 

o 

m 
T, 
Z 

1 REVETMENT I 0.15 M FILTER 

0   TEST A 
30 A  TEST B 

X TEST C 

20 

10 

X 

18° 

A 

1 

O 
O 

I 
1000 2000 3000 

NUMBER OF WAVES 

40 
1 REVETMENT II   0,05 M FILTER 

J? O  TEST A 

o°' 
ff 

1000 

A TEST B 

X TEST C 

2000 3000 

NUMBER  OF WAVES 

Fig.  15   Detached stones as a function of the number of waves 



2620 COASTAL ENGINEERING-1976 

UJ 
z: 
o 
i- 
00 

Q 
UJ 
X 
o < 
H 
UJ 
Q 

40 

30 

20 

10 

1 REVETMENT I 0,15 M FILTER 

O TEST D 
MM* 

A TEST E 
X TEST F 

•» 
D TEST 6 

O 

1 
1000 2000 3000 

NUMBER OF WAVES 

00 
UJ 
•z. 
o 

Q 
UJ 
X 

UJ 
a 
U- 
o 
en 
UJ 

1000 2000 3000 

NUMBER  OF WAVES 

Fig. 16    Detached stones as a function of the number of waves 



SEADYKE WAVE RESPONSE 2621 

stabilisations of some damages have been observed, due to a gliding of the 

stones into the holes of the gravel layer and a guying there. For both gravel 

filters it was observed, that in addition to the damages due to impacts 

further damages occurred in that moment, when during the wave trough the 

water level in the filter was higher referred to the actual level of the 

wave. This is caused by the less faster draining of the water in the filter 

layer through the joints of the revetment in dependence of the wave movement. 

By this effect stones loosened by impact forces were1 uplifted and then 

slided down to the bottom of the revetment. 

A comparison of revetment I and revetment III shows Fig. 16. The signifi- 

cant result is, that in the first stage of the wave attack there was no 

damage for revetment III (which has no filter), but after the first damages 

due to impact forces only this process preceeded faster compared to the 

other types of revetments. 

The important influence of filters has been tested for another type of 

concrete stones (type TERRAFIX, prototype weight 45 kg). In combination 

with a thin filter mat (two-dimensional filter) these blocks resisted more 

than 12.000 waves (H in prototype 1.6 m) with no damage. 

The above mentioned investigations showed the complex behaviour of different 

filter layer types. It can be pointed out that filter layers cannot be selec- 

ted independently of the type of the revetment; there are strong interac- 

tions between the different parameters. Further investigations on this sub- 

ject will be carried out by the authors. 
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CHAPTER 151 

PERMEABLE   SEAWALL   WITH   RESERVOIR  AND   THE   USE   OF   "WAROCK" 

by 

Takeshi IJIMA*,  Enzoh TANAKA** and Hideaki OKUZONO*** 

Abstract 

Interesting facts that a uniformly permeable seawall of vertical 
faces with appropriate reservoir has remarkable characteristics of absor- 
bing wave energy even for long period waves in the same degree of usual 
sloped-face seawall and that these characteristics appear most clearly 
for permeable seawall of trapezoidal cross-section with backward-sloped 
reservoir wall are found theoretically and experimentally. Moreover, it 
is shown that a perforated wall with reservoir has similar characteristics 
to those for uniformly permeable wall with reservoir. 

"Warock" is a type of concrete blocks which was invented in order to 
realize the wave absorbing seawall in practical works. Several examples 
of ever constructed wave absorbing seawalls, quaywalls and breakwaters by 
means of "Warock" in Japan are introduced. 

I Introduction 

A type of seawall with reservoir has been investigated by Jarlan 

(1961), Boivin(1963), dote(1964), Terrett(1968), Marks(1968), Sawaragi 

(1973,1975) and others. And, they are concerned solely with perforated, 

thin wall and the effect of the width of the perforated wall in relation 

to the width of reservoir is entirely ignored. However, the width of 

permeable wall plays an important role to absorb the incident wave energy. 

In this paper, we are concerned with wide wall of uniform porosity and of 

perforated wall, and not only with permeable wall of vertical faces but 

also of sloped faces. 

Since the ability for seawall to absorb incident wave energy is repre- 

sented by the reflection coefficients, we are limitted to the consider- 

ation on them. Moreover, since the wave absorbing ability appears clear- 

*  Professor: Faculty of Engineering, Kyushu University, Fukuoka, JAPAN 

** Head: Wave Research Laboratory, Sansei Construction Co. Ltd. 

Hakata-Ekimae, Hakata-Ku, Fukuoka 812, JAPAN 

*** Research Assistant, Kyushu University, Fukuoka, JAPAN 
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ly for relatively long period waves, we first introduce a simple analysis 

for vertical-face reservoir seawall of uniform porosity by long wave the- 

ory and then a precise numerical analysis for seawall of arbitrary cross- 

section by means of the authors' method proposed in the paper entitled " 

A Method of Analyses for Two-Dimensional Water Wave Problems", which is 

submitted to this Conference. Finally, comparing the perforated wall with 

uniformly permeable wall experimentally, we introduce " Warock " as a 

practical tool to realize the reservoir seawall in actual field. 

II Theory and Experiment on The Vertical-Face Seawall with Reservoir 

In Fig.2-1, suppose that ABCD is a vertical wall of uniform porosity 

with width / , placed in front of impervious wall EF with reservoir space 

d.  and on bottom FDB of constant water depth h. The origin of coordinate 

system is taken at still water surface on foreside face AB and x-axis is 

in horizont, z-axis is vertically upwards. The incident wave is assumed 

to be long wave with frequency 0^- . 

Dividing the fluid region into three parts (O) ( x 1 0 ) , (I) ( Oix 

I  - t )  and (II) ( - H 1   x 1   -(£+<£) ) and indicating the quantities 

in these regions by subscripts 0, 1 and 2, respectively, the mass and 

momentum equations and the resulting horizontal fluid velocity u and 

surface displacement J by long wave assumption are as follows: 

Region (O): 

Assuming incident wave of unit amplitude and reflected wave with 

complex reflection coefficient <f4 , the surface displacement .$ „ is written 

as Eq.(2.2). Then, the fluid velocity ue and wave number k„ are derived 

from Eq.(2.1) asEq.(2.3) and (2.4). 

50 = (eofox+^e"tR°l)e^ (2.2) 

>\o
2=0^ft/2 where        Ac = kik {2A) 

Region  (I) : 

Denoting the porosity as V, the linearized drag force coefficient for 

the porous material as (/ and the mass force coefficient as £ , the mass 
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and momentum equations are as follows: 

i£t__A3ii!.    _L.2Jk-_flliil._iL,;       t[l-T)jtt\ (25) 
"at -    v'sx >  T 3t       3 3x     T   '        F     '3t 
Taking the surface displacement Si  as Eq.(2.6), the fluid velocity u, 

and wave number K I are derived as Eq.(2.7) and (2.8). 

5l=at[e",•l)+*te-L*AlH)}ei9* '     <2.6) 

n,=-^[eik{XH)- ^e^'^he^        (2.7) 

^=[1H(1-VH^]^ where    A,= teh <2"8> 

Region(II): 

Eq.(2.1) is valid here, and putting the surface displacement 52 as 

Eq.(2.9), the fluid velocity U2 is provided by Eq.(2.10). 

(2.9) 

Hz- - li_-_ reiR.tt**+<*)_ ^e-ifoU.t4+i)-fgi*-t 
(2.10) 

On the boundary EF ( x = -(£+<£)), horizontal fluid velocity u2 
must vanish, so that we have 

On the boundary CD ( x = -£ ) and OB ( x = 0 ), horizontal velocity 

and surface displacement should be continuous. 

St    = 5_   and    ill    =   lit at x = - I 
(2.12) 

5/ = Sc and     IU = ZA-     at x = 0 

Accordingly, we have 

a,u+«fi)=fli(e
iCed+ e"t&dX _w-^j=<UeiW-eiU)   (2.13) 

where   Q( — J_J__ and  '[^-- ^A (2.15) 
AeA-V 

From Eq.(2.13) and (2.14), W  is obtained as follows: 
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%~      dt^-VO-^1) (-16) 

The reflection coefficient Ky is given by the absolute value of <J^ . 

Kx = I^HI <2-17> 
Fig.2-2 is the calculated and measured reflection coefficients for 

various reservoir width d , when the permeable wall width JL  is equal 

to water depth h and the incident wave frequency <K*h/g is 0.25 ( the 

depth to wave length ratio h/L is 0.083 ). Horizontal axis shows the 

ratio of total width X ( = L + d  ) to depth h or to wave length L. 

The model wall in experiments is made by armor blocks of 500 cm3 

with porosity V = 0.63 in wave flume of length 22 m with water depth 

h = 50 cm. The reflection coefficients are measured by Healey's method 

with incident wave height of 5 -^ 7 cm. Calculated values are obtained 

by Eq. (2.16) (2.17) with £ = 0, V = 0.40 and fV<T- = 1.1 . 

From the figure, it is found that the reflection coefficient decrea- 

ses with the increase of total width X and reaches the minimum 0.1 at X 

•~ 2.2h or X ^5 0.18L and then increases gradually. 

Fig.2-3 is the one for I   = h and p? h/g = 0.5 ( h/L = 0.123 ). 

Fig.2-4 is for t =  0.5h and <Nxh/g = 0.50 ( h/L = 0.123 ) . 

In both cases, the tendency of the change of reflection coefficient 

with the increase of reservoir width ( or increase of total width x for 

fixed width of permeable wall ) is entirely similar to each other and to 

the one in Fig.2-2, and the minimum coefficient appears at X = 0.18L in 

every cases. 

From above results, it is clear that if a vertical permeable wall is 

equipped with a reservoir behind it, the reflection coefficient decreases 

remarkably and reaches niinimum at an appropriate width of reservoir. And 

the total width of seawall at that most effective wave absorbing ability 

is about 0.18 times the wave length, when the width of permeable wall is 

half or equal to the water depth, more generally, when the width is the 

same order of water depth. 

.Above-described analysis is based on the long wave assumption. As 

for general waves, the problem has been analyzed by the author(1972) by 

the method of continuation of velocity potentials. Fig.2-5 is an example 
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of calculated results by above method for £  = h and ®? h/g = 0.25, 0.50 

1.0 and 2.0, taking V = 0.5, ^-/^ = 2.0 and £ = 0. From this figure, 

it is clear that the minimum reflection coefficient appears to each <J\.xh/g 

but the minimum value itself is smaller for smaller <K2h/g, that is, for 

longer wave length. That is to say, the effect of reservoir to wave ab- 

sorbing ability appears clearer for longer period waves than for shorter 

waves. 

These minimum values of reflection coefficients are the same order 

of those which are attained by usual sloped-face seawall. That is, the 

permeable seawall with reservoir has a same degree of ability for absorb- 

ing incomming energy as sloped-face seawall, though it is limitted to 

some particular period wave,corresponding to the width of permeable wall 

and reservoir. 

Above results of theoretical and experimental investigations are 

summarized as follows: 

(i) Permeable vertical seawall without reservoir cannot absorb incomming 

wave energy effectively, even if the wall is sufficiently wide, that is, 

the wave absorbing ability of vertical seawall without reservoir is un- 

satisfactory for ordinary period waves and it is impossible to expect the 

same degree of absorbing effect as permeable sloped seawall, especially 

for long period waves. This is due to the fact that on general sloped 

surface the incident wave deforms gradually or abruply due to sudden de- 

crease of water depth on the slope and accelerates the fluid velocity or 

otherwise breaks and dissipates the greater part of the energy, but on 

the contrary, for vertical permeable wall the incident wave penetrates 

partly into the wall without deformation or breaking, so that only a part 

of the energy is lost solely by turbulence in permeable wall. Consequently, 

in order to induce an effective energy dissipation in permeable wall, it 

is necessary to accelerate the fluid velocity inside the wall. The reser- 

voir behind the permeable wall plays a role of accelerating the fluid flow 

across the permeable wall for ordinary or even for longer period waves. 

This situation is as follows: When a wave crest comes, the permeable wall 

dams up the flow of incomming wave in front of the wall and the reservoir 

stores the inflow water. And the water level in the reservoir rises up 

gradually with some lag following to the rising up of outside water level. 

When a trough comes, the situation is.reversed. Such a difference of water 

levels along inside and outside faces of permeable wall and therefore, 
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the surface slope of flow in permeable wall is always steeper than the one 

for flow without reservoir.  This is the reason why the reservoir accele- 

rates the flow across the wall and induces a large amount of energy loss. 

And, there exists the most effective width of reservoir for given width of 

permeable wall, wave period and water depth to induce the maximum amount 

df energy loss. 

(ii) For ordinary or longer period waves, the reflected wave is minimized 

when the total width of seawall with reservoir (the permeable wall plus the 

reservoir width) is about 0.18 times the wave length, when the width of 

permeable wall is the same order of water depth. This total width is con- 

siderably shorter than the one for perforated, thin wall. Sawaragi(1973) 

has shown that the total width for the latter to provide the minimum ref- 

lection coefficient is 0.25L, that is, one-fourth of wave length. This is 

due to the fact that in case of thin, perforated wall the reflected wave 

from the backwall of the reservoir (EF in Fig.2-1) constitutes a standing 

wave system with the incident wave and the maximum horizontal fluid flow 

appears at nodal point (at the point of L/4 from EF) and that the maximum 

energy dissipation is induced by this flow through perforated wall. There- 

fore, the reservoir in this case does not play any particular role to acce- 

lerate the fluid flow through perforated wall, 

(iii) The reflection coefficient attained by the reservoir seawall of 

above total width is sufficiently small in the same degree as the one by 

permeable sloped-face seawall. And at the same time, the surface wave 

elevation along the foreside face of wall is much smaller than the one for 

vertical permeable wall without reservoir, which results in the smaller 

amount of overtopping waves than the latter. 

Ill Generalized Analysis for Reservoir Seawall of Arbitrary Cross-Section 

In Fig.3-1, suppose that AA'B'B ia a uniformly permeable wall of arbi- 

trary cross-section placed on impervious sea bottom CB'A'O' with variable 

water depth. The origin of coordinate system is taken at still water sur- 

face and is sufficiently distant from the seawall at constant water depth 

h. x-axis is in horizont and z-axix is vertically upwards. Then, fluid 

region is divided into four parts (0),(I), (II) and (III). 

Assuming that the drag force for the porous material in region (II) 

is linearized to be proportional to fluid velocity, the fluid motion in 

region (II) has a velocity potential. 
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Then, the velocity potential in each region is represented in the form 

of Eq. (3.1) with potential function <£, , cf-d), cf* and cf*li), denoting the 

incident wave amplitude as 5 c an|3 frequency as &•   . 

<^{x.Z:l) = i~-^ix,Z)ei'U (3-D 

After the same manner as the method proposed in our separate paper "A 

method of Analyses for Two-Dimensional Water Wave Problems", the boundary- 

values and its normal derivatives of potential functions for region (I), 

(II) and (III) are in the following relations, where potential functions 

on the boundaries are defined as shown in Fig.3-1: 

Region (I): 

On OA:    f>"' = P<f"; where f •= !^h/b (3.2) 

OnAV:    fc*=$°   ,    <ti   = J <t>•      where £ = $•      (3.3) 

On A'O':   <fj1'=  0 (3.4) 

On 0^0: & =iA(.U-V)A(RZ)      •    fc =(T+f)A(hV <3-5) 

Region (II) : 

On BA: <£.* = o< p^,* where    d - / + £.(/- jT) + I \l/fr    (3.6) 

OnAA': Same as Eq.(3.3) (3.7) 

On A'B' : <£*= 0 (3.8) 

OnB^B: &=    ??'         , <t>Z=J<t>•                                           (3.9) 

Region (III): 

On BC:     ^.(i'= P^/(i> (3.10) 
•-*•—. 

On CB':    <&"' = 0 (3.11) 

QnBB':  Same as Eq.(3.9) (3.12) 

Thus, the Green's identity formula for every region are as follows: 

(i)  Region (I) 

Hi" 
—  •"/.. 

A" 

1-1 1-1 

( i = l-v.Ni'\ 1-N(" 1- M<" 
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(ii) Region (II) 
W* HP       _ 

( i = 1 ~ N* , 1 ~ N(",  1 ~ N* , 1 •%. N"J
)       (3.14) 

(iii) Region (III) 

( i = 1~ N/*-", 1 — N1*,  1~ N"}
) (3.15) 

The notations used in above equations are the same as those in our 

separate paper(1976). 

Eq. (3.13) (3.14) (3.15) are Wl,"+  2N"J
+ N^';+ N* + N* + NJ"+ 2N(/J+ N"V 1) 

linear equations with respect to the same number of unknown quantities <f>f    , 

<f>l°  , &",   <%">; 4,*,  <p*;    ffiJ,  <£(i), <%<*>,  <^«>and </J . Solving above 

equations simultaneously, we obtain all of the unknowns and the potential 

values at points in every region are calculated by Green's theorem. The 

reflection coefficient Ky is given by the absolute value of (b   . In 

addition, the surface wave profiles are calculated as follows: 

From C to B: S3(j)/S. = -i ffbe'**. j=N^l (3.16) 

From B to A: 5*W/S* = -i.^,*ij)eiat, j  - 1 ~   N,* (3.17) 

From A to 0: 5,(J)/5. = -i <?f(j>e^, J = N, ~-l (3.18) 

Above method is applied to reservoir seawall with various cross-sections, 

where the permeable wall is of rectangle, trapezoid and inverse trapezoid, 

and the backwall of reservoir is vertical or sloped, as shown in Fig.3-2. 

The width of rectangular wall is taken as h/2 and those of trapezoidal wall 

at still water level, half depth and bottom are taken as h/4, h/2 and 3h/4, 

respectively, so as to be of the same cross-sectional area as the rectangle. 

The slope of the backwall is taken as + 60 to the horizontal bottom. 

In Fig.3-2, the type (A) is of vertical backwall, the type (B) is of ' 

backward-sloped backwall and the type (C) is of foreward-sloped backwall. As 

shown in later, since the characteristics of the reservoir are represented 

by its width at still water level, the representative width of the seawalls 
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is better to be taken as X, which is the distance from the half-depth point 

on the foreside face of permeable wall to the water line of the backwall of 

reservoir. 

In numerical calculations, we take the geometrical surface 00' at the 

distance 3h from the seawall and N;"= 15 , Ni'J= 10 , N.'/= 12 , M = 21 for 

region (I) , N* = 5 , N^ = 5  for region (II). As for the region (III), 

we take N"
J
= 10 , and N/M, NJf are taken as 6-~ 10 , according to the 

variable width of the reservoir. The porosity V is taken as 0.7 and the 

coefficient (*/g~    is as 0.9, £. is 0. 

Fig.3-3 is the calculated reflection coefficients of the type (A) with 

respect to the ratio of total width X to the water depth or the ratio to 

the wave length L, for c^h/g = 0.50 (h/L = 0.123). It is seen that in 

every wall, the minimum reflection coefficient appears at X = 1.5h or X = 

0.18L and that the wave absorbing ability of the inverse trapezoidal wall 

is inferior to those of the others. Therefore, it will be resonable to 

exclude the inverse trapezoidal wall frcm further considerations. 

Fig.3-4 shows the calculated reflection coefficients for the type (B) 

and (C), excepting the inverse trapezoidal wall, in comparison with the one 

for rectangular wall with vertical backwall. It is found that in every 

wall the minimum reflection coefficient appears at nearly the same value 

of X as before, and that for smaller values than that X, the type (B) pro- 

vides lower reflection coefficients than those of the type (C). Therefore, 

it will be resonable to conclude that the rectangle or trapezoidal wall of 

the type (B) is better, of which the trapezoidal wall will be the most pre- 

ferable, because of the smallest volume of the reservoir. 

Above characteristics for various types of reservoir seawall based on 

the calculated results are prooved by experiment. 

Fig.3-5 shows the measured reflection coefficients for the type (A) . 

The model walls are made by quarry stones of mean diameter 5 cm with poro- 

sity V = 0.53 in wave flume with water depth h = 50 cm and length 22 m, 

and reflection coefficients are measured by Healey's method for incident 

wave height H = 6.7 cm. From the figure, it is clear that the minimum 

reflection coefficient appears at the same value as the one calculated 

before, and that the inverse trapezoidal wall shows the highest reflection 

coefficient. 

Fig.3-6 is the measured reflection coefficient for the type (B). This 

shows that the rectanglar or trapezoidal wall is better. 



2632 COASTAL ENGINEERING-1976 

Above results for various types of seawall are summerized as follows: 

(i) As for the cross-section of permeable wall, the rectangular or trape- 

zoidal wall is better than the inverse trapezoidal wall. As for the back- 

wall of reservoir, the backward-sloped one is better and foreward-sloped 

one is to be avoided. 

(ii) The reservoir is characterized not by the volume but by its free 

surface width. And, the total width for the seawall to provide the mini- 

mum reflection coefficient is about 0.18 times the wave length and the 

value at that width is the same order of the one attained by permeable 

sloped-face seawall. 

IV Characteristics of the Perforated, Wide Wall with Reservoir 

In the uniformly permeable wall, the energy dissipation is induced 

by the turbulence of flow inside the wall. While, in the perforated wall, 

the energy is dissipated mainly by jet flow turbulence through the wall. 

Therefore, the situation seems to be quite different. However, the experi- 

ments on the perforated wall show that the wave absorbing characteristics 

of the permeable and perforated walls quite resemble to each other. , 

Fig.4-1 is the measured reflection coefficients of perforated walls 

with reservoir, where the water depth h is 50 cm, wave frequency <K h/g 

is 0.50 (h/L = 0.123) and incident wave height is Hi. =4-<6 cm. The dia- 

meter of the circular holes of the wall is kept as D = 5.0, cm, average 

porosity is V =0.33 and the width of the wall is varied as 4 , 10 and 

20  in cm, that is, i/h =0.08 , 0.20 and 0.40. 

From the figure, it is found that the minimum reflection coefficient 

appears at X/L =0.25 for J/h = 0.08 , at X/L = 0.20 for fyh =0.20 

and at X/L = 0.18 for J-/h =0.40 , that is, for wide wall the total 

width for minimum reflection coefficient is nearly 0.18L, which is the 

same value as the one for uniformly permeable wall and for thin wall the 

total width for minimum reflection coefficient approaches to L/4, which 

is also the same value as permeable wall. 

Fig.4-2 is the measured reflection coefficients for constant width of 

perforated wall JL = 10 cm. Water depth is 50 cm and wave frequency is 

IN
2h/g = 0.50, the incident wave height is4~6 cm. The diameter of hori- 

zontal holes varies as3.2 cm 5.0 cm and 8.0 cm, with average porosity V = 

0.33 .  From this figure, it is seen that the reflection coefficients for 

larger diameter than incident wave height are higher than those for smaller 
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diameter but the minimum values for every diameter appear at nearly the 

same value of X/L =0.20 • 

From above results, it will be estimated that the perforated wall has 

similar characteristics on wave absorbing ability to the one of the unifor- 

mly permeable wall, though the situation of energy dissipation is quite 

different from each other. Therefore, it seems to be reasonable to replace 

the uniformly permeable wall by perforated wall without loss of the chara- 

cteristics on wave absorption. 

V The Use of " Warock " for Wave Absorbing Structures 

The "Warock" is a type of concrete blocks to construct the seawall with 

reservoir. As shown in Fig.5-1 and Photo.5-1, it consists from the fore- 

side part of hexagon column with franges at both ends and the rearside part 

of vertical slab, which are connected by horizontal beam. Placing the block 

in a row along the shoreline and piling up in several columns to the requi- 

red height, a seawall with reservoir is constructed, where the foreside 

parts of blocks constitute the perforated wall of average porosity 0.48 and 

the rearside parts provide the backwall, between which we have reservoir of 

porosity 0.75 because of the existence of horizontal beams. Photo.5-2 

shows a "Warock" hanged by crane in construction of a wave absorbing quay- 

wall in actual place. The weight of this block is 20 tons, the length is 

4.5 m, width is 2.0 m and the height is 1.7 m. 

In order to oppose several period waves in various water depth, we have 

three sizes of blocks.    The size A is 3.5 m in length, 1.6 m in width, 

1.4 m in height and 10 tons in weight; the size B is as shown in Photo.5-2 

and the size C is 6.0 m in length, 2.4 m in width, 2.0 m in height and 40 

tons in weight. 

Photo.5-3 shows the guaywall under construction by "Warock", piling up 

in four columns. The rightside of the figure constitutes vertical retain- 

ing wall, that is, the backwall of reservoir and leftside constitutes a 

perforated wall and between them is the reservoir. Photo.5-4 shows the 

front view of a part of the guaywall. 

In this way, various types of seawall, quaywall and breakwater with 

wave absorbing ability are constructed by "Warock". 

Fig.5-2 is the cross-section of quaywall constructed at water depth 

10.4 m at Mororan Harbour, in Hokkaido. "Warock" of 20 tons are placed in 

three columns on the foundation by cellar block and rubble mound. 
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Fig.5-3 is the quaywall of depth 3.0 m constructed at Ushibuka Harbour 

in Kyushu with four columns of "Warock" of 10 tons in weight. Fig.5-4 is 

the breakwater at depth 4.5 m,constructed against wave period 5.0 seconds 

and height 1.20 m at Odo Marina in Fukuoka City, by 20 tons "Warock" in 

three columns. Fig.5-5 is the breakwater of double rows in three and four 

columns of 20 tons and of 10 tons "Warock", constructed at depth 7.0 m at 

Hiakari harbour in the Port of Kita-Kyushu at North Kyushu. The outside 

face of the breakwater is agaist the open sea waves of period 5.2 seconds 

and height 1.70 m and the inside face is to absorb the induced waves in 

harbour. 

The use of the "Warock" for reservoir seawall is limitted to the place 

where water depth is less than about 6 m and wave period is shorter than 

about 6 seconds. For larger depth and longer period waves, the seawall is 

better to be prefabricated in one body, transported by crane berge and 

placed on the site. 

Fig.5-6 is the cross-section of breakwater by prefabricated reservoir 

seawall, constructed at depth 3.0 m at Tannawa Marina in Osaka Bay, against 

wave period 6.1 seconds and wave height 1.9 m. Photo.5-5 is the prefabri- 

cated body on the shore, whose length is 6.0 m, width is 5.6 m, height is 

7.0 m and weight is 260 tons. Fig.5-7 is the seawall constructed at depth 

7.0 m at the north coast of Kashiitia Harbour against open ocean waves of 

period 9 11 seconds and height 6.0 m. Photo.5-6 is the prefabricated 

body, whose widths of perforated wall and reservoir are 5.0 m and 6.0 m, 

respectively, the total width is 13 m, length is 13 m, height is 11 m and 

weight is 1800 tons. 

VI Conclusions 

The characteristics of the seawall with reservoir are summerized as 

follows: 

(i) The uniformly permeable wall with reservoir has the best ability of 

wave absorption when the total wadth is about 0.18 times the wave length, 

if the width of permeable wall is the same order of water depth. If the 

permeable wall is thin, the total width of best ability approches to L/4. 

(ii) The most effective cross-section for the permeable wall with reservoir 

to absorb wave energy is thought to be of trapezoidal wall with bavkward- 

sloped backwall of reservoir, 

(iii) The perforated wall with reservoir has similar characteristics on 
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wave absorption to the uniformly permeable wall with reservoir, 

(iv) The permeable or perforated wall with reservoir in total width of 

about 0.18 times the wave length has the same degree of wave absorbing 

ability as the permeable sloped-face seawall, even for long period waves, 

(v) Such a seawall with reservoir is realized by means of "Warock" for 

actual field. For larger depth and longer period waves, it can be real- 

ized by prefabricated perforated wall. 
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Photo.5-1: A "Warock" Photo.5-3: Quaywall under Construction 

Photo.5-2: A "Warock" hanged by Crane    Photo.5-4: Front View of Quaywall 

Photo.5-5: Prefabricated Body of Break- 
water at Tannawa Marina 

Photo.5-6: Prefabricated Seawall 
at Kashima Harbour 
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ABSTRACT 

Effects of permeable core layer installed in trapezoidal and rect- 
angular breakwaters have been studied experimentally and analytically. 
As the materials for armour and core use of the lattice composed of 
circular cylinders was made in addition to rocks. Perforated plates 
were also applied as a kind of very thin core. 

Expermental results show that the reflected wave heights from 
breakwater could be reduced considerably by locating the core layer 
shoreward within it while core thickness controls the transmitted wave 
heights in the protected water area. Harmonic analysis about the 
water surface in lattice armour reveals that the second harmonic 
waves take a pattern of standing wave distribution having a node at 
the seaward face of breakwater.  Thin perforated plates work success-- 
fully for reducing the transmitted wave heights when they are install- 
ed at the rear face of breakwater. 

An analytical approach to predict the transmission and the re- 
flection coefficients is applied for the present experimental data and 
shown to be useful. 

INTRODUCTION 

It is well understood by coastal engineers  that pervious break- 
waters bring less  seaward reflective wave energy and wave run-up  than 
impervious ones  do,  as  observed in several laboratory and field ex- 
periments . 

However they have disadvantage of allowing shoreward wave energy 
penetration which results  in  the  transmitted waves behind it. 

In order to obtain less  transmitted wave energy without precluding 
the merits  stated,   for instance,  a rubble-mound breakwater usually has 
a permeable  core layer which has  less permeability compared with 
armour ones,  or it is  said to be composed of pervious multi-layers. 
Effects of hydraulic  characteristics of pervious  cores  on wave  trans- 
mission and reflection have not been known despite  their importance 
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in functional design of pervious breakwaters. The present study deals 
with fundamental effects of pervious cores installed within porous 
breakwaters based on experiments on model breakwaters as well as ana- 
lytical approach. 

EXPERIMENTAL FACILITIES AND PROCEDURE 

Experiments were performed on horizontal bottom in a wave channel 
of 18.5 meter long, 0.4 meter wide and 1.0 meter deep. Waves were 
generated with a regular and flap type generator. Parallel wire wave 
gages were used to measure water surface fluctuations.  Fig. 1 pre- 
sents arrangement of experimental equipments. 

Cross sectional configulations of model breakwaters were of rect- 
angular and trapezoid as shown in Fig. 2. 

Photo. 1 Trapezoidal Breakwater Made of Lattice ( No Core ) 

Table 1 Hydraulic Coefficients of Breakwater Materials 

Porosity 

X (%) 

Diameter 

D (cm) 

Turbulent 
Coefficient 

C3 

(Turbulent„Frictional 
Slope)/ V^ 
(Ul)     1  ,  2-2. 
(rrJ 172 >(sec-m > 
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36.0 



PERVIOUS CORE BREAKWATERS 2645 

Three kinds of the core thickness tested were 13, 20 and 26 cm for 
the core location at center of breakwaters. With thickness of 20 cm, 
the core location was varied in three ways, i.e., the front, center 
and rear, respectively.  Distance between the center core and the 
front or the rear cores was 20 cm. Main armour material of 
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breakwaters was  the lattice of D =  3.4 cm  ( Photo.1 ), and the  core 
ones were  the another lattice of D » 1.1 cm and the rock of the median 
diameter  ( D    )  =  2.9  cm.     Hydraulic  characteristics of  the  lattice 

m ]_) 
were  discussed in detail previously     .     Some of  the hydraulic proper- 
ties are  cited in Table 1.     Coefficient C3 in  the  table is of one  to 
turbulent resistance,   and is  related to the frictional slope as  in the 
following equation. 

Ah V2        .f   c2 

2<j\5I>     ^ (DV/v) 
c3) . (1) 

where V, $,  v,  and C2  are steady discharge velocity,  acceleration of 
gravity,  kinematic viscosity,  and another coefficient  for laminar flow 
resistance,   respectively.     The turbulent frictional slope,   denoted 
(Ah/£)   ,   is  defined as  that neglecting the laminar term in Eq.l,  and 
is expressed as, 2 

2^A5D 
(2) 

The ratio of the  turbulent  frictional slope of  the lattice  armour 
to that of core is 1:3 for the lattice  core,  and it is  1:18  for the 
rubble  core.     The  ratio for a  typical  rubble mound breakwaters/having 
artificial concrete blocks  of  A = 0.5  and C3 = 0.67 as  armour and 
rock of  A = 0.4 and C3 = 0.4 as  corel),   is  1:15  provided weight of 
the  core unit is  1/200 of the armour one,  which is close  to 1:18. 

Uniformly perforated steel plates were  also employed since  they 
were expected to  represent one of the thin  cores.     The plates with 
circular holes of 1.2  and 2.0  cm in diameter and of porosity of 20 and 
34 % were  tested.     The rock as armour material was  used mainly with 
the plates. 

The incident wave height Hj  and the  reflected one HR were  deter- 
mined by moving one or two gages  to measure amplitudes  at loops and 
nodes,  and adding or subtracting the latters  to  the  formers.     The 
transmitted wave height  through breakwater Hj was measured at loca- 
tion about one quarter wave length shoreward from the point of  the 
rear face which intersects with  the still water surface. 

The  transmission coefficient and reflection coefficients are  de- 
fined as HT/HT and HR/Hx,   and denoted hereafter Km and KR,   respective- 

The internal water surface  fluctuations of lattice armour were 
measured by inserting small gages vertically into voids between  cylin- 
ders.     Dimensions  of experimental waves were  the  ranges  shown below, 
while the water depth h was kept constant of 50 cm. 

Incident wave heights h = 1 -  10  cm,    Wave periods  T = 0.7 -  2.2 see. 

RESULTS  AND DISCUSSIONS 

In the statement  followed results  about trapezoidal breakwaters 
will be mainly presented except  for the ones with plates.     Rectangular 
breakwaters will be discussed in comparison with the trapezoidal ones 
in a few sections. 
1)   Comparison of KT and KR between No-core and With-core Breakwaters 

First of all,   function of  the core installed in a porous break- 
water has beeen investigated.    Fig.   3 shows the case of    lattice core, 
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in which the ordinate is  taken as  the  transmission coefficient upward 
and as  the reflection coefficient  downward,  and the abscissa is  fre- 
qency.    K    of the with-core breakwater is nearly the same as no-core 
one.     In this case the  core  doesn't work effectively since the fric- 
tional slope of  the core is only three  times  that of armour.     Fig.   4 
presents  the case of rubble  core,  in which K    of with-core is  dominat- 
ed by the  core and almost coincides with  that of the  case of core  lay- 
er only.     K    of with-core, however,   is  considerably smaller than  that 
of the  core only,  and approaches  to  that of no-core and is  a little 
smaller than it as a whole.     This  suggests  that installing a suitable 
core layer possibly decreases KR besides K  . 
2) Effect of Core Thickness on Kj and KR 

Effect of the thickness of core on decreasing KT is greater for 
the rubble core than for the lattice core as expected. K^ and KR for 
cases of rubble core are shown in Fig. 5 for three kinds of thickness. 
In the figure, relative width of breakwater B/L which has been known as 
one of the most important parameters to determine KR for single layer 
breakwaters^) aI1<j to wave pressures on the impervious wall behind the 
permeable absorbers^). The thickness, however, doesn't give appreci- 
able change of KR,  especially  for the  rubble  core. 
3) Effects  of Core Location on Rj and KR 

Withakind of core,   the location of  core in a armour greatly af- 
fects KR but scarcely does Kj,   an oposite trend to the effect of 
thickness.    Fig.  6  presents  the case that a rubble core is installed 
at  three  different locations  in lattice breakwater of trapezoidal 
cross  section.     It shows  that the breakwater with  the rear core gives 
considerably smaller. KR than  the others  do  for waves of the  relative 
width B/L less  than O.7..  Most of protype breakwaters  and waves are 
satisfied with the above B/L   condition.     To  the contrary,  K/r hardly 
depends  upon the  core location. 

Fig.   7 is an example  to explain effect of the  relative wave 
height Hj/h on the transmission and reflection coefficients, with 
location as parameter.     Kj decreases as Hj/h increases,   irrespective- 
ly of core location.     Meanwhile % decreases slightly with Hj/h in  the 
range of experiment,  Hj/h less  than 0.14. 

4) Wave Height Distribution in and around Breakwaters 
Fig.   8 exhibits wave height  distributions measured at seaward and 

shoreward water areas of breakwaters,   and in the  armour layers of lat- 
tice,   too.     The case of  rear core has another maximal wave height in 
addition  to the one appearing near the seaward face of breakwater. 
The latter maximal of  the  rear-core breakwater is  remarkably smaller 
than those  found for the front-core and no-core ones.     Behind the lo- 
cation of the  rear-core,   the  two wave heights of cases with core are 
almost  the same and scarcely depends  upon  the core location. 

Inspecting the distribution characteristics,  it may be assumed 
that  the reflected waves  appearing in front of breakwater with core 
are composed of the two  reflective waves,  namely,   the one  from seaward 
face of armour and the another from seaward face of  core.     According- 
ly,  a larger distance between the  two  faces  contributes  to obtain less 
reflected wave energy and consequently lower KR because of  a greater 
phase difference between the  two  reflected waves  at the seaward water 
area.     On the other hand,   the  transmitted waves may be approximated 
with  the one kind wave which penetrates through  the breakwater and 
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appear in the shoreward water area. 
The following several figures show the results of harmonic analy- 

sis of water surface   fluctuations in and around various kinds of 
breakwater.     They bring wave height distribution of higher harmonics 
other than that of fundamental one whose period is  that of the inci- 
dent wave,  as  seen in Figs.  9-14.    Wave height distribution of funda- 
mental harmonic almost coincides with the directly determined height of 
crest to trough from the recorded profile, depicted with triangles in 
the  figures.     Types of standing wave prevail in front of structures 
and progressive wave pattern do behind them for the  two waves. 

Dimensionless wave heights,  HJJ/H^ in the figures,   for slit walls 
made of single row or double  rows of cylinders  are less  than 0.2 
everywhere   for  2nd and 3rd harmonics.   The  case of  two rows is shown 
in Fig.   9 in which distribution of  the higher harmonics  looks  like 
a standing wave  too and the size is nearly the same  to  that found for 
incident waves. 

Inside of the single layer breakwater made of lattice,  2nd harmo- 
nic has nodes  at the  front and the rear faces of breakwater  (  See Fig. 
10  ).     The higher harmonics  are considered to be  generated due  to  the 
quadratic loss of internal flow within breakwaters  *'.    As  for the 
rubble  core layer itself,  2nd harmonic  gives a clear pattern of stand- 
ing wave in the seaward water area,  especially  for longer waves,  which 
suggests  the higher harmonics are  generated in  the  case  due  to abrupt 
change of water particle velocity. 

The wave height distribution of 2nd harmonics  for the rubble  core 
breakwaters  of Bc=20cmwas investigated in the armours  of both sides of 
core.     In the seaward armour,   it has  usually a node near  the  front 
face ,   but at  the  rear face of armour it doesn't necessarily has a 
loop.     The latter trend possibly relates  to  that the  fundamental or 
the directly determined waves  do not necessarily take a loop at  the 
rear  face of armour.       In the shoreward armour behind core,  however, 
it has  always nodes at  the both  faces,    while  the  fundamental ones 
have  loops at  the  front  face and nodes at the  rear face. 

Heights of 2nd harmonic in armours  are  relatively  greater for 
rectangular ones.     The  cause of  this  trend can he sought in the  fact 
that a kind of resonaice which brings large differece of horizontal 
velocity within breakwater,   likely occurs  for rectangular one  than 
for  trapezoidal one. 
5) Comparison Between Rectangular and Trapezoidal Breakwaters 

K.p and KR of  trapezoidal breakwaters are compared with those of 
rectangular ones which have  the width B  that coincides with  the mean 
width below  the still water of  the  trapezoidal ones.     Rj is  larger for 
the  trapezoidal ones,  as expected.    KR of rectangulars oscillates more 
sharply with B/L than that of trapezoids.     Distribution of KR plotted 
agaist B/L gives  different trends  for the two cases, which suggests 
a difference of location of reflective planes between the  two struc- 
tures .     Discrepancy of  the  two K^ becomes smaller as  the  core location 
moves  shoreward,  as  seen in Figs.   15 and 16. 
6) Analytical Prediction of Kf and K^ 

Several   analytical approaches  to estimate KT and KR for porous 
breakwaters have been proposed recently 5)-8)_     uut they deal with es- 
sentially breakwaters made of one kind of materials  and take no ac- 
cout of the effect of core location as  found hitherto. 
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Problems of wave  transmission and reflection coefficients  for 
multi-layered porous breakwaters may be solved as one of boundary val- 
ue problems as performed by a few researchers  for single layer pervious 
breakwaters^) ,7)  .     But such a solution will becomes extreralely cumber- 
some as number of layers  increases  for multi-layered breakwaters. 

A simplified approach to estimate KT and KE for multi-layered po- 
rous breakwaters has been proposed 9)( whose summary is presented in 
APPENDIX.     It is applied for the experimental data, which seems  to be 
useful for IGj of both rectangular and trapezoidal breakwaters and KR 

of trapezoidal ones,  as we  can see in Figs.   15  and 16. 
K    and KR of three kinds of prototype breakwater,  namely,   center- 

core,   rear-core and no  core ones,  are calculated for cases Hj = 1.0, 
and 5.0 meter with varying T.     The result is  shown in Figs.   17 and 18. 
I0j can be sucessfully reduced by installing a core,  while KR can be 
lowered by locating the  core shoreward in breakwater. 
7)  Perforated Plate Breakwaters 

Employment of pervious core for 
porous breakwaters  can be expected 
to reduce  the  transmitted wave 
height.    One of  the simplified per- 
vious cores may be  thin plates  or 
slab with pores  and/or slits. 
Several studies have been disclosed 
about perforated wall breakwaters 
with chambers,  but not with  those 
filled with granular materials. 
Perforated steel plates with cir- 
cular holes were used as  thin cores. 
Breakwaters of rectangular cross 
section were only tested ( Photo. 
2  ).     One  to three plates were in- 
stalled at the front and the rear 
faces of,  and at the  center of 
breakwaters 

K_ and Kg of the plate break- 
waters are shown in Figs.  19  and 
20.     The plate installed at the 
rear face of breakwater works suc- 
cessfully for reducing Kj especial- 
ly for longer waves.     Breakwaters 
having the two plates  at the both 
faces bring higher Kg than the 
cases of rear plate only and no 
plate,  though they can lower Kf 
considerably. 

Photo. 2 Rubble Breakwater with 
Perforated plates 

CONCLUSIONS 
1) Pervious core layers installed in porous breakwaters effectively 
decrease the transmitted wave height, and possibly reduce the reflect- 
ed wave height too provided they being placed shoreward in breakwaters. 
2) The simplified analytical approach is confirmed to be useful to 
predict the transmission and reflection coefficients for pervious core 
breakwaters. 
3) Thin perforated plates set at the rear face of pervious breakwa- 
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ters are effective to decrease KT without increasing K^. They may re- 
place the cores made of granular materials in prototype breakwaters if 
practically  feasible. 
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APPENDIX 

AN APPROACH TO PREDICT TRANSMISSION AND REFLECTION 
COEFFICIENTS  FOR MULTI-LAYERED POROUS BREAKWATERS   9~> 

The present approach is derived on the basis of linearized Forch- 
heimer's law for the frictional loss in breakwaters provided waves are 
of shallow, water, which is in accordance with the line of the previous 
approach for single  layer one^) »!)»••'•'''. 

Besides,   the  following assumptions are made. 
(1) Breakwaters are  composed of rectangular layers,   and the boundaries 

between layers are vertical. 
(2) The  tranthmitted waves  appearing in the protected water area are 

the one  component waves  to which  the incident waves  develop  after 
passing through all  the  layers  consecutively.     The  components  come 
to  the area after reflected back once or more are neglected. 

(3) The  reflected waves are sum of the waves  reflected one  time only, 
each of which is  generated when  the incident waves of  (2)  pass 
a boundary between adjacent  two  layeTs. 
According to  the above  assumptions ,    the  transmission coefficient 

Kj of a breakwater composed of N layers   ( See Fig.   21 ),  are  given by, 

Kt,rKt,2- t,j 
Ct,N-Kt,N+rexp[-(nlBl+n2B2+  ••• 

....  +njBj+  ....  +nNBN)], (3) 

where n is the damping factor of wave height while advancing in the J 
layer of the width B , and K   is the transmission coefficient when 
waves penetrates iito the layer J+l from J passing through the boundary 
J 5)»1) . 

The equation of the water surface for the resultant reflected 

"R' 
is expressed as  the sum of reflected waves', 

'r,J 
original- 

NUMBERS   OF  BOUNDARIES 

SEAWARD SHOREWARD 

Fig. 21 Scheme of Wave Transformation by Multi-Layered Breakwater 
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ly generated at the boundary J,   (  J = 1,   2,    N,  N+l  ),   as 

where, 
HI 

n    -,   - -~7f~ • K    ,.   sin( ot + m0x + a       ),    m0 =  2ir/L , 

: H 
n     , " -5-  •  K.   ^K     , K     T  ,.K     T.K ,    T , ...Kt,    _.exp[-{(n.   . + 
r,J        2 t,l    t,2 t,J-l    r,J    tb,J-l tb,l 1,1 
nr,l)Bl + (ni,2 + nr,2)B2   "•  +  (ni,J + nr,J-1)BJ-1}-sln{at + m°X 

"  (mi.l + mr,l)Br    "  (mi,J-l + mr,J-l)BJ-l + \,V   "t.i-l 
+ ar,J + atb,J-l +  •••  + atb,l}, 

: HI 
\,N+I 

= T • Kt)r
Kt,2---Kt)j-r--

Kt,N-Kr,N+rKtb,N---Ktb,rexp[" 

f(ni,J + nr,j)Bjl-8l»t« + ra°x " f<mi,J + \,J>BJ + fat,J + a
r,N 

N 
+fatb,J]   » 

where m. is  the wave number in  the J layer and a is  a phase angle. 
Subscript i,   r and t  for m, n, K  ,  K  ,  a and n  correspond to  the inci- 
dent,   reflected and transmitted waves,   respectively.     That  denoted tb 
corresponds  to  the waves  transmitting back seaward after reflected at 
one of the boundaries. 

Consequently,   the reflection  coefficient is obtained as, 

KR =  [A* + A* +  ...  + A^ + 2{A1A2cos(B1 -  B2)  + A^cos^ -&3)   ... 

1/2 
+ A^cos(Pj -  BN) ....  + A^cos(6N -  B^}] , (5) 

where, 
Al = Kr,l>    ^ = Kt,r Kr,2- Ktb,r exP[-(ni,l + nr,l)Bl]>     
A
J " Kt,r Kt,2----Kt,j-r Kr,j- K

tb,j-r--Ktb,r e^[ " (tti,i + \J 
•Bx + ...   (ni>2 + nr>2)B2 +     +  (n.(J + nr>J)Bj],     

Vl " Kt,r  Kt,2:--Kt,j'----Kt,N-  Kr,N+r  exP["   (nLj + nr,J)BJ]- 
Also, 
Sl=ar,l>     h ' -(mi,l + mr.l)Bi + at,l +ar,2 + atb,l>     
gj -   [ -{(mlfl + mr>1)B1 +  (m1>2 + m^^B, +  .. +  (m.^ + mr>J)Bj} + 

t,l        t,2 t,J-l        r,J tb,J-l tb,l 
N N N 

R=   [ - £(m.   , + m    T)B, + la     . + a    „.,  + Eot.    T]. 
N 1    i,J        r,J    J      1  t,J        r,N+l      1  tb,J 

A Flow Chart of computer program for the pervious core break- 
waters, i.e., for the case of N = 3, is presented in Fig. 22. 
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CHAPTER 153 

WAVE TRANSMISSION THROUGH. TRAPEZOIDAL BREAKWATERS 

by 

Ole Secher Madsen^, M.ASCE and Stanley M. White^2\ A.M. ASCE 

Introduction 

Previous publications resulting from this study dealt with, certain 
aspects of the interaction of normally incident waves with a porous struc- 
ture. Madsen and White (1976a), hereafter referred to as (I), developed 
a semi-empirical procedure for the prediction of reflection coefficients 
of rough impermeable slopes. Madsen (1974) with, discussion by Kondo (1975) 
and.Closure by Madsen (1976), collectively referred to as(ll)hereafter, 
developed an explicit solution for the transmission and reflection co- 
efficients of homogeneous rectangular crib-style breakwaters. When viewing 
the interaction of incident waves with, a trapezoidal, multilayered break- 
water as a problem of energy dissipation, the problem treated in (II) may 
he regarded as an idealized analysis accounting for the internal dissipa- 
tion of energy within the structure, whereas (I) may be regarded as an 
idealized analysis of the energy dissipation on the seaward face of the 
breakwater, i.e., the external energy dissipation. The present paper 
presents a synthesis of the results ohtained in (I) and (II) into an 
approximate procedure for the prediction of wave reflection from and 
transmission through trapezoidal, multilayered breakwaters. 

The present paper presents only the major points of the approximate 
procedure. Thus, extensive references to (I) and (II) are made and only 
the determination of the hydraulically equivalent breakwater is presented 
in some detail. For a presentation of the entire development of this 
model for the reflection and transmission characteristics of trapezoidal, 
multilayered breakwaters the reader is referred to Madsen and White (1975) 
or Madsen and White (1976b) where detailed numerical examples of the use 
of the procedure may also be found. 

Description of the Approximate Procedure 

The basic assumptions of the approximate procedure are, of course, 
those inherent in the analyses and procedures developed in (I) and (II): 

Associate Professor of Civil Engineering, R.M. Parsons Laboratory, 
Massachusetts Institute of Technology, Cambridge, MA 02139 

(2) 
Design Civil Engineer, J. Ray McDermott Company, New Orleans, LA 70160 
(formerly Research Assistant, R.M. Parsons Laboratory, Massachusetts 
Institute of Technology) 
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(a) Relatively long normally incident waves which, may be considered 
adequately described by linear long wave theory. 

(b) The incident waves do not break, on the seaward slope of the breakwater, 
so that the external energy dissipation may be considered mainly due 
to bottom frictional effects. 

(c) The cover layer on the seaward slope of the breakwater consists of 
natural stones, so that the empirical relationships developed in (I) 
may be considered valid. 

With these assumptions stated the following procedure is suggested as being 
physically realistic although approximate in nature. 

For most multilayered trapezoidal breakwaters the stone size in the 
layer under the cover layer of the seaward slope is small relative to the 
stone size of the cover layer. As a first approximation the structure may 
therefore be regarded as resembling an impermeable rough slope. Thus, with 
the incident wave characteristics and the stone size of the cover layer as 
well as the seaward slope of the trapezoidal breakwater specified, the pro- 
cedure developed in (I) may be used to account approximately for the energy 
dissipation on the seaward slope, i.e., the external energy dissipation 
may be estimated. This energy dissipation accounts approximately for the 
dissipation of energy associated with the top layer of stones in the cover 
layer. The remaining wave energy may be expressed as the energy associated 
with a progressive wave of amplitude 

aI = RIai ^1) 

in which a. is the amplitude of the actual incident wave and Rj is the re- 
flection coefficient determined hy the procedure developed in (I). 

With the energy dissipated on the seaward slope accounted for, the 
remaining energy is partitioned between reflected, transmitted and intern- 
ally dissipated energy. This partition of energy is the problem dealt with 
in (II), and it is evaluated by regarding the remaining energy as an 
equivalent wave of amplitude aj; normally incident on an equivalent homogen- 
eous rectangular breakwater.  The role of this homogeneous rectangular break- 
water is to reproduce the internal energy dissipation associated with the 
trapezoidal, multilayered breakwater, i.e., the two breakwaters should in 
this sense be hydraulically equivalent. A rational method for obtaining a 
homogeneous, rectangular breakwater which is hydraulically equivalent to a 
trapezoidal, multilayered breakwater is developed in the following section 
based on steady flow considerations. By employing the procedure developed 
in (II) the partition of the remaining wave energy among reflected, trans- 
mitted and internally dissipated energy is therefore approximately evaluated 
by determining the reflection coefficient, R^j, and the transmission co- 
efficient, TJJ, of the hydraulically equivalent homogeneous rectangular 
breakwater subject to an equivalent incident wave of amplitude a_. 
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Having now accounted for the- external as well as for the internal 
energy dissipation,  the amplitude of the reflected wave is found to be 

l\l = Rnai " RiRnV (2) 

and the transmitted wave amplitude is 

Kl • Tuai.- RiTnai (3) 

The approximate values of the reflection and transmission coefficient, 
R and T, of a trapezoidal, multilayered breakwater are therefore 

and 

R = _JL.= RiRn, (4) 

It should be emphasized that the approximate procedure outlined above 
is predictive in the true sense of the word, i.e., no other information 
than what may be expected to be available is needed. 

Determination of the Equivalent Rectangular Breakwater 

From the description given of the approximate method for obtaining 
the. reflection and transmission coefficients of a trapezoidal, multilayered 
breakwater, the missing link for carrying out this analysis is the deter- 
mination of the hydraulically equivalent homogeneous rectangular breakwater. 

In Madsen and White (19.76b) it was shown that a simple analysis, which 
essentially neglected unsteady effects, gave transmission and reflection 
coefficients equal to those obtained from the more complete analysis for 
structures of small width relative to the incident wavelength (II,eqs. 32 
and 33). This observation suggests that a rational and reasonably simple 
determination of the hydraulically equivalent breakwater may be based on 
steady flow considerations. Therefore, a hydraulically equivalent break- 
water is taken as the homogeneous rectangular breakwater which gives the 
same discharge, Q, as the discharge through the trapezoidal, multilayered 
breakwater. This definition will, according to the simple analysis 
presented in (II), preserve the equality of transmission coefficients for 
the two structures and hence essentially give the same internal dissipation. 
This definition of the equivalent breakwater is illustrated schematically 

in Figure 1. 

Figure 1 shows schematically a trapezoidal, multilayered breakwater 
consisting of several different porous materials. These porous materials 
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TOP LAYER 

////////////////////////////// 
TRAPEZOIDAL    BREAKWATER 

EQUIVALENT   RECTANGULAR   BREAKWATER 

Figure 1. Definition Sketch of Trapezoidal Multilayered Breakwater 
and Its Hydraulic Equivalent Rectangular Breakwater. 
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are. identified by their stone size, d^, and their hydraulic characteristics, 
gn, in the flow resistance formula (II. &<!• 18). To keep the following 
determination of the equivalent hreakwater reasonably simple, the flow re- 
sistance is assumed to be purely turbulent although in principle it is 
possible to perform the determination of the equivalent breakwater based on 
the more general form of the Dupuit-Forchheimer resistance formula.  Since 
the energy dissipation associated with, the top layer of stones on the sea- 
ward slope has been accounted for in the determination of the external 
energy dissipation, the rectangular homogeneous breakwater which accounts 
approximately for the internal dissipation should be hydraulically equi- 
valent to the trapezoidal, multilayered breakwater with the top layer of 
cover stones removed. 

The homogeneous rectangular breakwater consists of a reference mater- 
ial of stone size, dr, and hydraulic characteristics, Br. The reference 
material should be taken to be representative of the porous materials of 
the multilayered breakwater.  In keeping with the assumption of long waves 
the. flow is assumed to be essentially horizontal and the horizontal dis- 
charge velocity is found from 

&He      2 Pg-^=per^  , (6) 
e 

in which l&  is the width, of the equivalent hreakwater and AHe is the head 
difference defined in Figure 1, p is the fluid density and g is the 
gravitational acceleration. The discharge per unit length is therefore 
obtained from equation (6) to be 

gAH.  1/2  h. 
Q = u,o = {_,}    _, (7) 

e 

in which, h is the depth of water. 

To evaluate the discharge per unit length of the trapezoidal, multi- 
layered breakwater a horizontal slice of height, Ah., is shown schematically 
in Figure 2. This horizontal slice consists of segments of the different 
porous materials of lengths Hn.    From the assumption of purely horizontal 
flow it follows that the discharge velocity of the slice considered, UJ, 
must be the same in all segments and the total head loss across the break- 
water must be equal to ABj, the head difference shown in Figure 1.  From 
this it is seen 

AHT = 2(AHn)   . (8) 

in which. AHJJ is the head loss associated with the segment of length, 1 n> 
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Ah, 
± 

Figure 2. Horizontal slice of thickness, Ah., of multilayered breakwater, 

and hydraulic characteristics, g^.  From equation (6) it is seen that 

AH » g I    —L- 
n   n n g 

u 2 3 
Br g  Cgr. V (9) 

in which Br is the hydraulic characteristic of the reference material. 
Equation  (8) may therefore be written: 

AHT = Srt   I   <fV       > 
n    ' r 

(10) 

in which the summatxon is carried out over the n different porous materials 
of the horizontal slice of thickness, Ah.. 

J 

From equation (10) the discharge associated with the slice of thick- 
ness Ah. is found to be 

• gAH„ 1/2    Ah, 

i^l  )} 

(11) 

and by adding the contributions from all horizontal slices of the trape- 
zoidal breakwater one obtains 
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1/2 
gAHT ^ ,       Ah, 

Q = ,AQ  . {—L}    K  ? (    6        iyT -^>    • (12) 

3 r 3  ^rV> 
n r 

Thus, requiring that the discharges per unit length given by equa- 
tions (7) and Q.2) be identical, the width., I  ,   of the equivalent rectangu- 
lar hreakwater is 

Ah. -2 AH. 

•*e-fM  8     172 "T^  ^  • (13) 

This equation shows that the width, of the equivalent breakwater may 
he determined from knowledge of the configuration of the trapezoidal, 
multilayered breakwater and the corresponding head differences, AH and 
AHT. 

e 

As described in the previous, section the equivalent breakwater is sub- 
ject to an equivalent incident wave of amplitude a^ given by equation (1). 
A simplified analysis of the interaction of incident waves and a rectangular 
homogeneous breakwater of small width, relative to the length of the incident 
waves was presented in (II.). This simplified analysis   essentially 
neglected unsteady effects and any phase difference between the incident, 
reflected, and transmitted waves. The runup on the seaward slope of the 
hydraulically equivalent rectangular breakwater is taken as a representa- 
tive value of the head difference, AHg,  across the equivalent breakwater. 
With this assumption, which, neglects the influence of a transmitted wave 
of small amplitude, one obtains 

AHe = (1 + Rlr) ar = (1 + Rrl) Rx a±       , (14) 

in which RJJ- is the reflection coefficient of the equivalent breakwater, 
determined by the procedures developed in (II). 

The value of the head difference across the trapezoidal breakwater, 
AH , is in accordance with the argument presented for the equivalent 
rectangular breakwater taken as the runup on the seaward slope of the 
trapezoidal breakwater. This runup may in principle be determined by the 
procedure developed in (I). However, there is reason to believe that such 
an estimate, which would correspond to an impermeable slope, would be some- 
what on the high side.  In general one may, however, take 

A!^ = 2Uu a±       , (15) 

where R is the best estimate available for the ratio of the runup to the 
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incident wave height H. = 2a, for given slope characteristics. If R is 
taken aa determined from Figffre 3 in (I) the estimate of AIL is expected 
to he conservative. 

Equations (14) and (15) show that the ratio 

__ = —__—  , (16) 

is a function of the reflection coefficient, R , of the equivalent break- 
water.  Since this reflection coefficient cannot be determined until the 
width, of the equivalent breakwater, &e, is known one is faced with a ted- 
ious iterative procedure. However, in most cases a sufficiently accurate 
estimate of RJJ- may be obtained by assuming initially that AHe/AHT is unity 
and use this estimate along with the best estimate of R to obtain a new 
value of AH /AIL, from equation (16). 

To evaluate Equation (13) the i. 
various layers must be known. Since Bn in general is unknown the use of 
empirical relationship suggested in (II, eq. 40) is necessary. This re- 
lationship 

e-fo^i (17) 
n 

is strongly dependent on the value of the porosity, n, which must be 
assumed.  Since this empirical relationship is valid only for natural 
stones, in fact it is established for sands, its use is limited to rubble- 
mound breakwaters. The empirical, dimensionless constant 60 is a function 
of stone shape, etc., and B0 = 2.7, as suggested in (II) seems to be a 
reasonable value. Since equation (13) depends on the relative value of 
gn/6r the value of 0O is immaterial so long as it may be assumed the same 
for all layers. 

Computation of Transmission and Reflection Coeffecients for Trapezoidal, 
Multilayered Breakwaters 

To apply the approximate method outlined in the preceeding sections it 
is assumed that the incident wave characteristics are known, i.e., 
H. = 2a., h , T or L are given.  The procedure is therefore 

a.  Determination of the External Dissipation.  The first step is to esti- 
mate the external energy dissipation on the seaward slope using the 
procedure developed in (I).  To perform this analysis the necessary in- 
formation, in addition to the incident wave characteristics, is 

Surface Roughness = dT ; Seaward Slope = tanB (18) 
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This Information is sufficient for carrying out the procedure developed 
in (I) for the determination of the reflection coefficient of impermeable 
rough, slopes, Rj.  Since the rate of energy dissipation on a rough imperm- 
able slope is related to its reflection coefficient this step in the analy- 
sis may be viewed as an approximate evaluation of the energy dissipation on 
the seaward slope of a trapezoidal, multilayered breakwater. 

The empirical relationships for the frictional effects established in 
(I) are valid only for slopes whose roughness is adequately modeled by 
gravel, i.e., natural stones, which, is reflected in the previously stated 
assumption, (c)• 

b. Determination of the Internal Dissipation.  Having determined the energy 
dissipation on the seaward slope, the remaining wave energy is equivalent 
to an equivalent incident wave of amplitude aj given by equation (1). The 
partition of the remaining energy among reflected, transmitted and intern- 
ally dissipated energy is estimated from the procedures developed in (II). 
To perform this analysis the hydraulically equivalent breakwater is deter- 
mined as outlined in the previous section. The information necessary for 
the determination of the hydraulically equivalent rectangular, homogeneous 
breakwater is 

Breakwater Geometry; 

Material Properties (including porosity); (19) 

Runup on trapezoidal breakwater. 

The use of equation (17) to estimate the hydraulic characteristics of 
a porous material reduces the necessary information to generally available 
quantities except for the porosity and the runup on the seaward slope in 
order for equation (13) to be evaluated. Use of n » 0.4 seems reasonable 
in conjunction with AH /AIL, = 1 for preliminary calculations. 

With, these assumptions the equivalent breakwater is readily determined 
and the explicit procedure developed in (II) may be used to obtain an 
estimate of the partition of the remaining energy among reflected, trans- 
mitted and internally dissipated energy, i.e., the reflection and trans- 
mission coefficients RJJ and TJJ, respectively, of the equivalent break- 
water may be obtained. 

c. Determination of the Transmission and Reflection Coefficient 
of Trapezoidal, Multilayered Breakwaters. From the results ohtained in 

steps a and b it is now possible to estimate the transmission and reflection 
coefficient of a trapezoidal, multilayered breakwater since the external 
as well as the internal energy dissipation has been accounted for. From 
the description of the procedure given previously it follows that the 
transmitted and reflected wave amplitudes, |a | and |a [, are given by 

|at| - TIA = TIIRia1 (2) 
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K\ - Rnaf RiRuai • C3) 

The transmission coefficient, T, and reflection coefficient, R, are there- 
fore obtained from 

T - ~m TiA C4) 

and     i  i 
|a | 

R = —— = RTRTT . C5) 
a.,    I II 

Comparison Between Predicted and Observed Transmission and Reflection 
Coefficients of a Trapezoidal, Multilayered Breakwater 

The preceding section has illustrated the use of the approximate 
method for the determination of transmission and reflection coefficients 
of trapezoidal, multilayered breakwaters. This procedure was followed 
choosing values of the incident wave characteristics and breakwater char- 
acteristics corresponding to the laboratory experiments performed by 
Sollitt and Cross (1972), and the predictions may therefore be compared 
directly with, the experimentally observed values of the transmission and 
reflection coefficients given by Sollitt and Cross (1972, App. G). This 
comparison between predicted and observed transmission and reflection co- 
efficients is shown in Figure 3, where the values of T and R are plotted 
against the. incident wave steepness, H^/L, corresponding to a value of 
h /L = 1/12, i.e., relatively long waves as assumed throughout this paper. 

From the comparison presented in Figure 3 the predicted reflection 
coefficients are in excellent agreement with the observed reflection co- 
efficients for lower values of the incident wave steepness. For larger 
values of the incident wave steepness the predicted reflection coefficient 
is seen to increase slightly whereas the observed reflection coefficients 
exhibit a decreasing trend with increasing wave steepness. As discussed 
by Madsen and White (1975 and 1976b) this trend of the experimental reflec- 
tion coefficients is generally observed and may be partly due to experi- 
mental errors in the determination of the reflection coefficient. This 
was discussed briefly in (I) and la detail in Madsen and White (1975 and 
1976b). 

The transmission coefficients predicted based on the assumption 
AHe/AHij = 1 are seen to be lower than the experimentally obtained values. 
This, of course, is the expected type of discrepancy since the runup on the 
seaward slope of the trapezoidal breakwater is almost certain to exceed the 
runup on the equivalent rectangular breakwater. Adopting the theoretical 
value of the runup, Ry, on the trapezoidal breakwater predicted by the pro- 

cedure developed In (I)  is expected to give transmission coefficients 
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slightly on the high side.  This anticipated behavior is not exhibited by 
the predicted transmission coefficients plotted in Figure 3.  In fact, the 
agreement between observed and predicted transmission coefficients is ex- 
cellent. 

A slightly different estimate of the runup on the seaward slope of a 
trapezoidal breakwater may be obtained by adopting, for example, the re- 
sults obtained by Jackson (3.968) s  whD reported values of K^ approximately 
equal to unity for test conditions similar to those of Sollitt and Cross 
0-972).  In the present case this value of Ru would result in a slightly 
lower prediction of the transmission, coefficient than the prediction 
indicated by the full line in Figure 3. 

The procedure developed here for the prediction of transmission and 
reflection coefficients of a trapezoidal, multilayered breakwater did not 
rely on the experimental data shown in Figure 3 to obtain a "good fit." 
The overall comparison between predicted and observed transmission and 
reflection coefficients, which is analogous to the comparison given by 
Sollitt and Cross (1972, Fig. 4-14), must therefore be considered very good. 

Summary and Conclusions 

This paper presents the synthesis of the results of an analytical 
study of the reflection and transmission characteristics of porous rubble- 
mound breakwaters. An attempt was made at making the procedures entirely 
self-contained by introducing empirical relationships for the hydraulic 
characteristics of the porous material (II) and by establishing experi- 
mentally an empirical relationship for the friction factor that expresses 
energy dissipation on the seaward slope of a breakwater, (I). 

The results are presented in graphical form and require no use of 
computers, although the entire approach could be programmed.  The proced- 
ures were developed in such a manner that the information required to carry 
out the computations can be expected to be available. Thus, for a trape- 
zoidal, multilayered breakwater subject to normally incident, relatively 
long waves the information required is: 

(a) Breakwater configuration: breakwater geometry and stone size and 
porosity of the breakwater materials 

(b) Incident wave characteristics: wave amplitude, period, and water 
dep th. 

Only the porosity of the breakwater materials may be hard to come by. 
It is recommended that the sensitivity of the results to the estimate of 
the porosity, n, he investigated. 

The hydraulic flow resistance in the porous medium is expressed by a 
Dupuit-Forchheimer relationship and empirical formulas are adopted. The 
investigation shows that reasonably accurate results are obtained by taking 
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= 2.7 
° C20) 

ct    = 115Q o 

in equation (40) of (II). To estimate reflection and transmission char- 
acteristics of a prototype structure only the value of 0O needs to be known, 
lor laboratory experiments the value of tb_e ratio, a0/60 is important in 
assessing the influence of scale effects.  In a laboratory setup it is 
possible to determine the best values of a0 and 60 from the simple experi- 
mental procedure used by Keulegan (1973). Thus, it was found that the 
porous materials tested by Sollitt and Cross (1972) showed a value of 
aQ = 2,700, a better value than that given by equation (20). However, the 
important thing to note is. that the analysis carried out in (II) presents 
a method for assessing the severity of scale effects in hydraulic models of 
porous structures. The empirical relationships for the flow resistance of 
porous materials have been demonstrated to be fairly good for porous mater- 
ials consisting of gravel-size stones, diameter less than 2 inches (5 centi- 
meters) , which is a considerable extension of the conditions from which 
they were derived (sand-size). The use of the formulas for rubble-mound 
breakwaters is, however, a further extension and caution is recommended. 

The energy dissipation on a rough, impermeable slope was investigated 
in (I). The experimental investigation revealed the need for an accurate 
method for the determination of reflection coefficients from experimental 
data. The simple procedure of seeking out the locations where the wave 
amplitudes are maximum and minimum, respectively, may lead to reflection 
coefficients which are much too low, unless the recorded surface elevation 
is analyzed and only the amplitude of the first harmonic motion is used to 
determine the reflection coefficient. Accurately determined reflection co- 
efficients for slopes with roughness elements consisting of gravel led to an 
empirical determination of the friction factor (I, eqs.32 and 34) ex- 
pressing the energy dissipation on a rough slope due to bottom friction. 
Adopting this empirical relationship a procedure for estimating the reflec- 
tion coefficient of rough impermeable slopes was developed. This procedure 
was quite accurate in reproducing the experimentally obtained reflection 
coefficients in a separate set of experiments. The procedure for the 
determination of the reflection coefficient of rough impermeable slopes is 
limited to slopes having roughness elements consisting of natural stones. 
To make the procedure generally applicable, empirical relationships for the 
friction factor should be determined for slopes whose roughness elements 
consist of models of concrete armor units. 

The synthesis of the investigation presented in this paper, is the 
development of an approximate procedure for the prediction of the reflec- 
tion and transmission characterisitcs of trapezoidal, multilayered break- 
waters. This procedure is entirely self-contained and yields excellent 
results when compared with the. model scale experimental results obtained 
by Sollitt and Cross (1972). 
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It is emphasized that the analytical model for the reflection and 
transmission characteristics of trapezoidal, multilayered breakwaters 
developed here needs further verification hefore it can be used with- com- 
plete confidence. However, the good agreement between predictions and 
observations exhibited in Figure 3 is encouraging and does indicate that a 
simple analytical model which may be used for preliminary design of rubble- 
mound breakwaters has been developed. 

To improve the physical realism of the approximate model for the inter- 
action of waves and porous structures a more accurate description of the 
flow over the sloping seaward face of the porous breakwater should be 
developed. Development of such an analytical model is presently being 
pursued and should lead to improved results, in particular, in the predic- 
tion of runup on the permeable seaward slope.  In addition an experimental 
investigation is called for to resolve the problem of whether or not the 
discrepancy between predicted and observed reflection coefficients, ex- 
hibited in Figure 3, is due mainly to experimental errors. 
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CHAPTER 154 

QUAY WALL WITH WAVE ABSORBER "IGLOO" 

Naofumi Shiraishi,* Robert Q. Palmer,** Hiroshi Okamoto*** 

ABSTRACT 

This report summarizes the results of the research on a gravity type quay wall com- 

prising several layers of concrete blocks with a special shape called "Igloo" as shown in 

Photograph— 1. 

INTRODUCTION 

The recent trend for higher utilization of the basin in the ports and harbors by using 

the vertical wall as the facilities for berthing and cargo handling presents extreme difficulties 

for securing the calmness within the ports as the vertical wall would keep on reflecting the 

invading waves and increase the wave energy. Much research has been conducted on the 

vertical wave absorbing structure in Japan in recent years. 

Research has proved that a 

vertical wave dissipating structure 

had an optimum wall depth which 

absorbs waves most effectively in 

accordance with the incident wave 

period.' This report is an artcle 

on the gravity type structure which 

is contrived to actual application 

with the best wave dissipating 

effect, and is made of concrete 

blocks. 

Our first step is to conduct a 

two dimensional model test look 

into the relationship between inci- Photograph-1 

*   Dr. Eng., Senior Managing Director, Nippon Tetrapod Co., Ltd. 
**   President, Tribars Incorporated 

:*     Engineer, Development Section, Nippon Tetrapod Co., Ltd. 
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dent wave period and dissipating effect, and 

then to conduct a three dimensional model 

test where we will investigate how the vertical 

wave dissipating structure  calms the basin. 

WAVE DISSIPATING PRINCIPLES OF 

IGLOO SYSTEM 

The principles of the Igloo wave dis- 

sipating system are shown on the illustra- 

tions (Fig-1) and are summarized as follows: 

The horizontal plate converts the vertical 

wave movement into the horizontal flow, 

then induces the water to enter the block 

which rotates the water inside cylindrical 

chambers and ruduces the energy through the 

friction with the wall surface through the 

forced diversion and merging of the flows. 

Further in detail, the column shaped 

front wall lets the waves into the block smo- 

othly, hardly reflecting the waves. The hori- 

zontal plate converts the vertical movement 

of the waves (the circular movement, to be 

more precise) into a horizontal flow. In phys- 

ical terms, the potential wave energy is 

converted to kinetic energy. The converted 

water causes friction alongiside the wall sur- 

face in the block chambers and diverts and 

merges as it rotates, thus losing the energy. 

The loss ratio of water energy that flows in a 

void encountering resistance is the subject of 

studies in various universities. It has been 

found that the ratio is proportionate to 2nd 

or 3rd power of the velocity. That is, the 

more distance the water flows at a faster 

velocity, the more energy is lost. 

Igloo system is contrived for the water to 

flow the longer distance at the faster speed. 

When the Igloos one piled together, the 

chambers formed by these blocks take a cir- 

cular shape with a narrow entrance and a 

wider   inside.   Thus   shaped   blocks  impart 

Fig-l 
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faster velocity to the mass of water and induce the water into the chambers. The water 

advances directly into the innermost part of the chamber and then separates into two, and 

rotates alongside the walls. When the water rotates, the distance of the water flow increases. 

Even though the chamber space may be limited, the water revolves within the chambers at a 

high velocity and the energy thus lost is quite big. 

As the phase between the water level in front of the seawall and that of the chambers 

is quite different, the water level in front of the seawall lowers, causing energy loss when the 

water is discharged from the chambers. 

TWO DIMENSIONAL MODEL TEST 

The model tests of this structure were carried out in the laboratory to investigate the 

hydraulic properties. 

1. Test Facilities 

Two dimensional wave channel with a wind tunnel owned by the Hydraulic Research 

Center of Nippon Tetrapod Co., Ltd. was used. 

Dimensions of the channel: 

Length 49.0m, Height 1.0m, Width,1.0m (50cmx2) 

Wave generator 

Flap type (hydraulic system, irregular waves) 

Wave night: 25 cm Max 

Period: 0.6~3.0sec 

Blower: Suction type, propeller system (Wind volume, 600 m /min.) 

2. Test Model 

We used a mortar-made 1:25 scale model of Igloo blocks and its specific weight was 2.3 

ton/m , which is the same weight of actual Igloo blocks. The model is 15.2~26.0 cm in 

depth, 12 cm in width and 4.4~6.8 cm in height; their actual block size is 3.8-6.5 m in 
depth, 3.0 m in width and 1.1 —1.7 m in height. 

3. Test Method 

(1) The wave measuring method: 

The reflection coefficient is measured by the method provided by Healy, and the 

variation of the water level is checked by a volmetric wave meter. The change in the 

electric volume caused by the change in the water level is converted into an electric 

current, amplified by an amplifier and recorded by an oscillograph. 

(2) Wave generation method: 

Sinosoidal waves made by the function generator send the wave to the wave making 

control device, which generates regular waves with the required periods and heights. 
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4. Test Conditions 

The cross section of the tests is shown in Fig-2. Test conditions are shown in Table-1. 

5. Test Results 

Non-dimensional factors affecting Igloo's wave dissipation include B/L: the ratio of 
wall depth against wave length, hc/H: the ratio of Igloo crown height above still water level 
against wave height, i: bottom slope, h/L: relative water depth, h/H: the ratio of wave height 

against water depth, H/L; wave steepness and others. 
If the design conditions are limited to h/H>2,3<T<10 sec, 0.3<H<2 (m) in case of 

actual application, influence of non- 
dimensional factors such as h/L, H/L, 
and others are not so great. Out test 
condition is always set at i=l/30. The 
remaining non-dimensional factors such 
as B/L and hc/H will play an important 
role. Therefore we summarized the test 
results concerning reflection coefficient 
KR which is shown in Fig-3 (a)~(e) 
with B/L on the horizontal axis of cor- 
dinates and with hc/H as a parameter. 

The   following   were   made   clear. 
(1)   In   all  tests,  wave  dissipating 

Fig -2..     Test   Cross  Section 
I 
t                  _B'      ....     ..! 

1 1 
In-situconcrere       k 

h\ 
- TZi^^A 

'- 

i               i Sockfii ling 

s?r 

ri^rj 
ditto 

1            ditto                  1 

Bottom slob block   . 

Table - 1         T est  Cond i t ions 

B  (B'l 
(cm) 

h 
(cm) 

T 
(sec) 

Lo 
(cm) Vi (cm) .Vm) hC(cm) 

B/L /H 
he/ 
/H "A. 

15.2  I 13.6) 

1 6.0 
—  22.0 

o. a 
—  2,4 • 

IOO 
— 900 

0 018 
— 0.220 

0.055 
— Q.242 

63 
— 349 

2.0 
— 6.0 

2.0 
— 8.0 

0.039 
— 0.164 

2.67 

— 1 1.0 

0.5 

— 4.0 

0.006 

— 0.072 

1 8.0 { 16.4 ) 
0.047 
— 0.1 96 

2 2.0 120. 4 ) 
0.058 
— 0.246 

26.0 (24. 4 ) 
0.070 
— 0.294 

34.0 (32.4 ) 
0093 
— 0.390 

List of Notation 

B: Igloo depth 
B : Effective depth of Igloo 
h: Water depth at the toe of the seawall 
T: Wave period 
Lo: Wave length in deep water 
L: Wave length of progressive waves at the toe of seawall 
H: Height of progressive waves at the toe of seawall 
he: Distance from still water level to the crown height of Igloo (i.e, clearance) 
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effect  gives  the  best  result  when 

•   B/L=0.14~0.19. 

(2) Under the condition of hc/H< 

0.5, Igloo's performance is not 

satisfactory. 

The above two conclusions are 

almost enough in designing Igloo 

system. Namely, in compliance 

with the local wave conditions, 

Igloo wall depth B will be set at 

B/L=0.14~0.19. The crown height 

of Igloo should be designed high 

enough to enable berthing and 

cargo handling. It is particularly 

important to set he at hc<'/2H for 

the designed wave height H. 

1 
H<0.5 () 

0.5 S^/H <l .0 ® 
"VH 1.0 • 

3*--o>-.8&! 

1 
(b)    B= 18 0cm 

\ 
W/M<0.5 1) 

05S"VH<I.O ® 
»<VH St.O • 

• ^fek .. 

=r:_j. 

It has been previously indicat- 

ed that the reflection coefficient 
becomes minimized when B/L is 

given a certain value. This is worth 

noting and can be explained as 

follows: 

The extreme example of long 
wave is shown in "Seiche", in 

that the longer the period, the 

bigger the reflection coefficient 

becomes. The water level asends 

and decends very slowly. The 

same can be said for the Igloo 

chambers where the water level 

that ascends and decends req- 

uires exactly the same length of 

time. Regardless of the shape of 

Igloo void, the waves reflect com- 

pletely against the rear wall. 

Conversely, if the incident wave 

period is too short, the reflection 

coefficient becomes larger. Such 

phenomenon can be explained as 

"<<r «r m rmz; 

-B/L- 

Fig—3 Reflection Coefficient of Igloo 
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the responsive characteristics of water surface in the chambers. Depending upon the volume 

and shape of the Igloo void, the water in the void is composed of a responsive system 

with natural frequency. If water movement in front of Igloo system is considered as an 

external force and the frequency of this external force increases extremely, the Igloo system 

can hardly respond to the external force. In other words, despite the violent up-and-down 

motion of the waves in front of the Igloo system, the water in the void is almost tranquil. In 

this case, the waves reflect against the system as if it were a vertical wall. 

Where there is a certain gap between the frequency of the external force and the 

natural frequency of the Igloo, the wave energy is most effectively reduced in the chambers. 

Also, the energy dissipates due to disturbances in front of the wall where two types of waves 

with different phases cause turbulence in order to keep the continuity of water surface. In 

our experiments, scattering waves with extremely short length were observed within the one 

wave length in front of the structures. We have to provide the theory behind this observa- 
tion. 
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THREE DIMENSIONAL MODEL TEST 

1.      Reflection coefficient of incident waves from an oblique direction 

Wave dissipating effect of incident waves from a right angle is obtained in the two 

dimensional test, but that from an oblique direction will be found in the three dimensional 

test. The measuring method of reflection coefficient for the incident waves from an oblique 

direction can be obtained by Hadly's theory. But due to the scattering waves against the 

wave dissipating structure, accurate measurement is difficult. Therefore, we use the indirect 

method to obtain reflection coefficient of incident waves from an oblique direction. 

The calmness in the water basin using various types of center line structure is measured 

by changing boundary conditions (equivalent to reflection coefficients) through a com- 

puter's mathematical simulation method and the results will be compared with the hydraulic 

tests. The reflection coefficient is obtained from the boundary conditions where the two 

results coincide with one another. This is the exact opposite of the common method. 

Although some questions remain as to whether the given boundary conditions are accurate 

and yet reflection coefficient of the structure is correctly reflected. Considering the recent 

improvements made in the accuracy of the mathematical simulation method and the relative 

comparison with traditional vertical walls being the focal point of discussions, this method 

is considered to be reasonable. 

2. Experimental Facilities 

Three dimensional wave tank owned by Hydraulic Research Center of Nippon Tetra- 

pod Co. was used. Fig—4 shows the tank dimensions and a wave generator. 

3. Experimental method and conditions 

Fig-5 shows one of the structure models. The water depth of the wave generator is 56 

cm and that of the structure is 16 cm. And the slope is three to one. Small gravel and film 

wastes are placed around the side walls of the tank in order to avert reflection waves from 

the side walls. 

The vertical wall model is made of 

mortar. The Igloo model is made of hard 

rubber 6 cm in width, 2.8 cm in height, 

9.0 cm in depth, which is equivalent to 

1:50 scale model. The regular waves in 

this experiment are 2.0 cm in height, 

0.71 sec and 1.13 sec in period at the 

place where the water depth is 56 cm. 
Fig—6 shows the center line of the 

model and Table-2 shows test condi- 
tions. 
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The wave height in front of the structure are measured by a capacitance probe type 

wave meter placed under a movable platform across the tank. This meter reads wave height 

at the points distributed with 20 cm intervals length-wise and cross-wise. 

4.     Results 

Some cases are shown in Fig-7 through 9. Fig—7(a) (b) show the waves at a 45° angle 

on the center line of the structure. Vertical wall produced a net-like wave pattern in the 

basin because the crests of incident waves and reflected waves mix with one another. Ampli- 

tude at this point is two times that of incident wave height and more than two times at the 

wall. Those points of intersection run along the model front with the waves. Crests at even 
interval seem to run along the wall. Actual crest speed will be 5m/sec~ lOm/sec with waves of 

10 sec in period at 45° angle. These waves cause overtopping, exert an unfavarable influence 

upon ships. 
Igloo will absorb most of the crests of reflection waves. Crests of the incident waves 

run along the Igloo wall, when water level in the chambers rises shortly afterwards causing 

chain reaction in the adjacent chamber. Eddies and turbulences arisen will then diminish 

the wave energy. Photograph—2 shows the wave conditions of the Igloo wall. 

Fig-8(a), (b) show an experiment concerning the waves on V-shaped center line. The 

effect of the Igloo wall will be more distinct than that of a straight center line. Vertical wall 

will produce the standing waves from the three direction such as incident waves and reflec- 

Fin -5      Test Model 
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ted waves from two different 
directions. In this experiment, 
wave amplitude is five times 
more than the incident wave 
height where amplitude is hi- 
ghest. Amplitude in the Igloo 
wall will be only twice that of 
the incident wave on the same 
spot. Photograph—3 shows the 
wave manners on the vertical 
wall and Igloo wall. 
Photograph—4 shows the wa- 
ves in the basin between the 
two wharfs. In the case of 
conventional vertical wall, a 
net-like wave pattern is seen in 
the basin. The pyramidal waves 
at the intersections of the 
net becomes several times 
higher than the incident waves. 
Excessive overtopping is observ- 
ed at a quay wall. On the 
otherhand, in the case of Igloo 
wall, results of the test showed 
that waves in the basin pres- 
ented the simular appearance to 
those of the incoming waves 
as though there were no struc- 
ture. 

Fig—9(a), (b) show the ex- 
periment of a port model. 
Vertical wall in the innermost 
part of the ports shows the 
same wave height as those of 
incident wave. But through the 
proper placement of a wave 
absorbing structure, reflection 
waves in the port decrease. In 
coming waves from the open 
sea diffract into the port, but 
wave heights in the innermost 
part of the port becomes 
smaller. 
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5.     Comparison with a Mathematical Simulation Model 

Wave height distribution of the basin can be obtained by the mathematical model 

using the same conditions as the physical model. Experimental results of each mathematical 

model using various boundary conditions with the same reflection coefficient as the struc- 

ture can be compared with the experimental results of the physical model to find out the 

values of boundary conditions where two results coincide most closely. This is the method 

to identify the reflection coefficient of oblique incident waves. The mathematical model 

does not include the nonlinear wave effect, while the physical model does. So that ampli- 

tude of the mathematical model should be modified accordingly. 

Tajbakhsh and Keller's three dimensional approximation formula shows the standing 

wave as follows: 

T)'= [ 1 + "25g   (9coo   +6ui0    -15 + 8w0
4) ] cosx 

+-5-e  ("o2 +3wo6)cos2x 

+ 2jg-£2 (9uo12 +6600^  +30wo"4 -16 + coo"4 +2u0
8 ) cos3* 

£ = ka 

"o = gk tank kh 

k = 2*/L 

v' = a1 n 
a :   amplitude of standing waves in deep water • 

r) :   crest height at a certain water depth 

Photograph-2 
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Fig-8(c), (d) show the experimental results of the mathematical model and they can 

be 'compared with those of the physical model. Given an incident wave angle of 45°, the 

values of the physical model coincided closely with those of the mathematical model in 

which boundary conditions are 30% of reflection coefficient. 

Fig-10 shows the reflection coefficients aquired by comparing the physical model 

with the mathematical model concerning many incident angles. The tests proved that 

reflection coefficient of Igloo hardly varied according to incident angles. 

Fig-9(c), (d) show the mathematical model tests conducted under proper boundary 

conditions. These results coincide with one another so that the mathematical model is 

considered to be a useful method in estimating the wave height distributing in a port. It will 

be effectively used in the layout of a port including wave absorbing structures. 

Photograph -3 
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CONCLUSIONS 

1. The wave dissipating characteristics of Igloo are shown in Fig-3. The best results are 

obtained at B/L=0.14-0.19. 

2. The reflection coefficient at B/L=0.14~0.19 showing the minimum value can be ex- 

plained in the responsive characteristics of Igloo system. 

3. We confirmed by the three dimensional model test that Igloo helped improve calmness 

of a port. 

4. Through the use of mathematical simulation model with the proper boundary con- 

ditions, the wave height distribution chart in the port was compared to that of the physical 

model. Then, we confirmed that the two results coincided with one another. 

5. Fig—10 shows the summarized reflection coefficient values from the physical and 

mathematical model tests for oblique incident waves. The reflection coefficient of oblique 

incident waves does not vary according to the angle of incident waves. 
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Figures in the graph 
show ^Ho.the ratio of measured 
wave height against deep water 
wave height. 

0 50 100 200Cm 

Experimental  wave  condition 

Case No. Center line 
angle 

Wave 
period 

Incident 
Wave height 

• 45° 
Model 

sec 
T=0.7I 

en- 
Ho = 2.0 

Proto 
sec 

T~5.0 
rr 

Ho=IO 

Fig-7 (a)      Three dimensional   model   test  (Physical  model) 
(In the case of vertical   wall) 

Figures  in the graph 
show tyUnt the ratio of measured 
wave height against deep water 
wqve  height. 
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Fig- 8(a)     Three  dimensional   model  test  (Physical  model) 
(In the  case of  vertical  wall ) 

Figures in the graph show -^fio, the ratio of measured wave height against deep water wqve height. 
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Fig- 8(c)       Three    dimensional   model   test      { mathematical   model ) 

In   the   case   of   vertical   wall     ( KR-0.9) 

Figures  in the flraph show H/H0.   the  ratio of  calculated wave height 
against deepwater wave height. 
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Fig-9lo) 

Three dimensional model test 
(Physical  model ) 

Figures  in the graph 
show ^Ho.the ratio of measured 
wave height against deep water 
wave  height. 

A~G   are all conventional 
vertical walls. 

Graph scale 

ixperimental  wave  condition 
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Fig-  9 (b) 

Three dimensionoi model  test 
( Physical  model) 
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ratio of measured wave  height 
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Fig -9(c)       Three di mensional  model   test   (mathematical   model) 

Figures in the graph show %( 

the ratio of calculated wave heig 
against deepwater wave  height. 

Centerline  A~G ore all 
vertical   wal Is.   ( KR = 0.9 ) 

Graph scale 
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APPLICATION 

Igloo walls have been actually constructed 

and are going to be installed in several ports. 

Examples are given to show a standard type 

cross-section. 

(a)     As a revetment for a rectaimed land in a 

port (Fig-11) 

Waves from the outer sea do not directly 

invate into the port. This wave dissipating 

structure is designed against the waves of short 

period and of high frequency as they are un- 

desirable for navigation. Igloo wall was less 

expensive than the inclined armour block struc- 

tures such as Tetrapod and Doloss. 

(b)     As a revetment for a pier (Fig-12) 

Out of many sectional profiles of deep- 

water mooring facility, pier structure was 

selected. And Igloo was planned as revetment 

for the pier to keep calm the port. 

(c)     Igloo wall on sheet piles (Fig-13) 

We could use a dry method in construct- 

ing mooring facilities in a port which is 

expanded into the land. And Igloo wall was 

constructed on the sheet-piles as a quay wall 

because of its advantages in economics and 
construction work. 

(d)    Igloo wall in front of an existing quay 

wall (Fig-14) 

The old sheet-piles quay wall was re- 

constructed by placing Igloo in front of the 

existing quay wall on the excavated ground 

making the water depth from 3 to 3.5m. This 

wall also helped calm the port. An extra safety 

measure was taken by providing a provisional 

sheet-pile in front of the existing sheet-pile 

wall during the construction period. 

-=dfe,l-- 

Po 1, Igloo  Seawall   Standard Cross   Section 

+ 5,02 
in:s.tu concrete _ 

*      1~ •k 1 

°°°      TCL4Q 
_ $___2  

1111 
JoiH.ll 

_|       ..»       |J 
,,• i   .*«__.._;       \.        x 

Fig-13 Shiogatra Port, \tertical Wove Absorbing Wall Standard Cross Section 

13.00 

'•-'•~-•~J£L~-•- 
6 IO 

'        sTU     " 

1         •>•»     0 

^^jgffcjgsaKgg 4  LWi.ooo ^te-fc-'1*-! 

^^rjfS^W" 
—          iL 



2696 COASTAL ENGINEERING-1976 

(e) As a revetment for a fishing area (Fig-15) 

Igloo wall was planned in front of the 

existing breakwater made of concrete caisson 

with three fold objectives: preventing over- 

topping and reflection waves and providing 

a fishing area for the comunity people. 

The Igloo wall seemed to become com- 

fortable dwellings for small fish, as other 

type of wave absorbing structures such as 

Tetrapod and Doloss. But the latters are not 
suitable for fishing. 

(f) As a wave absorber for bay with narrow 

entrance or for lake (Fig-16) 

Igloo wall is planned as a wave absorbing 

breakwater because wind waves produced in 

the lake are less 1,5m in height and reflection 

waves from breakwater are harmful to fishing 

and fish culture. 

(g) As a revetment for a waterway to prevent 

reflection waves (Fig-17) 

As the port entrance is narrow and a 

number of ships pass this waterway, Igloo wall 

was constructed because it could dissipate 

invading waves from the outer sea as well as 

waves from navigating ships. The wall harmo- 

niously matched with the aesthetics of nearby 
beach. 

Photograph- 5 



CHAPTER 155 

Slit-type Breakwater; 
Box-type Wave Absorber 

by 

Shoshichiro Nagai* and Shohachi Kakuno** 

ABSTRACT 

A box-type wave absorber, which is composed of a perforated verti- 
cal front-wall and a perforated, horizontal bottom-wall, has been proved 
by a number of experiments to show lower coefficients of reflection and 
more distinguished reduction of wave pressures than the perforated ver- 
tical-wall breakwater. 

A breakwater of composite-type, which is 1500 m long and to be 
built at a water depth of 10 to 11 m below the Datum Line in the Port of 
Osaka, is being designed to set this new type of wave absorber in the 
concrete caissons of the vertical-walls which is named "a slit-type 
breakwater". The typical cross-section of the breakwater and the advan- 
tages of the slit-type breakwater are presented herein. 

INTRODUCTION 

Since the papers of a perforated vertical wall breakwater were 
published by Jarlan (1961)1 and Boivin (1964)2 on the Dock and Harbour 
Authority, some papers on the perforated breakwater and quay-wall have 
been published in Britain-^ and Japan^. 

However, the physical principles in the wave attenuation of the 
perforated vertical breakwater has not been made clear, therefore, deci- 
sive relationships between the characteristics of incoming waves and the 
optimum width of the chamber have not been obtained. 

EXPERIMENTAL EQUIPMENT AND PROCEDURES 

All experiments concerning the bazic studies of the box-type wave 
absorber and the comparisons of reflection coefficient between the box- 
type wave absorber and the perforated vertical wall breakwater were 

* Professor of Hydraulic Engineering, Faculty of Engineering, 
Osaka City University, Osaka, Japan. 

** Research Associate of Hydraulic Engineering, Faculty of 
Engineering, Osaka City University, Osaka, Japan. 
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carried out on a model-to-prototype scale of 1/25 in a 50 m-long wave 
channel of 1 m-width and 1.65 m-height with one side of glass wall at 
the Harbour and Coastal Engineering Laboratory of Osaka City University. 

The height of an incident wave, Hj, and those of composite waves. 
He, generated in front of the box-type wave absorbers and the perforated 
vertical wall breakwaters were measured by visual observation through 
the glass wall and by wave-recorders.  The reflection coefficients were 
calculated by means of the expression KR = ( Hc - Hi )/Hj.  Each test 
was repeated several times to make sure of the results. The fluctua- 
tions of the water level inside the chamber were measured by two wave- 
gauges and the horizontal and vertical velocities of water particles at 
the perforations ( circular holes of 6 cm-diameter ) were measured by 
current-meters of photo-transister-type. 

The depth of water was constant 94 cm in most of the experiments in 
the 50 m-long wave channel, and only when the effects of the water depth 
and the water level on the reflection coefficient of the composite waves 
were investigated, the water depth was changed h = 59 cm, 72 cm, 78 cm, 
86 cm, 94 cm, and 102 cm.  Two groups of Hj = 3 cm to 6 cm and Hj = 10 
cm to 14 cm were used for the incident wave height, but the period of 
the incident wave was widely changed Tj = 0.8 sec, 1.0.sec, 1.2 sec, 1.4 
sec, 1.6 sec, 1.8 sec, 2.0 sec, 2.2 sec and 2.4 sec. 

The width of the 1/25-model of box-type 
changed from 16 cm to 80 cm, shown in Fig. 1, 
the height of the models were constant 24 cm 
had two rows of the perforations as shown in 

//// sss/s///// ///////sy. 
l :  CHAMBER WIDTH 

\ : VOID RATIO OF FRONT SCREEN 

X : VOID RATIO OF BOTTOH HALL 

X : VOID RATIO OF TOP WALL 

h : HATER DEPTH 

MODEL I *- X. X. 
MODEL 1 16 cm 0.24 0.29 0.29 

MOOEL 2 22 cm 0.22 0.26 0.26 

MODEL 2-1 22 cm 0.22 0.17 0.26 

MODEL 3 30 cm 0.22 0.25 0.25 

MODEL 3-1 30 cm 0.22 0.17 0.25 

MODEL 4 40 cm 0.Z6 0.26 0.26 

MODEL 4-T 40 cm 0.26 0.13 0.26 

MOOEL 5 54 cm 0.22 0.25 0.25 

MODEL 5-1 54 cm 0.22 0.16 0.25 

MOTEL 6 60 cm 0.22 0.25 0.25 

MODEL 6-1 60 cm 0.22 0.1S 0.25 

MOOEL 7 70 cm 0.22 0.26 0.26 

MODEL 7-1 70 cm 0.22 0.13 0.26 

MOOEL 8 80 cm 0.22 0.25 0.25 

MOOEL 8-1 80 en 0.22 0.13 0.25 

Fig. Kinds of box-type wave absorber 
used in the experiments 

wave absorber, 1, was 
In most of the experiments 

and the vertical front-wall 
Fig. 1.  The models of per- 
forated vertical wall break- 
waters and box-type wave 
absorbers were made of 4 
cm-thick plywood, and most 
of the perforations used in 
the experiments were circu- 
lar holes of 6 cm-diameter 
after the tests of the 
effect of the shape on the 
reflection coefficient, KR. 
The void ratio of the per- 
forated vertical front- 
wall, A, and that of the 
perforated bottom-wall, A', 
were widely changed from 
0.00 to 0.47 to investigate 
the effects of A and A' on 
the KR, but in most of the 
experiments A was kept 
nearly constant 0.22, and 
A' i 0.13 or. 0.15 and 0.25, 
as shown in Fig. 1. The 
small void ratios of A' = 
0.13, 0.15 and 0.17 were 
made by closure of the sea- 
ward half of the perforated 
horizontal bottom-wall of 
A" = 0.25 or 0.26. 
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The chamber width of the perforated vertical wall breakwater was 
changed 1 = 30 cm, 40 cm and 80 cm, and the void ratio of the vertical 
wall was kept constant A = 0.23. 

The experiments of the slit-type breakwaters which took advantage 
of the box-type wave absorber have been conducted on a scale of 1/15 in 
a 100 m-long wave channel with a wind blower, 2 m-deep and 1.2 m-wide at 
the laboratory, the one side of the walls of which is made of 2 cm-thick 
glass plate to be able to make visual observation of the waves in front 
of and inside of the breakwater. The wave pressures were measured at 
several points of the perforated front-wall and the vertical solid back- 
wall of the slit-type breakwaters, as shown in Fig. 2, to be compared 
with the wave pressures on the solid vertical wall of the conventional 
composite-type breakwaters, and also the uplift pressures were measured 
at the bottom-wall of the box-type wave absorber.  The widths of the 
box-type wave absorber of the slit-type breakwater, 1, were changed 5.50 
m and 3.75 m in prototype.  The models were made of iron plates.  The 
void ratio of the perforated vertical front-wall was X = 0.22, and that 
of the perforated bottom-wall A' = 0.14. 
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Fig. 2. Location of the wave pressure gauges 

PHYSICAL PRINCIPLE OF WAVE ATTENUATION 

According to the experiments and theory, which have been carried 
out in our laboratory, it may be stated that the wave attenuation in the 
perforated vertical wall breakwater is fundamentally and mainly due to 
the phase difference between the wave motion outside the chamber and the 



2700 COASTAL ENGINEERING-1976 

fluctuations of the water level inside. As the phase difference in- 
creases, larger mass of incoming waves plunge into the chamber as jets 
which dissipate the energy of the waves due to turbulence inside the 
chamber.  Energy loss due to friction created by passage of the jets 
through the perforations may be stated negligible small. Therefore, the 
shape and thickness of the wall of the perforation have few effects on 
the wave attenuation.  But it is naturally important to select an ade- 
quate value of the percentage of the void of the perforated wall. As 
the coefficient of transmission, y^,,  of the perforated vertical wall or 
the perforated front-wall of the box-type absorber approaches to 0.62, 
the coefficient of reflection, KR,' of the composite waves generated in 
front of the perforated vertical wall or the box-shape wave absorber 
decreases toward zero. 

If standing waves predominate in the waves in front of the perfo- 
rated vertical wall, the water particles move only upward and downward 
or toward the sea and the land, reciprocally, but there is no mass 
transport which can create strong jets diffusing into the chamber. 
From the viewpoint of wave dynamics, it is definitively necessary that 
progressive waves are always predominant in front of the perforated 
vertical wall in order to create strong jets diffusing into the chamber. 
For this purpose the extension of the perforated vertical wall to the 
bottom or deeper portion of the water depth should be avoided lest 
standing waves should be predominant in the waves in front of the perfo- 
rated vertical wall, and moreover it becomes much expensive in its con- 
struction cost as the depth of water becomes deep at a given site. 

If a box-shape absorber composed of a perforated vertical front- 
wall and a perforated horizontal bottom-wall is attached near the sea 
surface to the impermeable vertical wall, as shown schematically in Fig. 
1, incoming waves can plunge into the chamber of the box-shape absorber 
as a progressive wave, creating strong jets diffusing through the perfo- 
rations into the chamber. Moreover, if adequate devices are made for 
the perforation of the horizontal bottom-wall of the box-shape absorber, 
the phase of the fluctuations of the water level inside the chamber 
would be possible to be delayed up to about 90° from the wave motion 
outside the chamber. 

The width of the chamber, 1, is also an important factor to reduce 
the reflection coefficient, KR.  When the ratio of 1 to the length of an 
incoming wave, L, that is 1/L, is adequately selected, KR of the compo- 
site waves in front of the perforated vertical wall or the box-shape 
absorber shows the minimum value.  According to the experiment and theo- 
ry, the perforated vertical wall breakwater showed the (KR)min for 1/L 
= 0.18, and the box-type absorber for 1/L = 0.15 to 0.18. 

The large phase difference, the adequate values of YT an<^ 1/L woul<3 
be the fundamentally important factors for the box-type wave absorber. 

The advantages of this wave absorber in the low coefficient of 
reflection and the distinguished attenuation of shock pressures exerted 
by breaking waves have been proved by extensive experiments. 

DIFFERENCES BETWEEN THE BOX-TYPE WAVE ABSORBER 
AND THE PERFORATED VERTICAL WALL BREAKWATER 

Although both progressive waves and partial standing waves are 
generated at the seaward domain of the box-type wave absorbers, the for- 
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mer are always predominant and plunge against the absorbers.  In the box- 
type wave absorbers of Model 8 which has 1 = 80 cm, A = 0.22 and A' = 
0.25 and Model 8-1 which has 1 = 80 cm, X = 0.22 and A' = 0.13, the wave 
motions outside the chamber, the fluctuations of the water levels at the 
sea-side and land-side inside the chamber, the horizontal velocities in 
the circular holes ( middle hole ) of the perforated vertical front-wall 
and the vertical velocities in the circular holes ( landside ) of the 
perforated horizontal bottom-wall were measured for various incident 
waves of Hi i 5 cm to 14 cm and Tj = 1.4 sec to 2.4 sec.  The measured 
values for an incident wave of Ti = 1.8 sec and Hi = 12.9 cm are shown 
in Figs. 3 (a) and (b). Fig. 3 (a) shows the wave motion outside the 
chamber ( thick full line ), the fluctuation of the water level at the 
sea-side ( dotted line ) and that at the land-side ( broken line ), and 
the horizontal velocity of water particle in the circular hole located 
at the middle part of the perforated vertical front-wall ( thin full 
line ).  Fig. 3 (b) shows the vertical velocity of water particle in the 
circular hole located at the land-side in the chamber ( thin full line ). 

According to Fig. 3, it is known that the fluctuation of the water 
level at the sea-side in the chamber of Model 8-1 is delayed to a large 
extent from the wave motion outside the chamber.  The maximum horizontal 
velocity of water particle of the incident wave calculated is (uc)max = 
24 cm/sec, and that passing through the circular hole is estimated 
'u'c)max = (uc)max/0.22 = 109 cm/sec, which is comparable with the 
measured maximum horizontal velocity u'max = 120 cm/sec in Fig. 3 (a). 
The maximum vertical velocity of water particle of the standing wave of 
2H = 20 cm generated on the vertical wall is calculated (vc)max 

= 28 

cm/sec, and that passing through the circular hole of the horizontal 
bottom-wall of Model 8 is estimated (v'c)max = (vc)max/0.25 = 112 cm/sec, 
which is close to the measured vertical velocity in the circular hole at 
the land-side in the chamber, v'max = 120 cm/sec, shown in Fig. 3 (b). 

It is also seen from Figs. 3 (a) and (b) that the maximum horizontal 
velocity measured at Model 8-1 ( A = 0.22 ) is u'max = 130 cm/sec, which 
is larger than u'max 

= 120 cm/sec measured at Model 8 ( A = 0.22 ), and 
the maximum vertical velocity measured at Model 8-1 ( A' = 0.13 ), v'max 
= 80 to 110 cm/sec, is smaller than v'max = 120 cm/sec at Model 8 ( A' 
= 0.25 ).  The fluctuations of the water level at the land-side in the 
chamber at Model 8-1 decrease considerably compared with those at Model 
8. 

These facts indicate that at Model 8-1 which closes the sea-side 
half of the perforated horizontal bottom-wall to make A' = 0.13, the 
wave motion at the loop of the standing wave generated at the vertical 
( non-perforated ) wall is controlled considerably, and this means the 
suppression of the energy of the standing wave at the vertical wall 
which results in the increase of the horizontal velocities of the in- 
coming wave, causing large discharges of the incoming waves plunging 
into the chamber, with strong jets diffusing into the chamber through 
the perforations.  Due to this, the coefficient of reflection, KR, of 
Model 8-1 decreases to 0.20 to 0.34 for larger incident waves of Hi = 
10 cm to 14 cm, and moreover the values of KR are levelled over a wide 
range of wave periods of 1.6 sec to 2.4 sec, as shown in Fig. 4.  These 
characteristics of Model 8-1 would be most desirable advantages for wave 
absorber. 



2702 COASTAL ENGINEERING-1976 

Fig. 3 (a), Horizontal velocities at the perforated 
horizontal front-wall 

Fig. 3 (b). Vertical velocities at the perforated 
horizontal bottom-wall 

Fig. 3. Fluctuations of the water levels inside the chamber and 
the curves of velocities through the circular holes 
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MODEL 

8*       8-1 

A      A 
0      • 

H 

5 

1 

(cm) h  *  94  cm 

EL  8* 

a*-i 

S. =80  cm, 

i=80  cm, 

0.22, 

0.22, 

X =0.25 

X =0.13 — 

-  6 HO 

-   14 

1 
,—8 -i 

-t 
 (__ 

o 
o 

T | t    _ 
'         i 8 A 

o • 

WAVE     PERIOD       T   (sec.) 

Fig. 4. Coefficients of reflection of box-type 
wave absorber Models 8 and 8-1 

In most cases of perforated vertical wall breakwaters, standing 
waves with a loop at the solid vertical wall are generated at the sea- 
side of the perforated walls, therefore the waves do not progress towards 
the breakwaters, and the waves moves upwards somewhat earlier than the 
rising of the water level inside the chamber.  This phase difference is 
considerably smaller than that at the box-type wave absorber described 
above.  The horizontal velocities of water particles passing through the 
circular holes of the perforated vertical wall measured at the experi- 
ments were close to those calculated of standing waves generated at the 
solid vertical wall, and the water particles passed through the perfo- 
rations towards the land and the sea, reciprocally, every a half period 
of the standing wave.  Therefore it was observed that the discharges of 
the mass of the waves flowing into the chamber were smaller than those 
of the box-type wave absorbers, and the jets diffusing the chamber were 
weaker than those of the box-type absorbers.  These facts resulted in 
larger values of KR = 0.42 to 0.46 for incident waves with heights of 
Hj = 12 cm to 14 cm and periods of Tj = 1.6 sec to 2.4 sec in the Model 
80 of perforated vertical wall breakwater which had a chamber width of 
1 = 80 cm. 

Fig. 5 shows the behaviours of the wave motion outside the chamber 
as well as the jet diffusion and strong wave spray inside the chamber 
when an incoming wave with Hj = 13 cm and Tj = 1.8 sec plunged against 
the Model 6-1 of box-type wave absorber which had chamber width of 1 = 
60 cm, \ =  0.22, and A' = 0.15.  Fig. 6 shows the behaviours of the wave 
motion outside the chamber and the standing wave at the vertical wall 
when the same incoming wave as that of Fig. 5 came to the Model 80 of 
perforated vertical wall breakwater. 
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«•••••• 

Fig. 5. Jet diffussion and wave spray in a box-type wave absorber 

Fig. 6. Standing wave outside and inside the wave chamber 
of a perforated vertical wall breakwater 

EFFECT OF THE VOID RATIO OF PERFORATION 
ON THE COEFFICIENT OF REFLECTION 

(1) The void ratio of the perforated front-wall 

The coefficients of reflection, KR, for the periods Tj = 1.4 sec to 
2.4 sec of incident wave are shown in Fig. 7 when the void ratios of the 
perforated vertical front-wall were changed X = 0.12, 0.22, 0.30 and 0.47 
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at Model 8-1 which had the chamber width 1 = 80 cm and the constant void 
ratio of the perforated horizontal bottom-wall of A' =0.13. It is ,seen 
from Fig. 7 that KR are at minimum values of 0.1 to 0.2 and 0.2, respec- 
tively, for X = 0.22 and 0.30. 

h  =  94  cm 
-MODEL   8 

  
i-   80 cm,     K-0 

LEGEND 1- 1 
1 A      O o.ie »     Hj-S-6  cm 
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Fig. 7. Coefficients of reflection of Model 8-1 with variable X 

Fig. 8 shows the values of KR for the different values of X = 0.00, 
0.22, 0.34 and 0.47 at Model 3 which has 1 = 30 cm and the constant value 
of X' =0.25.  It is known that KR also shows minimum values 0.20 to 0.24 
and 0.18 to 0.37, respectively, for X = 0.22 and 0.34. 
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Fig. 8. Coefficients of reflection of Model 3 with variable X 

(2) The void ratio of the perforated bottom-wall 

In order to investigate the effect of the void ratio of perforated 
horizontal bottom-wall on the coefficient of reflection, a large number 
of experiments were carried out by changing the values of the void ratio 
X' = 0.00 to 0.43 at Model 2, 3, 4, 5, 6, 7 and 8 which all had a con- 
stant value of X = 0.22.  The experimental results showed that KR were 
at minimum values of 0.10 to 0.20 for X' = 0.13 to 0.17 where were made 
by closing the sea-side half of the perforated bottom-wall, Figs. 4 and 
9 show the experimental results of two models of Model 8 and Model 3, 
respectively. 
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Fig. 9. Coefficients of reflection of Model 3 with variable A' 

(3) The void ratio of the top-wall 

The experiments showed that the void ratio of the perforated hori- 
zontal top-wall, A", had no effect on the coefficient of reflection if 
the top-wall had sufficient perforations so that it would not consider- 
ably control the upward motion of the water level inside the chamber. 

THEORY 

The perforated front-wall of the box-type wave absorber or the per- 
forated vertical wall of the breakwater is situated at x = 0, shown in 
Fig. 10, and the vertical solid back-wall is located at x = 1 which de- 
fines the width of the wave chamber.  The incident waves incoming in the 
positive x direction normally on the perforated vertical wall are written 

T1 = a sin ( kx (1) 

in which a = wave amplitude, k = wave number = 2TT/L, L = wave length, 
O  = 2TT/T and T = wave period. 

•*7 N 

DOMAIN    Q 

P 

0 

BOTTOM WALL > 
\_     BOX-TYPE. 

WAVE ABSORBER 

DOMAIN  (f) 

//AW// // ««/// 

Fig. 10. Definition sketch 
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If the coefficient of reflection and the coefficient of transmission 
of the perforated vertical front-wall are denoted by YR an^ YT» respec- 
tively, the reflected and transmitted waves of the front-wall are written 

nD = - Y„ ' a sin ( kx + at ) (2) 
and 

nT = YT • a sin ( kx - at ) (3) 

From the law of the conservation of mass the following relation is 
obtained 

YR + YT = 1 (4) 

If r|T is supposed to be totally reflected from the solid back-wall 
at x = 1 without any structure between x = 0 and x = 1, the reflected 
wave nTR is written 

ri  = - YT 
a sin ( kx + at - 2kl ) (5) 

In the cases when the incident waves transmit the box-type wave 
absorber or the perforated vertical wall breakwater, the phase of the 
reflected waves from the back-wall is delayed as if a length Al were 
added to the length 1 by passing through the perforations, and the re- 
flected waves can be given by 

nTR = - yT a sin { kx + at - 2k ( 1 + Al )} (6) 

Then the composite waves generated at the sea-side of the wave 
absorber ( shown as domain (I) in Fig. 10 ) can be given by 

nc - nz + nR + YT • nTR 

= a sin ( kx - at ) - y    a sin ( kx + at ) 
R 

Y 2 a sin { kx + at - 2k ( 1 + Al )} (7) 2 
r 

Eq. 7 can be written 

nc = a /A sin ( at + B1 ), (8) 

in which 

A = YT" + YT
2 _ 2YT

3 cos 2k ( 1 + Al ) + 2 ( cos 2kx + 1 ){ 1 - y 

+ Y„2 cos 2k ( 1 + Al )} + 2Y 2 sin 2k ( 1 + Al ) sin 2kx   (9) 

Eq. 9 can be rewritten 

A = YT" + YT
2 - 2YT + 2 + 2YT

2
 ( 1 - YT ) cos 2k ( 1 + Al ) 

+ 2 [ YT* + YT
2
 - 2YT + 1 + 2YT

2
 ( 1 - YT ) cos 2k (. 1 + Al ) ] V2 

x sin ( 2kx + g ) (10) 

A takes the maximum value at x = xg where the condition of sin ( 2kxg 
+ 32 ) = 1 is satisfied, and then A = AQ is 

AQ = [{ YT" + YT
2 " 2YT + 1 + 2YT

2
 ( 1 - YT ) • cos 2k ( 1 + Al ) }'/2 

+ 1 ]2 
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thus 
/^ - { Y^ + TT

2 - 2yT + 1 + 2yT
2 ( 1 - YT ) cos 2k ( 1 + Al )}1/2 

+ 1 (11) 

The reflection coefficient, K , of the composite waves in the domain 
(j) in Fig. 10 can be obtained by  ' 

KR = 

a/iC0 - 

^0 

= { yT
h + ( i - YT )2 + 2yT ( 1 - YT ) ,  .  cos 2k ( 1 + Al i}1/2 

•T        T (12) 
Fig. 11 shows the relationships between KR and 1/L which are ob- 

tained with the parameters of Al/L and YT = °-77 ( constant ).  It can 
be seen that as the values of Al/L increase from 0 to 7/100, 1/10 and 
1/8, the points where minimum value of KR occurs approach from 1/L = 0.25 
to 0.125.  Fig. 12 shows the relationships between KR and 1/L when the 
values of YT are varied from 0.1 to 0.9 at the constant value of Al/L 
= 1/10.  It is known that as YT increases from 0.1 to 0.6, KR decreases 
to 0 at YT ^ °-62' and on the contrary, KR increases again as YT 

in~ 
creases from 0.62 to 0.90. 

r A1/L=0.000 Tr- 0.77 
j- iJf/L-0.070 

^ \ 

L=0.125 

^ '<S 
s"    - ^ 

* 

RELATIVE  CHAMBER  WIDTH     fl/L 

Fig. 11. Relationships between KR and 1/L with a parameter of Al/L 

RELATIVE CHAMBER WIDTH  t/l 

Fig. 12. Reflection coefficient dependence on YT 
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From Figs. 11 and 12, it is known that since the value of 1/L 
where (%)min occurs decreases as the value of Al/L increases, it may 
be stated that such a wave absorber as can give as large value of Al/L 
as possible would be most favourable. Thus the maximum value of Al/L 
which can be expected as the wave absorber is obtained from the condi- 
tion 

(13) 2k ( 1 + Al ) 

m - zr     for 
Al 
L 

(14) 

It may therefore be concluded that the objectives of the wave ab- 
sorber are 

i. the transmission coefficient yT should approach to 0.62, and 
ii. the value of Al/L should approach to 1/8. 

Fig. 13 shows the values of KR for the various values of 1/L meas- 
ured in Models 30 ( 1 = 30 cm ), 40 ( 1 = 40 cm ) and 80 ( 1 = 80 cm ) 
of perforated vertical wall breakwater ( A = 0.23 = constant ).  The full 
line in Fig. 13 is a theoretical line obtained by Eq. 12, in which YT is 

taken 0.77, an average value of YT measured in Model 80. 

h - 94 cm T = O.a - Z.2  sec. I 

.    *  A ^^" 
LEGEND 

A O 
• • 
A e 

MODEL _ 

80* 

-10* 

30   — 

^> e i V £ stC s 5T 
e   ^~—fc—' 

j^° 
""^THEORY ( Tff=0.77, Al/ L = 0.070) 

* H, = 

** H. - 

3 - 6 cm 

10 - 14 cm 
"  • 

RELATIVE CHAMBER WIDTH i/L 

Fig. 13. Reflection coefficient dependence on 1/L 
(perforated vertical wall breakwater) 

Fig. 14 shows the values of KR for the various values of 1/L meas- 
ured in Models 1 to 8 of box-type wave absorber, in which A1, the void 
ratio of the perforated bottom wall, are 0.13 to 0.17 except A' = 0.29 
of Model 1.  The full, broken, and chain lines are all theoretical lines 
obtained by Eq. 12.  The full line is obtained by the use of YT = °-70 
and Al/L = 0.10, and it may be stated that the.full line would show the 
average of the experimental values of KR when 1/L <. 0.15.  The chain 
line obtained by YT = °-70 and Al/L =0.07 may be said to show the aver- 
age of the experimental values of KR when 1/L > 0.15, and the broken line 
obtained by YT = °-63> the average value of YT measured in Model 8-1, 
would represent the smallest values of KR in the vicinity of 1/L = 0.15. 
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1     T = 0.8 - E.4 sec h =94 cm     h =86 cm (MODEL 4-1) 
LEGEND 

A   O 
A   • 
A   O 
A   0 
A   9 
A   O 
A   <D 
A   © 

*     Hi " 
«     H,   - 

MODEL 

Z-l 

3-1 

' '4-1 

5-1 

6-1 

7-1 

3  - 6  cm 

10   -   14   cm 

1 
THEOHY(Hi-0.70.aI/L'0.b70)   ^.tf^^y^Z 

C^A 
THEORY(TT = 0.70,a(/ S->i 

*C\07*, v    » \t*=V * 
sNe         2l *^:-r 

£*•_   ' ^•T\       \ ® 

^r^F^JP1 ;-< 
"\ * AA       'SM— THEORY(Tfr-0.63,i«/L-0.100) 

"i-->-   T             1 
RELATIVE     CHAMBER     WIDTH      (/L 

Fig. 14. Reflection coefficient dependence on.l/L 
(box-type wave absorber) 

SLIT-TYPE BREAKWATER 

How to attach the box-type wave absorber to the seaward side of the 
caisson of breakwater and what kind of perforation would be best for the 
construction and structure of the caisson were discussed from the view- 
point of practical harbour engineering, and finally slits were decided 
as the perforations of the vertical front-wall and horizontal bottom- 
wall to be attached to the caisson as shown in Fig. 15. 

Fig. 15. Slit-type breakwater to be built in the Harbour of Osaka 

All experiments to measure wave pressures exerted on the slit-type 
breakwaters have been carried out by generating breaking, non-breaking 
and standing waves by the use of models of 1/15 scale in the 100 m-long 
wave channel.  Some of the cross-sections of the breakwaters and the 
characteristics of the waves used in the experiments are shown in Tables 
1 and 2. 

At the outset of the experiments it was confirmed that the 1/15- 
scale model had the same values of reflection coefficients as those in 
the 1/25-scale model, that is, KR showed a minimum value of about 0.20 
at waves of T = 5 sec for the breakwater of 1 = 5.50 m, and at T = 4 sec 
for the one of• 1 •= 3.75 m. 



SLIT-TYPE BREAKWATER 2711 

Table 1. Models of slit-type breakwater 

Base rubble-mound Water depth 
Top 
D.L. 

Bottom 
D.L. 

Top width 
B hl h2 

- 6.5 m - 10.5 m 10.5 m 6.6 m 
8.2 m 
9.7 m 

10.2 m 
12.2 m 
13.7 m 

- 5.0 m - 10.5 m 10.5 m 5.1 m 
6.7 m 
8.2 m 

10.6 m 
12.2 m 
13.7 m 

- 5.0 m - 10.5 m 15.0 m 5.1 m 
6.7 m 
8.2 m 

10.6 m 
12.2 m 
13.7 m 

RUBBLE MOUND   K 

//WJ\ ^#^r 

Cross-section of the slit-type breakwater model 

Table 2. Characteristics of incident 
waves used in the experiments 

Period 
T(sec) 

Height 
H(m) 

Length 
L(m) 

H/L 
Wind 
velocity 
V(m/sec) 

10.0 4.4 95 0.046 30 

8.0 4.1 72 0.057 30 

7.0 4.0 to 4.3 61 to 66 0.065 to 
0.069 

30 

7.0 3.7 to 4.3 61 to 66 0.061 to 
0.065 

0 

6.0 3.3 to 3.4 49 to 52 0.065 to 
0.067 

0 
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The experimental results have proved that the wave pressures exerted 
on the slit-type breakwaters by breaking waves remarkably reduce to be 
less than 60 % of those on the conventional breakwaters with solid ver- 
tical caisson, and the reduction of the wave pressures becomes larger 
as the intensity of the shock pressure becomes higher.  The upward pres- 
sures exerted on the horizontal bottom-walls are also very small.  The 
physical reasons of the considerable reduction of wave pressures may be 
considered as follows. 

(1) When a wave recedes from the vertical wall of the breakwater to the 
lowest level, the water in the chamber of the box-type wave absorber 
would be empty or nearly empty.  Since the void ratio of the slotted 
bottom-wall, X'   = 0.14, is smaller than that of the slotted vertical 
front-wall, A = 0.22, the phase of rising of the water level inside the 
chamber is delayed from the upward moving of the incoming wave outside 
the chamber.  The shock pressure which would be exerted on the vertical 
front-wall by the attack of the crest of the breaking wave is remarkably 
reduced by diffusing through the slits into the chamber due to this 
retardation. 

(2) Then the water level inside the chamber rises and jets diffusing 
through the slits of the front-wall dissipate large part of their energy 
by turbulence  in the water inside the chamber and reduce substantially 
their horizontal velocities.  This results in the remarkable reduction 
of the wave pressures on the solid vertical back-wall. 

There has been no.case when shock pressures were exerted by breaking 
waves on the front-walls and solid vertical back-walls of slit-type 
breakwaters even at conventional breakwaters in which shock pressures of 
so high intensities as 12.0 t/m2 to 14.0 t/m2 exerted on the vertical 
walls. 

The wave pressures exerted on the slit-type breakwaters by standing 
waves were almost same as those on the conventional breakwaters with 
solid vertical wall. 

(3) The upward pressures exerted on the horizontal slotted bottom-wall 
by the waves transmitted underneath the wave absorber are also as small 
as 1.1 t/m2 to 2.5 t/m2 due to the dissipation of the wave energy 
through the slits. 

Fig. 16 and Table 3 show the comparisons of the maximum simultane- 
ous pressures on a conventional composite-type breakwater and a slit- 
type breakwater. 

Pe max (slit) in Table 3 defines the sum of the resultants of the 
maximum simultaneous wave pressures exerted on the slotted vertical 
front-wall and that on the solid vertical back-wall.  There is actually 
a little time difference in their occurrences, but for the safety the 
two maximum resultant pressures were considered to be occurred at the 
same time.  Pc max is the maximum resultant pressure calculated by the 
wave pressure formulas^. 
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Table  3.  Comparisons  of max.  wave pressures  exerted on  con- 
ventional  composite-type  and slit-type breakwaters 

(a) chamber width 1 ' Top of base rubble-mound D.L. - 6.5 m. Top width of base rubble-mound B = 10.5 i 

Water 
depth 

h2(n>) 

Incident wave 
H/L 

Composite wave 
height 

HC  (m) 

Coeff. sf refl. 

R 

Max.  result, wave pressures Ratios of wave 
pressure 

pe max   (slit) 

Upward 
pressure 

pu  (t/m2V 

Solid wall Slit-type 
Period 

T(sec) 

Height 

H(m) 

Length 

Urn) 
pe max 
(t/m) 

Pc max 
(t/m) 

?e maxfsUtO 
(t/m) Solid Slit Solid Slit /Pe max /pc max 

7.0 4.0 61 0.066 7.0 5.2 0.7O 0.30 47.6* 39.1** 22.0 0.46 0.56 2.0 ^ 2.4 

10.6 7.0 3.7 61 0.061 6.5 4.7 0.78 0.29 20.4 27.1 19.1 0.93 0.70 1.8 ^ 2.2 

6.0 3.3 49 0.067 5.8 4.2 0.74 0.27 14.9 22.0 14.7 0.99 0.67 1.4 ^ 1.9 

7.0 4.3 64 0.067 7.3 5.5 0.74 0.31 28.1 36.9 25.2 0.90 0.68 1.8 ~ 2.3 

12.2 7.0 4.1 64 0.064 7.1 5.3 0.75 0.31 23.8 34.9 21.5 0.90 0.62 1.8 ^ 2.1 

6.0 3.3 51 0.065 5.7 4.6 0.73 0.35 18.1 24.3 17.9 0.99 0.74 1.2 ^  1.5 

7.0 4.3 66 0.065 7.0 5.6 0.61 0.32 27.0 37.3 28.2 1.05 0.76 1.9 

13.7 7.0 4.3 66 0.065 6.8 5.3 0.64 0.25 24.6 37.3 26.1 1.06 0.70 1.5 ^  1.6 

6.0 3.4 52 0.065 5.8 4.8 0,66 0.39 18.5 25.5 21.3 1.15 0.83 1.2 ^ 1.4 

: indicates measured pressure by a breaking wave 

: indicates pressure calculated by the wave pressure formulas for breaking waves 

(b) Chamber width 1 = Top of base rubble-mound D.L. - 5.0 m. Top width of base bubble-mound B = 

water 
depth 

h2(m) 

Incident wave 
H/L 

ComposI 
height 

te wave 

(m) 

Coeff.   of refl. 

KR 

Max.   result,  wave pressures Ratios 
pressur 

pe max 

of wave 

(slit) 

Upward 
Pressure 

Pu   (t/m2) 

Solid wall Slit-type 

T(sec) 

Height 

H(m) 

Length 

L(m) 
pe max 
(t/m) 

Pc max 
(t/m) 

Pe max(slit) 
(t/m) Solid Slit Solid Slit 'pe max /pc max 

7.0 4.0 61 0.066 6.8 5.2 0.64 0.31 48.8* 49.7** 19.4 0.40 0.39 2.0 ^ 2.4 

10.6 7.0 3.7 61 0.061 6.2 5.0 0.60 0.34 36.3* 43.5** 17.5 0.48 0.40 1.8 -v 2.2 

6.0 3.3 49 0.067 6.2 4.3 0.82 0.30 15.9 19.1 13.4 0.84 0.70 1.4 -v 1.8 

7.0 4.3 64 0.067 7.2 5.5 0.64 0.27 46.5* 45.5** 28.3 0.61 0.62 1.9 ^ 2.1 

12.2 7.0 4.1 64 0.064 7.0 5.2 0.71 0.29 40.6 31.0 22.8 0.56 0.73 1.6 i.  2.0 

6.0 3.3 51 0.065 5.8 4.5 0.75 0.38 22.7 22.1 20.9 0.92 0.94 1.3 -v 1.5 

7.0 4.3 66 0.065 7.3 5.7 0.63 0.28 25.5 35.1 27.9 1.09 0.79 1.8 ^ 2.1 

13.7 7.0 4.3 66 0.065 7.2 5.7 0.66 0.35 25.4 35.1 24.9 0.98 0.71 1.8 % 2.0 

6.0 3.4 52 0.065 5.9 4.5 0.72 0.35 17.7 24.9 19.8 1.12 0.79 1.0 ^ 1.2 

indicates measured pressure by a breaking wave 

indicates pressure calculated by the wave pressure formulas for breaking waves 
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Table 3.  Comparisons of max.  wave pressures exerted on con- 
ventional composite-type and slit-type breakwaters 

(c) chamber width 1 = 5.50 m. Top of base rubble-mound D.L. - 5.0 m, Top width of base rubble-mound B - 15.0 I 

Water 

depth 

h2(n) 

Incident wave 

H/L 

Composite wave 

height 

Hr (m) 

Coeff. 

K 
of refl. 

R 

Max. result, wave pressures 
Ratios of wave 
pressure 
»e max (slit) 

Upward 
pressure 

Pu (t/m2) 

Solid wall Slit-type 
Period 

T(sec) 

Height 

H(m) 

Length 

L(ra) 

pe max 
(t/m) 

Pc max 
(t/m) 

Pe max(slit) 
(t/m) Solid Slit Solid Slit 'fe max /

pc max 

7.0 4.0 61 0.066 7.1 5.6 0.77 0.31 59.8* 61.1** 33.0 0.55 0.54 2.2 ^ 2.8 

10.6 7.0 3.7 61 0.061 6.2 5.1 0.66 0.39 47.0* 54.0** 18.5 0.39 0.34 1.8 ^ 2.4 

6.0 3.3 49 0.067 5.9 4.3 0.81 0.33 19.6 44.7** U.7 0.60 0.26 1.3 ^  1.8 

7.0 4.3 64 0.067 7.2 5.6 0.64 0.30 45.6* 62.5** 24.2 0.53 0.39 1,8 'V 2.1 

12.2 7.0 4.1 64 0.064 6.9 5.3 0.67 0.31 26.7 31.0 20.5 0.77 0.66 1.5 ^ 1.9 

6.0 3.3 51 0.065 5.9 4.7 0.72 0.38 16.7 22.1 19.0 1.14 0.86 1.3 % 1.5 

7.0 4.3 66 0.065 6.9 5.6 0.58 0.33 26.7 35.1 28.7 1.08 0.82 1.5 ^ 1.9 

13.7 7.0 4.3 66 0.065 6.6 5.7 0.50 0.34 28.6 35.1 25.9 0.90 0.74 1.5 ^ 1.8 

6.0 3.4 52 0.065 S.6 4.5 0.64 0.36 17.6 24.9 20.6 1.17 0.83 1.1 ^ 1.4 

i indicates measured pressure by a breaking wave 

: indicates pressure calculated by the wave pressure formulas for breaking,waves 

(d) Chamber width 1 » 3,75 m. Top of base rubble-mound D.L. Top width of base rubble-mound B ' 

Water 
depth 

h2(m) 

Incident wave 
H/L 

Composite wave 
height 

Coeff. 

K 

3f refl. 

R 

Max. result, wave pressures Ratios of wave 
pressure 
pe max (slit) 

Upward 
pressure 

pu (t/m
2) 

Solid wall Slit-type 
Period 

T(s«c) 

Height 

H(m) 

Length 

Mm) 
^e max 
(t/m) 

pc max 
(t/m) 

^e max(slit) 
(t/m) Solid Slit Solid Slit 'pe max /

pc max 

10.0 4.4 95 0.046 7.2 6.8 0.64 0.55 36.& 49-.9 30.6 0.83 0.61 2.4 

8.0 4.1 72 0.057 7.6 6.3 0.85 0.42 52.4* 40.4** 29.4 0.56 0.73 2.3 

7.0 4.-2 61 0.069 7.5 5.5 0.79 0.31 48.2* 41.6** 27.7 0.56 0.67 2.2 

7.0 4.0 61 0.066 7.0 5.3 0.70 0.34 47.6* 39.1** 20.0 0.42 0.51 1.9 

7.0 3.7 61 0.061 6.5 4.8 0.78 0.35 20.4 27.1. 19.2 0.94 0.71 1.7 

6,0 3.3 49 0.067 5.8 4.5 0.74 0.43 14.9 22.0 13.2 0.89 0.60 1.5 

7,0 4.3 64 0.067 7.3 6.2 0.74 0.42 28.1 36.9 26.4 0.94 0.72 1.9 

12.2 7,0 4.1 64 0.064 7.1 5.6 0.75 0.35 23.8 34.9 22.7 0.95 0.65 1.7 

6.0 3.3 51 0.065 5.7 4.7 0,73 0.44 18.1 24.3 16.2 0.90 0.67 1.2 

7.0 4.3 66 0.065 7.0 6.0 0,61 0.40 27.0 37.3 30.5 1.13 0.82 1.8 

13.7 7.0 4.3 66 0.065 6.8 5.8 0.64 0.38 24.6 37.3 29.4 1.20 0.79 1.7 

6.0 ,., 52 0.065 5.8 4.6 0.66 0.38 18.5 25.5 20.4 1.10 0.80 1.1 

indicates measured pressure by a breaking wave 

indicates pressure calculated by the wave pressure formulas for breaking v 
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CHAPTER 156 

METHOD   OF   ANALYSES   FOR  TWO-DIMENSIONAL   WATER  WAVE   PROBLEMS 

by   ' 

Takeshi IJIMA*, Chung Ren CHOU** and Akinori YOSHIDA** 

Abstract 

One of the most powerful tools to analyze the boundary-value problems 
in water wave motion is the Green's function. However, to derive the 
Green's function which satisfies the imposed boundary conditions is some- 
times difficult or impossible, especially in variable water depth. In 
this paper, a simple method of numerical analyses for two-dimensional 
boundary-value problems of small amplitude waves is proposed, and the 
wave transformation by fixed horizontal cylinders as an example of fixed 
boundaries, the wave transformation by and the motion of a cylinder float- 
ing on water surface as example of oscillating boundaries and the wave 
transformation by permeable seawall and breakwater as example of permeable 
boundaries are calculated and compared with experimental results. 

I  Introduction 

The author. (1971) has investigated the problem of wave transformation 

by permeable breakwater and seawall with vertical faces by the method of 

continuation of velocity potentials.  Sollltt(1972) has also calculated 

the same problem by the similar method to the author's and recently Madsen 

and White(1976) have investigated the problem with long wave assumption. 

Such a problem can be analyzed theoreticall when the structure is of ver- 

tical faces, but as for the sloped-faces, it is possible only to estimate 

under several conventional assumptions. 

The problem on wave transformation by and the motion of floating rect- 

angular body in constant finite water depth area has been analyzed by one 

of the authors(1972) by the method of continuation of velocity potentials. 

Such a problem for floating cylinder with arbitrary cross-section shall be 

solved by means of Green's function, being derived by John(1950). However, 

the process is rather complicated and can not be applied to the case 

* Professor: Faculty of Engineering, Kyushu University, Fukuoka, JAPAN 

** Master of Engineering, Graduate student at the Kyushu University 
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of variable water depth. 

The proposed method in this paper is not to use Green's function but 

to use logarithmic function of the distance between the point on the 

boundary and the inner point of fluid region, according to Green's theorem. 

By means of our method, above-described problems concerning to the sloped- 

face permeable structures, the floating body in variable water depth area 

and so on are easily formulated and numerically analyzed. In the follow- 

ings, the formulations and numerical evaluations for small amplitude waves 

are described and compared with experimental results. 

II Green's Theorem and Identity Formula 

We assume that a potential function <^(x,z) is defined in a closed 

domain enclosed by a curve D in (x,z) plane as shown in Fig.2.-1. Indi- 

cating the point on the boundary curve D by (Jf, 1), the outward normal 

by \) , the distance between the point ( §,1 ) and a point (x,z) in the 

domain by r, that is, T =J{ l-X)2+ Q-ZJ* , and the constant refer- 

ence length to the geometrical size of the domain by h0 , it follows by 

Green's theorem that the potential value at point (x,z) is provided by 

the potential values d> ( | ,2 ) and its normal derivatives 3 <£ (£,1 )/ 

d(V/h.t>)  on the boundary curve as follows: 

D 

If the point (x,z) lies on the boundary at ( £',2'), Bq. (2.1) leads 

to the Green's identity formula as follows: 

«'4i[*w^-^^(«/4f (2.2) 

where    R =,/(§-£'/l-( 2--!')1 

In Eq.(2.1) and (2.2), the integration denotes the line integral along 

the curve D. Then, dividing the boundary curve into N small elements by N 

points and indicating the length and the central point of the j-th element 

as ASj and (Jj ,?j ), as shown by Fig.2-2, Eq. (2.1) and (2.2) are approx- 

imated by the following summation equations, respectively. 
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f    N     _ 
'f(f-,2)^fY[E^Lj)-E)(Sf(j)j (2.3) 

J-' 
tJ       - _ 

f(i)  =     ^L^tO^-^f^J (2.4) 

where 

^-ilH^f. • Eo- *4ifo^&£    '2'6> 

E/; , Lx; , and El/ , £(.,' are integrated values over the j-th element 

refering to the point X = (x, z) and i = ( £• , £: ) , respectively, and 

they are calculated numerically as follows: 

_ — (2.7) 

where $tj is the subtending angle of the point i = (J"-f 2t)  to the j-th 
element, and 

Exj , £Txj are calculated, replacing the point i = ( ^ , 2i ) by X = (x,z) 

in Eq.(2.7). 

Eq.(2.1) or (2.3), the Green's theorem, states that the potential func- 

tion at any point in the domain is determined by its boundary-values and 

normal derivatives. In other words, to solve a boundary-value problem is 

equivalent to determine the boundary-values and its normal derivatives of 

the interested potential function. 

Eq.(2.2) or (2.4), the Green's identity formula, states that the bound- 

ary-values <f> (£ , 2  ) an<^ its normal derivatives <\>   ( § , 2 )   are in linear 
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relationships which are defined by the geometrical shape of the domain. 

This is the first set of relations between <j>  and <£ on the boundary. 

Therefore, if another set of relations between <j>  and <£• is provided, 

it follows that they should be determined by solving the two set of rela- 

tions, simultaneously. And, in our problems, this second relation is 

given by dynamical or kinematical boundary conditions on the boundaries 

of the interested domain. 

Ill Wave Transformation by Fixed Cylinder 

As an example of fixed boundaries, we consider the wave transmission 

through and wave forces to the semi-immersed cylinder.with arbitrary 

cross-section in variable water depth area. In Fig.3-1, the origin 0 of 

the coordinate system is at still water surface, x- and z- axis are hori- 

zontal and vertically upwards, respectively. We assume that CDC' is a 

fixed cylinder at variable depth area, where the depth at sufficiently 

distant from the cylinder is constant h to the right and constant h1 to 

the left and that the incident wave of frequency o- and amplitude 5c, comes 

from the right. We take the geometrical boundaries AB and A'B' at x = £ 

and - £   , where the depths are h and h', respectively, and divide the 

fluid region into three parts (0), (I) and (01) as shown in the figure. 

The fluid motion is assumed to have velocity potential with potential 

function <£(x,z) as shown by Eq. (3.1) . 

#(*.z:t) = 2£<$><x.z,e^ (3-D 
where g is gravity acceleration and t is time. The potential functions 

in region (0) , (I) and (01) are denoted by <fc(x,z) ,     <f(x,z)  and "^ (x,z) , 

respectively. Then, since region (0) and (0') are of constant depth and so 

far from the cylinder that the scattering waves are damped to be vanished, 

the potential functions for them are expressed simply by Eq.(3.2) and (3.3) 

without scattering terms. 

<fe<^= [elku'l)+ ye^-vyAikZ) (3.2) 

<P>U.2)=tp'e~L*U~i')-AWZ) (3.3) 

In Eq.(3.2), the first term is for the incident wave and the second 

term is for reflected wave with complex reflection coefficient (p .    Eq. 

(3.3) is for transmitted wave with complex transmission coefficient (]}' . 



Am = tWL k(Z+h.) 
C&4&, fck 

kht^nlhk- 0?k 

~   f 

Kr = •w 1 
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The functions A(kz) and A(k'z) are given by Eq.(3.4) with wave numbers k 

and k' for region (0) and (0'), which are determined by Eq.(3.5).  The 

reflection- and transmission coefficient Kr and Kt are provided by Eq. 

(3.6). 

mR >       CM&tl'h' 0.4) 

^Ma'=^'    (3.5) 

K±=\V'\ (3.6) 

Now, we consider the dynamical or kinematical conditions on the 

boundaries of fluid region (I). 

On the free surface AC, C'A1 at z = 0, we have Eq.(3.7). 

and h0 is taken as the distance between point A and B'. 

On the immersed surface of fixed cylinder CDC' and on bottom BB1, 

we have Eq.(3.8) because of the impervious boundaries. 

Finally, on the geometrical boundaries AB (x = £   ) and A'B1 (x = 

- £'  ), we have from Eq.(3.2) and (3.3) 

<ft =0+ f)A(hl) , $0=ko |& = -aoV-WMQ (3. 9) 

^'= ^Mft'z),       ^-^ = ~vx,f/\ih)     (3.io) 

where       Ao - kko Ao = H ko (3.11) 

As shown in Pig.3-2, we divide the boundaries AC, CDC', C'A' and BB1 

into.N/ , N^ , N3 and N4 elements, respectively and geometrical bound- 

aries AB, A'B' into M and M' elements, and denote the potential funct- 

ions on them by <f>( ,  cf>2 , <p} , <fy. and <fy0 , <£' , respectively. Then, 

substituting the relations (3.7)~ (3.10) into the Green's identity 
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formula (2.4) for the fluid region (I), the following simultaneous linear 

equations with respect to the potential functions on the boundaries and 

coefficients (f>  and (//' are provided: 

= -ZQ*rA(ftZr) (3.12) 

where 

In above equations, the first term <£(i) should be written as 

follows, according to the position of point (i): 

For   i = l~N,,      <£(i)=<#(j)     ;    i = l~N2,      <£(i)  = <^2(i) ; 

i = l~N3,      <£(i)  = ^(j)     ;    i = l~N4,      <^(i)=^(i); 

(3.14) 

For point (i) on AB and A'B', putting i= ( £ , z^,) = (p), i= (- £', z%) 

= (q) , we take 

<fro=(/+<f)/!(/?z^,    <Hi)=ty'A(h%) <3-15> 

Eq. (3.12) yields (N/+ Nj+ Nj+ %+ 2) linear equations with respect 

to the same number of unknown quantities. Solving these equations, all 

of the unknowns are determined and by means of Eq.(2.3), the potential 

function at any point in fluid region is calculated, and at the same 

time those of regions (0) and (01) are obtained by Eq.(3.2) and (3.3). 

The fluid pressure at point (j) = (Jj'^j) °n the immersed surface of 

the cylinder is given as 

•J&^-i^e^ (3-X6) 

Consequently, the horizontal and vertical resultant forces P* and P# 

and the resultant moment T around the point (xo,z0) are calculated as 

follows: 



ns>ht 
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T 
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= -ie^   f<JXi>^ (3.17) 

= teirt Zt^-T1 (3-18) 

The first calculated example is a semi-immersed circular cylinder 

whose center is fixed at still water surface on constant water depth area 

and whose diameter D is 0.8 times the water depth h. The geometrical 

surface AB and A'B' are taken at x = 3h and - 3h, respectively. The 

numbers of calculation points on the boundaries are taken as N/= 20, N2= 

14, N,= 20, tfy= 30 and M = M' =20. The second example is double cylin- 

ders whose diameters are the same as above and whose centers are apart by 

three times the diameter D. 

Fig.3-3 shows the calculated and measured transmission coefficients 

with respect to the non-dimensional frequency <N h/g or to the ratio of 

diameter to wave length D/L for the first and second examples, where the 

solid line and open circles are for single cylinder and the broken line 

and solid circles are for double cylinders. From the figure, it is seen 

that the transmission coefficient for single cylinder decreases gradually 

and the one for double cylinders decreases rapidly with increasing freq- 

uency and that the measured values are somewhat lower than the calculated 

values for higher frequencies but the tendencies of both are in good 

agreement. The discrepancies between measured and calculated values are 

thought to be due to the non-linear effect of measured waves. (The expe- 

riments were carried out in wave flume of length 22 m with water depth 

h = 40 cm and incident wave amplitude £0 = 3 ~- 4 cm.) 

IV Wave Transformation by and the MDtion of Floating Cylinder 

In Fig.4-1, it is assumed that a cylinder of cross-section CDD'C with 

gravity center at (x^z,,) and center of bouyancy at (X6,ZJ,) in equilibrium . 

condition is moored by spring lines DE and D'E' with spring constant K on 

the variable sea bottom B'E'EB, and is subjected to the incident wave of 

frequency <j~  and small amplitude £0 from the right. Then, the position of 
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the gravity center of the cylinder (x^z^) and the rotation angle o  of 

the cylinder around gravity center at any tine t in motion are expressed 

by the complex amplitude of horizontal and vertical displacements X, Z 

and of the rotation angle ®  as follows: 

Xo = x.+ Xe1**,   z. = Z + 2e** ,   h =®e**     W.D 

Similarly to the previous section III, the velocity potential is exp- 

pressed by Eq.(3.1) and the potential function in region (0), (0') are by 

Eq. (3.2), (3.3) with reflection and transmission coefficients if>  and <lif . 

And also, the potential function at free surface and at bottom in fluid 

region (I) are in the relation of Eq.(3.7) and (3.8), respectively. 

However, on the oscillating surface CDD'C', the normal derivatives of 

the potential function <f2 is given by the following expression, due to 

the kinematical boundary condition: 

where GL  is a reference length to the horizontal size of the cross- 

section, for example, &• is taken as half width for rectangular cylinder 

and as radius for circular cylinder.  (x,z) is the coordinate of point 

on the surface CDD'C' and s is the length measured along CDD'C'. 

The complex amplitudes X, Z and <g) in Eq.(4.2) can be expressed by 

the potential function <j>z on the immersed surface of cylinder, taking 

account of the following equations of motion of the cylinder: 

(4.3) 
M|£=?*+Fx,       M#£=?r+-Pft + F* 

Ie# = Tfl + Ts + Me clt1 

where M is the mass of the cylinder; Ig is the moment of inertia around 

the gravity center; Px , Pz , T© are the resultant horizontal and vertical 

fluid forces and moment around gravity center due to the fluid pressure 

acting to the immersed surface; Ps , Ts are the restoring force and moment 

for vertical displacement and rotation of cylinder due to statical fluid 

pressure; Fx, Fz , Mg are the mooring forces and moment by the mooring 

lines induced by the motion of the cylinder. 

Indicating the fluid density by P , the draught in mooring condition 
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by qh (1> q> 0), the mass M, the moment of inertia Ig and the immersed 

volume of the cylinder V are expressed with positive constants v^i , V^ 

and ~\}^  as follows: 

H=))^a%^>    ld = ))-^(i\%\o\ T-^aflk     <4-4> 
Since the fluid pressure on the immersed surface is expressed by Eq. 

(3.16) , Px , P% and T Q are given as follows: 

?z=if?5.e'rtJsfacx,z)dz (4>5) 

s 
where integrations are taken along the surface CDD'C. 

Denoting the length of water line as 2 lB ,  Ps and Ts are given as 

B=-2;?i0Ze^ Ts=-jw{f£-%-Z)}®elrt  (4.6) 

For simplicity, we assume that the cross-section of the cylinder and 

the mooring condition are symmetrical with respect to the vertical line 

through the gravity center. Taking the angle of nooring line with hori- 

zontal as B  and the mooring point on the cylinder as ( Clct bo)  and 

( - dc i b0 ) / the mooring forces and moment to the cylinder F^ , F;j and 

M(3 are expressed as follows: 

He = 2KS(XS®)Cos^e1^ 
where 

S = bo - Z. - (a„ - X0) tan /3 

Substituting Eq.(4.1)(4.4)(4.5)(4.6) and (4.7) into Eq.(4.3), it 

follows that X, Z and © are expressed by <^(x,z). 

•J = HtiU,Z,|b„^f + (h8iai-.-*)fj      ,4.,, 
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where 

he 

*   -fa,  _,)lp4   2Z» . CW' 

(4.11) 

b   _2K 

Introducing Eq.(4.8)(4.9)(4.10) into Eq.(4.2), <^ on the immersed 

surface of cylinder is written by <f>2  as follows: 

f2 (x,z) = yj <&(u,v>p(x,z-, a,v) (4.12) 

where 

ft   Z-Z,\ (u  n__, Z-Zo^V-Zoldl T gt^ 

where (x,z) and (u,v) are the coordinates of the points on the immersed 

surface. Indicating the calculation points on the surface as (£• , {?; ) 

and (%m,'lm),  corresponding to (x,z) and (u,v), Eq. (4.12) is written 

as follows: 

+*(i)-= VZ pj,»0-<£(m) (4.14) 
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Similarly to the preceding section III, applying Eq.(3.7)(3.8)(3.9) 

(3.10) and (4.14) to the Green's identity formula (2.4) for the fluid 

region (I), we have linear simultaneous equations with respect to the 

potential functions <£ on the boundaries and y  , y/'. They are witten 
N'i   Ni  /v"-i     _ 

by replacing the term £JEi\'%(-i>     in Eq. (3.12) by Y £j {."jUit-ij 

- PEijpfj/Bl)]^•.) ,where £ is Kronecker's delta and Sjm = 0 

(j 4 m) : = 1 (j = m). 

Solving the equations, we can obtain all of the boundary-values of 

potential function of region (I) and the transmission-, reflection coeff- 

icient, similarly to the section III. Then, the amplitudes of motion of 

cylinder are calculated by Eq.(4.8)(4.9)(4.10) and also the mooring force 

F to the wave-side mooring line DE is calculated as follows: 

The mooring force F' to the lee-side line D'E' is given by replacing 

J3 by - (3 in above expression. 

As an example, we consider the case when a circular cylinder is moored 

on constant water depth h. The diameter D = 2a is 0.914h, the draught is 

0.67h (q=0.67), the mooring points on the cylinder are ( + 0.486h, - 0.114h) 

and \>k -  1.467, \)A= 0.670, Vi=  1.646. The cylinder is of uniform density 

0.584 and the center is at 0.114h below still water surface. The spring 

constant K/j*ga is 0.227 and mooring angle f? is 33"\ Fig.4-2 is the cal- 

culated (solid line) and measured (open circles) transmission coefficients 

with respect to the non-dimensional frequency or to the ratio of diameter 

to the wave length D/L. Experiments were carried out in wave flume with 

water depth h = 35 cm and a circular cylinder of diameter D = 32 cm, whose 

center was at depth 4.0 cm below still water level in equilibrium condition. 

The figure shows that the calculated and measured values are in good agree- 

ment. Moreover, it shows an interesting fact that the incident wave is 

perfectly intercepted even by floating cylinder, if the frequency S^ h/g is 

0.42 and 1.74, that is, D/L is 0.10 and 0.26. Fig.4-3 is the calculated 

reflection coefficient and amplitudes of motion of cylinder. 
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V Wave Transformation by Permeable Seawall and Breakwater 

In Fig.5-1, suppose that ABC is a permeable seawall placed on imper- 

vious bottom BCO'. The geometrical boundary is taken at 00', which is 

sufficiently distant from the seawall and of constant water depth h. 

Dividing the fluid region into three regions (0),(I) and (II), the velo- 

city potentials in region (0) and (I) are assumed to be expressed in the 

form of Eq. (3.1) with potential functions <f>0{x,z)  and <f>(x,z),  respecti- 

vely. In permeable region (II), indicating the quantities by superscri- 

pt * , the mass and momentum equations are written with horizontal and 

vertical fluid velocities u*, w* and fluid pressure p* as follows: 

20.*. M*- n 

IM.*, .11^, iJg«-£(*-7) M* 

7 W        f  dZ     f     T Y     Dt 

where _f is the fluid density, V is porosity of the seawall, M. is the 

coefficient of drag force to the porous material which is linearized to 

be proportional to the fluid velocity and £ is the added mass force 

coefficient to the material. The fluid motion represented by Eq.(5.1) 

has velocity potential, which is expressed by Eq.(5.2) with potential 

function d>*  , and fluid velocities, pressure and surface profile are 

provided by Eq.(5.3). 

(5.3) 

The potential function <fc, in region (0) is given by Eq.(3.2), so 

that the boundary conditions of fluid region (I) are provided by Eq»(3.7) 

on OA, by Eq.(3.8) on GO' and by Eq.(3.9) on O'O. As for the conditions 

on AC, since the mass flux and energy flux through the boundary AC should 

be continuous, it follows from Eq.(3.16) and (5.3) that 
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^*= ? )       <f>*~±4 (5-4) 

As for the porous region (II), we have Eq.(5.5) on free surface AB 

from the kineitatical condition, and Eq. (5.6) on impervious boundary BC. 

*£ = «*>*  or    $* = #r*\      r=^*      (5.5) 

||*= 0 or    $•*=  0 (5.6) 

As shown in Pig.5-2, denoting the potential functions on the bounda- 

ries OA, AC, 00' and O'O by <f>, , <p^ , <f>3  , <£„ and on the boundaries BA, 

AC and CB by <$*,    <fc*  and <£j*, dividing these boundaries into N,, N2, 

N3, M and Nf , N2, N% and taking the outward normal for region (I) and 

inward normal for region (II), and applying the boundary conditions (3.7) 

(3.8) (3.9) to the Green's identity formula (2.4) for region (I) and 

conditions (5.4) (5.5) and (5.6) to Eq.(2.4) for region (II), we have the 

following equations: 

(i) For fluid region (I): 

W:s _ M. H.      v. 

+ ZEirilj) + <t2GlrMto>=-ZGlrMltZr) (5.7) 
j=i r=i v=i 

( i = 1 •-' N,, 1 -s_~ N2, 1 ~ N3 and ( 0, Zp ) on O'O ) 

(ii) For porous region (II) : 

ci»» j--t  r 
_.-- N3*- • 

- fc£}^j)]+ Z ^ ^P = 0 (5.8) 

( i = 1 ~ N^ , 1 -~ N2 , 1 -^  N* ) 

Eq. (5.7) , (5.8) are ( N, t 2Ni+H3 + N* + N* + 1 ) linear equations 

with respect to the same number of unknowns <$>   , <f>x , Zfx ,   <f>.  ,   ip  , <f>* 
an<^ 13* •    Consequently, solving these equations simultaneously, we can 

determine all of the unknowns, from which the potential values at points 

in fluid region are calculated by Eq.(2.3). 



2730 COASTAL ENGINEERING-1976 

The surface wave profiles are calculated as follows: 

Frcm-B to A: $*(j) -  _ i p <£*(j > ^ j = 1- N* 

S(j;= -^(j>e^i 

(5.9) 

Fran A to 0:     i<-J->—-«• 77-VJ'<- j = N, 

Fig.5-3 and 5-4 are the calculated and measured reflection coefficients 

with respect to non-dimensional frequency g^h/g for model seawall of 1:1 

slope and of vertical face, respectively, made by quarry stones of mean 

diameter 6 cm with porosity V = 0.43 in constant water depth h = 40 cm. 

The widths of both seawalls at still water level are equal to twice the 

water depth h.  The solid lines in figures are calculated values, taking 

V = 0.5,  H/a^ = 1.0 and £ = 0 for all frequencies. The measured and 

calculated values are almost in good agreement. 

Wave transformation by permeable breakwater is analyzed in the similar 

manner. In Fig.5-5, solid line, solid circles and broken line, solid tri- 

angles are the calculated and measured reflection and transmission coeffici- 

ents, respectively, for model permeable breakwater with 1:1.5 sloped faces 

and the width at still water level h. Other conditions are the same as the 

seawall. The calculated values are somewhat different from measured values 

but the tendencies are nearly in agreement. Fig.5-6 is for permeable breaks- 

water model with rectangular cross-section of width 2h. The measured and 

calculated values are in good agreement. 

Fig.5-7 is the calculated distribution of equi-potential lines (solid 

lines) and its orthogonals (broken lines) for permeable breakwater in Fig. 

5-5 at (Nlt= 0' , 30c , 60" and 90'', when the incident wave crest approaches 

to the breakwater. 

VI Conclusions 

It is clear that the proposed method provides a convenient and simple 

analysis for two-dimensional boundary-value problems of small amplitude 

waves. And, if the difficulties arising in solving simultaneous equations 

of so many unknown quantities were overcome, this method is extented direct- 

ly to the problem of three-dimensional waves and also to the finite amplitude 

wave problems by means of perturbation method. 
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a Distribution of Velocity Potentials for Type  A Breakwater at o-t = 0°,  o- h/g=0.6 

b Distribution of Velocity Potentials for Type  A Breakwater at fft = 30',  o*h/g=06 

: Distribution of Velocity Potentials for Type A Breakwater at (7-1=60", 0-zh/g=06 

— n io-——^—   —o— oi ]° " •    J 
Distribution of Velocity Potentials tor Type A Breakwater at O-U90 , o- h/g = 0.6 

Fig.5-7 



CHAPTER 157 

WAVE OVERTOPPIMG EQUATION 

by 

J. Richard Weggel 

IMTRODUCTION 

In the early 1950's the Corps of Engineers' Jacksonville District 

initiated a series of laboratory tests to investigate the overtopping of 

proposed levee sections for Lake Okeechobee, Florida.  For economic 

reasons, the alternative to build levees with crest elevations that were 

at times below the limit of wave runup was investigated and the quantities 

of water carried over the structures for various freeboard allowances, 

structure slopes and wave conditions determined.  The initial tests were 

conducted at the Waterways Experiment Station (WES) in Vieksburg, 

Mississippi for the Jacksonville District at what was taken to be a 

1 to 30 model scale.  Model wave heights varied from 1+.05 cm to 12.2 cm 

(0.133 to 0.^0 ft).  In order to expand the range of test conditions 

investigated, the Beach Erosion Board, currently the Coastal Engineering 

Research Center (CERC), commissioned an expanded series of tests that 

considered the overtopping of riprap faced, curved and stepped seawalls 

as well as the overtopping of "smooth" slopes. These tests, also con- 

ducted at WES, were considered to be at a 1 to 17 scale with model wave 

heights ranging from 5-36 cm to 21.5 cm (0.176 to O.706 ft). A number 

of tests were subsequently conducted in CERC's large wave tank to 

determine the influence scale effects might have on overtopping.  These 

tests are referred to as 1 to 2 1/2 scale tests.  The model wave heights 

investigated ranged from U8.8 cm to 11*0.2 cm. (1.60 to h.6o  ft). 

Special Assistant, U.S. Army Coastal Engineering Research Center, Fort 
Belvoir, VA 22060 
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Much of the overtopping data obtained during these tests has been 

presented by Saville (2) and "by Saville and Caldwell (l) and summarized 

in CERC's TR-4 (3); however, in this latter publication the data were 

presented in dimensional form making their general application difficult. 

In keeping with the decision to present information in CERC's Shore 

Protection Manual (k)  in dimensionless form whenever practicable, the 

overtopping data was reanalysed and an empirical expression derived. 

The broad range of model scales used in the overtopping experiments 

also provide an opportunity to investigate the effect of model scale 

on test results. A summary of overtopping test conditions investigated 

is given on Table 1. 

T = Wave Period 

Structure 

Figure 1.  Definition of terms. 

Numbers in parentheses correspond to references listed in Appendix I. 
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TABLE   1   -   SUMMARY OF OVERTOPPING TEST CONDITIONS 

Range of Range of 
"Scale" Structure s Flume Type of Wave Heights Wave Periods 
of Test Investigated Dimensions Generator (Model Values) (Model Values) 

I to 30 1 on 3 smooth slope 
1 on 6 smooth slope 
Composite  slope 
Slope with barm 

21.3m long 
At generator 

1.22 m wide 
0.88 m deep 

At test section 
0.3Q m wide 
0.49 m deep 

Flap type 4.05 tol2.2 cm 0.822 to 1.28 sec 

1 to 17 Smooth vertical wall 36.6 m long Plunger 5.36 to 21.5 cm 0.717 to 3.64 sec 
1 on 1-1/2 1.52 m wide type w 

smooth slope 1.S2 m deep 
1 on 3 smooth slope 
I on 1-1/2 

stepped slope 
1 on 1-1/2 

riprap faced slope 
Curved wall 
Recurved wall 

1 to 1 on 3 smooth slope 193.5 m long Bulkhead 48.8 to 140.2 cm 0.386 to 10.12 sec 
2-1/2 1 on 6  smooth slope 4.57 m wide 

6,10 m deep 
type 

AGREEMENT BETWEEN MEASURED AND CALCULATED OVERTOPPING RATES 
(Using SPM published values of d. and   (?£, based on 1 to 17 scale data) 

Structure 
Type 

Number 
of Points 

Correlation 
Coefficient 

Smooth Face 
Vertical 
1 on 1-1/2 slope 
1 on 3 slope 

56 
93 
83 

0.980 
0.996 
0.992 

Riprap Face 
1 on 1-1/2 43 0.998 

Stepped Face 
1 on 1-1/2 60 0.990 

Golveston Curved Wall 
on 1 on 10 beach 
on 1 on 2S beach 

33 
33 

0.99S 
0.998 

Recurved Wall 
on 1 on 10 beach 5 0.999 
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DIMEHSIOHAL ANALYSIS 

The variables describing the overtopping of a given structure are 

depicted on figure 1. They include: 

H = deepwater wave height [L] 

[T] 

[L] m-2 

2 
[L] m"1 

T = wave period 

g = gravitational acceleration 

overtopping rate (volume per unit time 
per unit crest length) 

R = runup height measured vertically from     [L] 
the still water level (SWL) (e.g. the 
height to which the water would runup 
if the structure were high enough to 
preclude overtopping) 

d = water depth at the structure toe [L] 

h = height of the structure crest above      [L] 
the bottom 

2   -1' 
v = kinematic viscosity [L]  [T] 

6 = structure slope [dimensionless] 

plus any other geometric parameters necessary to describe the various 

structure types. A dimensional analysis of the preceding 9 variables 

having 2 dimensions gives the following dimensionless terms: 

d /H   = relative water depth at the structure toe 
so * • 
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H /gT = wave steepness parameter 
o 

t 

F = (h-d )/H = relative height of structure crest above SWL 

t 

F = R/H      = relative runup or height of structure crest required 
to preclude overtopping 

*   2 /  '3 Q = Q /gH    = relative overtopping rate 

structure slope, and 

R =  o      = a Reynolds' number. 
'2 

vT 

The phenomenon is scaled primarily according to Froude similarity; 

however, the Reynolds' number serves as a measure of any scale effects. 

Other formulations of R are possible, the present one having been 

adopted for its simplicity. 

Generally it is not permissible to eliminate dimensionless terms by 

combining them unless an analytic or empirical relationship between two 

of the variables is known.  If it is assumed that such a satisfactory 

relationship is available for the runup R, the overtopping rate can be 

expressed in'terms of R and the ratio F/F = (h-d )/R can be substituted 

for F and F .  The preceding dimensionless terms are obviously not the 

only combinations of terms possible; however, they were selected after 

considerable trial and error because they provided the greatest possibility 

for keeping dimensionless variables constant and investigating the varia- 

tion of Q with individual parameters. 

DATA ANALYSIS 

For a given structure and set of incident wave conditions (e.g. 
'   '   2 * constant d /H , H /gT and 6), the dimensionless overtopping rate, Q 

was plotted against the dimensionless crest height, F/F = (h-d )/R. 
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A typical plot showing two data sets differing only in model scale, is 

shown in figure 2. Generally, all data sets when plotted semi-logarith- 
* 

mically exhibited a linear variation of Q with F/F for small values of * ° 
F/F ; also, the value of Q must approach zero as the relative crest 

height, F/F approaches 1.0 (i.e., as the crest of the structure approaches 

the limit of wave runup). The curve therefore approaches F/F =1.0 asym- 

ptotically on the semi-logarithmic plot. The hyperbolic tangent function 

exhibits identical behavior; hence, an equation of the form, 

F 
rr = a  tanh 
F log \ (1) 

was used to approximate the data. Here a and Q are empirical coefficients 

to be established by comparing the equation with the data. The value of 

a generally establishes the shape of the curve since it is the slope of the 
* * curve at F/F =0. Q represents the value of Q for a structure with its 

o      o 
crest elevation at the SWL. Figure 3 depicts equation 1 for various values 

* 
of a. To establish values of a and Q a transparent template was made of 

figure 3 and used as an overlay to Q vs F/F data plotted at the same scale 

on semi-logarithmic graph paper. By moving the template vertically until 

one of the curves coincided with the trend of the data, the value of a could 
* 

be directly determined. The value of Q was determined by reading the value * ° 
of Q where the a curves intersected F/F = h-d /R = 0.0 on the data plot. 

os s 

Thus, by overlaying the template to each data set, values of a and Q were 

established for each structure type and set of incident wave conditions. 

Interestingly, the form of equation 1 is such that it could be used to 

describe the overtopping of all of the structures for which data were 

available; consequently, figures similar to figure h  could be prepared 

for each structure type. Such figures, which give a and Q as functions 
i      t   2 ° 

of d /H and H /gT for a given structure type, are presented in the 

SPM (h)  for other structure slopes and types. 
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10 

0*   0.1 

0.01 - 

0.001 

i—r T T—T 

1-1/2 Smooth Slope 

H0/gT2 = 0.00455jds/H0=0.75 

•    Re= Ho2/^T = 8030 

O    Re = H0
2/ vT = 22700 

J I I L J L 
0  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

F/F0 =(h-ds)/R 

'   2 
Figure 2.  Typical data plot, 1 on 1 1/2 smooth slope, H /gT = 0.001*55; 

a/n'o = 0.75. 
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0.0001 
0  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

F7F0=(h-ds)/R 

Figure 3.  Presentation of equation 2 for various values of a. 
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By substituting the dimensionless variables into equation 1 and 

solving for Q, one finds, 

i   nV3\l/2 f      0.217 /   v-l 
= (gQoHo    1   '     exp      "-lT"tmh ,h-d , 

( s) (2) 

or equivalently, since tanh  (r-) = ^ log (t~~) > 

- (-Xs) 1/2     I  0.217 , 
6XP < " -2T- l0ge 

f R+h-d I 
( S.) vR-h+d ; 

s . 
(3) 

Either equation 2 or 3 can be used in conjunction with figures such as 

figure h  to determine overtopping rates. 

To evaluate the ability of equation 2 or 3 to predict the overtopping 

rates measured in the experiments, the values of a and Q as published in 

the SPM, were used with equation 2 and computed overtopping values compared 

with measured values. Table 2 presents the correlation coefficients found in 

the analysis.  In general, agreement was excellent; the worst case was for 

the vertical wall data with r = O.980.  (The small number of data points 

for the recurved wall make the correlation analysis for that structure 

inconclusive). 

Subsequent to publication of the SPM, further analysis of the data 

for smooth slopes was undertaken in an attempt to relate a  and Q to 

incident wave conditions and structure slope. For a given slope, the 

variability of a with incident wave conditions was relatively small, 

suggesting that an average a could be used and the data reanalysed 

to establish the Q value that best fit the data for the average a. 

The average value, ci, is shown.on figure 5 for four smooth structure 

slopes with data obtained at three different scales. 

The effect of decreasing model scale seems to result in a more rapid 

drop-off of the overtopping rate with increasing structure height, (see 

figure 2). This effect is also related to the value of R used to compute 

F/F , however, an expression relating a with structure slope (smooth 
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slopes only) is given by, 

a = 0.06 - 0.0143 log (sin 6) (4) 

The data for smooth slopes was reanalysed using the values of a given 
, * 

by equation 4 for each slope and appropriate best fit values of Q * ° 
selected. These Q values could then be compared with an expression 

o s 

calculated as an upper bound on Q . * ° 
Physically, the value of Q corresponds to the dimensionless quantity 

of water transported over the structure if the structure crest were at 

the SWL (i.e., F/F = 0). For waves that do not break before hitting a 

structure, the volume of water above the SWL in a wave profile will define 

an approximate upper limit for Q . Defining the volume of water above the 

SWL as V, 

V = E HL (5) 

where H = wave height, L = wave length and e = a dimensionless factor 

depending on the shape of the wave profile. For a sinusoidal wave, 

e = l/(2ir), while for various cnoidal wave profiles, e can be obtained 

from figure 6 if the appropriate value of the modulus of the complete 

elliptic integral k is known,  (see Reference 5). Then, the overtopping 

rate is given by, 

Q " T " T (6) 

* 
Recalling that Q is defined by, 

gHQ
3 

T 

and using linear wave theory expressions for H/H and L/L , 

W ft] 
2    2 r2^R tanh (T) 

1  p 
H /gT 
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Equation 7 is plotted on figure 7 for both e = l/(2ir) (labelled linear 

theory) and for e values determined from cnoidal wave theory. Also 

shown on figure 7 are the Q values determined by the analysis for 

constant a described above. In general, data from the 1 to 17 scale 

tests falls well below the cnoidal wave curves for all slopes for which 

data were available. Data from the 1 to 2 1/2 scale tests (squares on 

figure 7)j however, are in general conformance with the cnoidal curves 
t 

when d /H > 1.5 (non breaking waves). Agreement appears best for long 
s o 

waves of small steepness.  Steeper waves, and waves that break have 
* 

considerably lower values of Q than predicted by the linear theory 

or cnoidal theory aurves. 

SCALE EFFECTS 

Scale effects arise because of an inability to model all aspects 

of a phenomenon simultaneously, usually because of the limited range of 

fluid properties practically achievable; hence, to achieve both Froude 

and Reynolds' similarity in a model, the model fluid viscosity would have 

to vary as the scale ratio to the 3/2 power times the prototype fluid 

viscosity. Therefore, if as is usually the case, the same fluid is used 

in both model and prototype, only one similirity law can be satisfied at 

the expense of the other. If surface tension is also a factor, the problem 

is even more complex. Since the wave overtopping phenomenon is dominated 

by wave motion, a Froude modelling law governs; however, turbulent and 

viscous dissipation also influence overtopping; thus Reynolds' effects 

must also influence the phenomenon.  If viscosity is included in the 

original dimensional analysis, a Reynolds' number arises from the analysis 

and serves as a "scale factor" or as a measure of scale effects. The for- 

mulation of the Reynolds' number adopted to investigate scale effects was, 

R = H'2/VT. 
e   o 

The influence of R on an individual data set for which all other 
e 

dimensionless variables are constant is shown in figure 2. Both sets of 

points on the figure are from what were termed 1 to 17 scale tests; how- 

ever, the wave height in the one test was 10.76 cm (solid circles, R = 
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Figure 7.  Comparison between measured and predicted values of Q (Based 
o 

on reanalysis of data with constant a a 0.0765, 1 on 3 smooth 

slope). 
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8030) while in the other test, the wave height was 21.52 cm (open circles, 

R = 22700).  The greatest influence of scale appears when the structure 

crest is near the limit of wave runup (e.g. at the tail of the curve near 

F/F = (h-d )/K + 1.0).  It is in this relatively thin layer of fluid that 

viscous effects can be expected to increase in importance. Inasmuch as 

it is the shape of the curve that is affected, it is the value of a that is, 

to a limited extent, influenced by scale.  This slight dependence of a 

on scale is shown on figure 8.  For the 1 on 3 slope, the SPM values of 

a are plotted against R for a broad range of d /H and H /gT values. 

While it is difficult to draw firm conclusions regarding scale effects 
1     1   2 

from figure 8 since d /H and H /gT varied, there appears to be a decrease 

in a with increasing R . Note that the test designated as the 1 to 30 
e 12 

scale (triangular points) when characterized by R = H /vT as a "scale 
e   o 

factor" are actually not at a smaller scale than the 1 to 17 scale tests 

(circles) since the smaller wave heights also had correspondingly smaller 

wave periods. 

The effect of scale on Q appears to be negligible since no systematic * ° * 
variation of Q with R could be found.  Since Q represents the dimension- 

•o      e o 
less overtopping rate for a structure with its crest at the SWL, a relative- 

ly thick layer of flow, insensitive to viscous effects, tends to minimize 

any dependence of Q on R for smooth slopes. 

In general, it appears that the primary influence of scale on the 

overtopping of smooth sloped structures is through scale effects manifest 

in the runup phenomenon.  In the data analysis described herein, the actual 

measured or "correct" runup was used; consequently, the influence of 

scale effects on the runup was not considered.  Other investigators have 

demonstrated that small scale runup experiments tend to significantly 

underpredict runup at larger scales. The observed effect of scale on 

overtopping itself appears 'to be relatively small; thus if the runup 

values used in equations 2 or 3 are corrected for scale effects, the pre- 

dicted overtopping rates (using appropriate a and Q values).will provide 

good estimates of prototype overtopping rates. 
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EXAMPLE 

A levee is constructed with a 1 on 3 slope to just preclude over- 

topping by a wave 1.05 m high when the water depth at the structure toe 

is 1.5 i deep.  If the design wave period is 5 sec, determine the rate 

at which water is carried over the structure by the design wave if a 

storm surge of 0.6 m occurs. The unrefracted deepwater wave height can 
t 

"be estimated from the linear theory; H/H = 1.073 for d /L = 0.0381)-; 
, o s o 

hence, H = 1.05/1.073 = 0.98 m. From reference 4, the relative runup 

is R/H = 2.2, which, when corrected for scale effects, becomes R/H = 

2.2(1.12) = 2.461*.  Thus, R = 2.1*61*(0.98) = 2.Ill m and the height of 

the structure crest above the bottom is h = 1.5 + 2.1*1 = 3-91 m. To 

determine the overtopping rate, calculate d /H = (1.5 + .6)/0.98 = 
i  o o so 

2.14 and H /gT = 0.98/9.81(5) = 0.0040. From figure h,  interpolating, 0  * 
a = 0.08 and Q = 0.024.  From equation 2, 

Q = [(9.81)(0.02U)(.98)3] 1/2 expfj^fltanh"1 [(^f^)]} 

Q = 0.1*71 exp I-2.713 tanh"1 (0.751)] 

Q = 0.1*71 exp j-2.713 (.975)1 

3 
Q = 0.0331* m /sec-m 

If the average a value (equation 1*) had been used with the cnoidal curves 
* of figure 7, the value of a would have been 0.0765 and Q = 0.033. Using 

3        ° these values in equation 2 gives Q = 0.031*7 m /sec-m. 

CONCLUSIONS 

1. Equation 2 or 3 along with the empirically established values of a  and 

Q of reference 4 can be used to predict overtopping rates for various 

structure slopes and structure types if accurate predictions•of runup are 

available. 
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2. Alternatively, for smooth slopes, if conservative (high) estimates 

are desired, equation 2 or 3 can he used with the average a given hy 
* 

equation h,  and the value of Q given by equation 7 with e determined 0 * 
from figure 6.  This corresponds to using the Q values given hy the 

cnoidal curves of figure f. 

3. Scale effects in overtopping tests arise primarily in modifying 

the runup.  If scale effect corrected values of runup are used in 

equations 2 or 3, the predicted overtopping values will have been 

corrected for most viscosity induced scale effects. 
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CHAPTER 158 

OVERTOPPING OF RUBBLE-MOUND BREAKWATERS BY IRREGULAR WAVES 

by Yvon Ouellet*    and    Pierre Eubanks** 

ABSTRACT 

This paper describes the results of an experimental study on the effect 

of waves on rubble-mound breakwaters, wave transmission subsequent to wave 

overtopping, the stability of the three sides subjected to wave action and 

the effect of the breakwaters on waves. Two different rubble-mound breakwaters 

were tested, i. e. one with a rigid impermeable crest and the other with a 

flexible permeable crest. Tests were performed with both regular and irreg- 

ular wave train systems. To obtain the simulated irregular wave trains, four 

theoretical spectra were chosen: Neumann, Bretschneider, Moskowitz, and Scott. 

Results obtained from tests with irregular wave trains were compared to those 

obtained from tests with regular wave trains. It was found that more infor- 

mation was obtained on the behaviour of the structure when it was submitted 

to the attack of irregular waves than when submitted to regular waves, and that 

the use of irregular wave trains gave more interesting results. 

1.  INTRODUCTION 

In some cases, it is not necessary to protect completely the lee side of 

a breakwater and some overtopping is allowed. An example of this is the use of 

an overtopped breakwaters for the partial protection of the Pilgrim Nuclear 

Power Station  . Some research works have been made on the overtopping effect, 

(3) 
of which the following ones have been consulted: Cross and Sollitt  , Hiroyoshi 

* Associate professor, Department of Civil Engineering, Laval University 

** Graduate student, Department of Civil Engineering, Laval University 

2756 
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and Tsugib( , Lording and Scott^ ', Ouellet( , Shiraishi, Numata and Endc/13), 

Tsurata and Goda   , and the U.S. Corps of Engineers   . Most of the exper- 

imental works have been done under regular wave conditions. 

It was then intended to establish an experimental programme to study the 

effect of irregular wave overtopping on structures as well as the effect of 

structures of waves. Although the stability of the structures and the wave 

overtopping are part of the study, the wave transmission subsequent to wave 

overtopping was mainly concerned. 

2.  THEORETICAL CONSIDERATIONS 

Transmission Coefficient - The transmission of regular wave trains past 

a structure may be described in terms of the transmission coefficient, K , which 

is defined as the ratio of the height of the wave transmitted past the stucture 

to the height of the wave incident on the structure 

Ht Kt = r (1) 

Transfer Function - When a structure is submitted to the attack of irreg- 

ular trains, the characteristics are best described in terms of its transfer 

function  . If x(t) and y(t) are, respectively, the incident and transmitted 

wave profiles, and X(f) and Y(f) are, respectively, the Fourier transforms of 

x(t) and y(t), then the transfer function may be defined as: 

H(f)=gg- (2) 

where X(f) and Y(f) are respectively the Fourier transform of x(t) and y(t): 

,..     f    ,  .  -i2irft , 
X(f) =   / x(t) e      dt 

Y(f) =  y"y(t) e"12*ft dt 

(3) 
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in which f = the frequency, in Hertz. In fact, we know that the transfer 

function is the Fourier transform of the system to a unit impulse. 

In practice, however, the following relation is used to determine the 

transfer function: 

Hfn - Syx(£) - x*(£) ?(f) ,Ls 
' ^7«~ " x*(« X(£) (4) 

in which S  (f) = Y(f) X*(f) represents the cross power spectral density 

function of y(t) with respect to x(t), S (f) = X(f) X*(f) represents the 

auto power spectral density function of x(t), and X*(f) represents the complex 

conjugate of X(f). This procedure makes it possible to retain the phase infor- 

mation without the need of having to synchronize the two signals. 

Coherence Function - The preceding equations are based upon linear systems. 

Even if, in practice, linear systems do rarely occur, the use of the constant 

parameter linear system is often justified. In order to judge the applicability 

of the linear model it is possible to estimate the accuracy of the transfer 

function by means of the coherence function 

iS  I /S 2  • S  S*      iS  |2 

Y xytt;     S  /S        S  S       S  S   '  .    (3' yy xx      yy xx     yy xx 

which represents the ratio of the magnitudes of the response function obtained, 

respectively from the cross-spectral density function and from the input and 

output density spectra. The coherency for an ideal system with no noise in 

measured input and output is unity. The presence of noise or the nonlinearity 

of the system reduces the coherence function. The coherence function is then 

an indicator of the system behavior in showing those parts of the output not 

correlated with the input over the frequency range. 
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3.  TEST PROCEDURE 

Wave Flume - A sketch of the wave tank layout is shown in Fig. 1. The 

channel is 111 ft (36 m) long, 6 ft (1.86 m) wide, and 4 ft (1.3 m) deep.  The 

distance between the wave paddle and the model breakwater (center of crest) 

is about 65 ft (21 m). 

The wave generator consists of a paddle operated by a hydraulic piston, 

the movements of which are controlled by an electric signal from a programming 

device capable of generating regular and irregular wave trains. A wave filter 

which absorbs, to some extent, waves reflected by the model is in front of the 

wave generator. 

The flume was divided into two sections, i.e., the front one of 3.5 ft 

(1.1 m) and the back one of 2.5 ft (0.76 m).The front section was used as the 

test section whereas the back section was used to measure the incident wave 

characteristics. This arrangement made possible the measurement of the incident, 

reflected and transmitted wave profiles. 

Wave heights and periods were measured with resistance type wave gages. A 

first gage, located in the smaller section of the flume where reflection is 

almost eliminated by a wave absorber placed at the end of the flume, was used to 

measure the incident wave characteristics. A second gage, placed behind the 

structure in the larger section of the flume measured the transmitted wave char- 

acteristics, while a third movable gage, placed in front of the structure, 

measured the incident and reflected wave characteristics.  Measurements taken 

on the third gage, which also included the envelope of the incident and re- 

flected waves, were only used to perform some verifications in cases of exper- 

iments with regular waves. 

Wave data were analysed using a Fourier Analyzer model HP-5451A, a product 

(41 of Hewlett Packard Company  .  Fig. 2 shows an overview of the analyzer system 
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and details of its operation are available in user manuals furnished with the 

instruments. 

Fiq.2 FOURIER ANALYSER SYSTEM. 

Description of Models - A simplified sketch of the cross-section of the 

two models studied is shown in Fig. 3.  The first model consists of a rubble- 

mound breakwater formed by two layers of dolos armor units seaside, two layers 

of rubble on the lee side, and a thick concrete cap crest. The second structure 

is similar to the first differing only at the crest; the crest of the latter is 

formed by two layers of dolos armor units. Because both models were placed behind 

observation windows, the observation of certain characteristics, such as over- 

topping height, was made possible. 

Test Conditions - In order to verify the models and to make possible further 

comparisons, both models were first tested under regular wave attack. All tests 

were carried out at four different water depths varying both the wave height and 



2762 COASTAL ENGINEERING-1976 

a: 
UJ 

I 

CO 

3 o 
2 

00 
oo 

oc 

X o 
UJ 



IRREGULAR WAVES 2763 

the frequency. Typical results of these tests are shown in Fig. 4 and 5, 

respectively for the concrete cap breakwater and the breakwater covered with 

dolosse. The transmission coefficient, expressed as a percentage, is plotted 

versus the frequency.  The transmission coefficient was also represented as a 

function of the relative depth, but for the present paper only the frequency 

is used. 

The two models were also submitted to the attack of irregular wave trains 

which were produced by adjusting the variable amplitudes and phases of the 20 

different harmonic components of the programming device. As in the case of 

regular wave tests, the water depth varied from 45 cm to 60 cm. In order to 

make even further comparison possible, four different types of wave spectra were 

simulated on the model on a scale of 1:16.  These consist of Neumann  , Bret- 

schneider  , Moskowltz '  ^and Scott   which are shown in Fig. 6, with the 

corresponding wind velocities used. The related equations are the same as those 

in previous studies '  , from which simulated spectra were obtained (Fig. 7). 

4.  TESTS RESULTS AND ANALYSIS 

Fig. 8 and 9 show typical examples of recorded surface profiles of incident 

and transmitted waves, and the results of the spectral analysis of the above 

signals in the case of a simulated Neumann spectrum. Fig. 8 corresponds to the 

concrete cap breakwater with the depth h = 60 cm and the simulated significant 

wave height H = 4.25 m (13 ft).  Fig. 9, on the other hand, corresponds to the 

other structure for the same values of h and H . 
s 

By means of spectral analysis  '   , the following results were obtained 

and plotted for all tests involving irregular wave trains: the incident wave 

spectrum, S , from which the significant wave height may be obtained; the trans- 

mitted wave spectrum, S , from which the transmitted significant wave height 
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may be obtained; the magnitude of the cross power spectrum, |S _|; the magni- 

tude of the transfer function, |H(f) |; and the coherence function Y2(f). Both 

structures were submitted to the same tests under similar conditions using all 

four simulated wave spectra. The results were analyzed individually and then 

compared to each other as well as to regular wave tests. Under the test con- 

ditions examined, the following results were found to be the most interesting: 

1 Single test analysis 

a) The incident wave energy, S , is much greater than the transmitted 

wave energy, S_: consequently the incident significant wave height 

is also greater than the transmitted significant wave height. 

b) The magnitude of the transfer function, |H(£)|, is weak, showing 

there is very little energy transmitted over the structure. 

c) At frequencies containing energy the coherence function y2 gener- 

ally varies from 0.8 to 1.0, meaning the output signal is affected 

very little by the presence of noise or the nonlinearity of the signal. 

2 Comparison between spectra 

a) When the incident energy spectra were reverted to significant wave 

heights it was found that only the Neumann and Bretschneider spectra 

gave values corresponding to the simulated wave height; Moskowitz 

and Scott with smaller energies gave wave heights about 1 m smaller 

than the simulated wave height. 

b) For equivalent values of incident energy disregarding the actual 

wave height as compared to the simulated height, it was found that 

the transmitted energy varies very little between different spectra. 

3 Comparison between structures 

a)  The concrete cap breakwater is much more stable than the dolos 
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crest breakwater, yet the former allows more overtopping than 

the latter. 

b)  Damage tends to occur at almost the same overtopping wave heights 

for both structures. 

o 
4  Comparison with regular wave tests 

a) Observations allowed to establish that 3 or 5 out of every 20 waves 

would overtop the structure with irregular waves whereas all 20 would 

overtop the structure with regular waves. 

b) Damage occurs at a faster rate with regular waves than with irreg- 

ular waves. 

c) The ratio H /H.(K ) was as high as 50% whereas the ratio H /H. 
tit ts is 

only reached 28%. 

Figs. 10a and 10b show the relationship between significant wave height and 

overtopping wave height for all four spectra respectively for the concrete and 

dolos crest breakwater in 60 cm depth. The same relationship was also found in 

the case of regular wave trains as shown in Fig. 11a, for the concrete cap and 

in Fig. lib for the dolos crest breakwater. Other depth curves have been added 

on these figures but without the measured points in order not to overcharge the 

figures.  The dispersion of the points is approximately the same for the ones 

given. 

The slope of the curves are approximately the same for the different water 

depths the difference being only in the ordinate at the origin. Furthermore, 

visual observations allowed to establish at which overtopping height the break- 

water was damaged or destroyed completely.  These observations were made for 

all three exposed faces. Having established that an incident wave height and 

an equivalent significant wave height have almost identical overtopping heights, 
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it would be possible to predict at which significant wave height the structure 

will be damaged, using only rerular wave trains, the main difference being the 

quantity of damage. 

A comparison between the results obtained for the concrete cap break- 

water and the dolos protected breakwater shows that on one hand the former is 

much more stable than the latter, whereas, on the other hand; the concrete cap 

structure allows more energy to be transmitted than the dolosse protected 

structure.  These differences are primarily due to the difference in the shape 

of their respective crests. 

In order to estimate the relative efficiency of either structure, the ratio 

of the transmitted significant wave height to the incident significant wave height 

has been calculated. The characteristic wave height, 

K7 H  = 4o =   l/   fS(f)   df (6) 
o 

o2 being the variance of the process, has been used to represent the significant 

wave height from which the ratio of the transmitted wave height to the incident 

wave height has been determined. From the results it has been found that, for 

the concrete cap breakwater, the maximum values of this ratio vary between 

0.06 [h = 45 cm ; H = 4.25 m Bretschneider spectrum] and 0.28 [h = 60 cm ; 

H = 4.25 m ; Neumann spectrum] while the corresponding values for the dolos 

crested breakwater vary from 0.04 [h = 45 cm ; H = 4.25 m ; Bretschneider 

spectrum] to 0.19 [h = 60 cm ; H = 4.25 m; Neumann spectrum].  It should be 

remembered, however, that this parameter does not take into account the fre- 

quency which is an important factor in such a study. 

5.  CONCLUSIONS 

The described tests have shown that the response of a structure gives 

more information when submitted to the attack of irregular waves than regular 
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waves. However, the zone of damage caused by given overtopping wave heights is 

the same regardless of the type of waves used, which implies the predictability 

of damages. Furthermore, such parameters as the quantity of damage, the rate 

of wave overtopping, and the total energy of overtopping, and the total energy 

of overtopping waves are always of greater magnitude when the structure is sub- 

mitted to regular wave trains. 

All the tests with regular waves have been carried out varying the fre- 

quency by a small amount at each step. It was noticed that, for one reason 

or another, the transmission coefficient curves show an oscillating tendency 

as a function of frequency. Furthermore, the same tests pointed out that the 

incident wave height curves versus frequency are also oscillating. However, 

the fact that the incident wave heights may oscillate does not explain entirely 

the transmission coefficient oscillation; this is subject to further research. 

The magnitude of the transfer function shows how the two breakwaters 

examined are efficient when submitted to irregular wave tests. From the results 

obtained it can be seen that these breakwaters will, beyond the slightest doubt, 

prevent or reduce to a minimum energy transmission from the seaside to the lee- 

side of the structure.  Further, to support this affirmation, it has already 

been seen that the maximum ratio of transmitted significant wave height to 

incident significant wave height was 0.28. 

Results have also shown that the structures are quite stable up to 12 cm 

(1.9 m prototype) of wave overtopping, major damage begins to occur between 

12 and 14 cm of wave overtopping depending on the structure, and total des- 

truction occurs for overtopping heights beyond 16 cm (2.6 m prototype). 
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CHAPTER 159 

FLOATING BREAKWATER PERFORMANCE 

by 

Bruce H. Adee* 

INTRODUCTION 

The Pacific Northwestern United States contains large areas of pro- 
tected waters with abundant recreational boating opportunities. The area 
also supports many commercial fishermen who use small boats in their fish- 
ing operations . As a result, there is a large demand for sheltered moorage 
for all these vessels. Traditionally, this demand has been accommodated by 
constructing rubble-mound breakwaters for marina protection. At present, 
most of the sites where rubble-mound breakwater construction is economically 
feasible have been used. Conditions at many of the remaining areas"for 
marina development are unsuitable for traditional techniques of marina 
construction.  In general, the cost is too great because the water is too 
deep, or the environmental degradation resulting from marina development is 
unacceptable. To satisfy the demand for moorage, while at the same time 
overcoming the other restrictions, floating breakwaters have been employed 
at many new marina facilities. 

In order to optimize the configuration of floating breakwaters and 
to overcome the problems which have been encountered with their use, the 
University of Washington has undertaken a continuing program of research. 
The aim of this research has been to monitor the performance of existing 
breakwaters and to develop a theoretical model to predict performance. 
Using the theoretical model supplemented with appropriate model-scale tests, 
a series of parametric variations will be tested to determine the effects 
of these variations on breakwater performance. 

At present, several comparisons of the theory with model tests and 
full-scale performance have been reported by Adee (1975a, 1975b, 1976). 
This report is a continuation of this effort incorporating data obtained at 
the Friday Harbor, Washington floating breakwater. 

FLOATING BREAKWATER OPERATION 

A floating breakwater is illustrated in Figure 1. An incident wave 
approaches the breakwater.  Part of the energy contained in the incident 
wave is reflected, part passes beneath the breakwater, and some is lost 
through dissipation. Another part of the incident wave energy excites the 
motions of the breakwater. These motions are restrained by the mooring 
system. The oscillating breakwater in turn generates waves which travel 
away from the breakwater in the direction of the reflected and transmitted 
waves. The total transmitted wave is the sum of the component which passes 
beneath the breakwater and the components generated by the breakwater 

Associate Professor, Department of Mechanical Engineering, 
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motions. The total reflected wave is composed similarly. 

To assess the performance of a floating breakwater one single para- 
meter which has been widely used is the transmission coefficient. This is 
found by dividing the transmitted wave height by the incident wave height. 
In conducting field experiments or in developing theoretical models the 
variables affecting performance which need to be measured include: 

(1) Total transmitted and reflected waves (in theoretical predictions 
the individual components should be predicted). 

(2) Wave forces on the breakwater. 

(3) Motions of the breakwater. 

(4) Forces on the mooring lines. 

FIELD MEASUREMENTS 

From the outset, obtaining data on the field performance of floating 
breakwaters was an important component of the research program. A suite of 
instruments designed to record breakwater performance data was designed 
and installed at a floating breakwater in Friday Harbor, Washington. 

The breakwater at Friday Harbor forms an L shape with the shorter leg 
extending from a fixed dock connected to shore. The shorter leg is 227 
feet and the longer leg 627 feet. The topography at the site offers rela- 
tively good protection to the marina and breakwater. Prevailing southwest 
winds approach almost parallel to the neighboring shore perpendicular to the 
short leg. The fetch is about one mile in this direction. The most serious 
exposure is in the northeast direction through a channel affording about 
a 1.7 mile fetch. Although storms with winds from this direction are not 
common, a few severe storms of this type may be expected during a Winter 
storm season. The layout of the breakwater and marina are shown in Figure 
2. 

Although the original plan was to instrument the longer leg of the 
breakwater, it became necessary to alter plans and place the instruments in 
a position to monitor the shorter leg. Several large barges were tied to 
the longer leg to prevent a recurrence of damage which had occurred in pre- 
vious severe storms with winds from the northeast. 

Figure 2 also shows the instrument locations. Included in the instru- 
ment suite were: 

(1) Incident wave measuring buoy. 

(2) Wave buoy located in incident and reflected wave field. 

(3) Two transmitted wave measuring staffs. 
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(4) Four load cells in the anchor lines. 

(5) One horizontally mounted accelerometer. 

(6) Two vertical accelerometers mounted near the seaward and shore- 
ward sides of the breakwater. 

The horizontal accelerometer provided surge acceleration directly while the 
average of the vertical accelerometers and the difference yielded heave and 
roll accelerations, respectively. 

A more detailed description of the equipment is provided by Chris- 
tensen and Richey (1976). 

THE FRIDAY HARBOR BREAKWATER 

The Friday Harbor floating breakwater is constructed quite differently 
from other floating breakwaters. This breakwater has a continuous struc- 
ture whereas most other floating breakwaters have been constructed using 
discrete modules connected together. 

Figure 3 shows a cross section of the Friday Harbor breakwater. The 
stringers provide continuous lengthwise support for the decking. The 
breakwater pontoons are made from a centrifugally molded polyolefin. Each 
pontoon is about 10 feet long and 5 feet wide but very irregular in shape. 
A view of the breakwater under construction without decking is given in 
Figure 4. Ballast is required to insure that the breakwater floats at the 
design water level. This is provided by 1.5 feet of water in each pontoon. 

The breakwater is held in position by mooring lines on the seaward 
and shoreward side at about 50 foot intervals. The mooring line is chain 
extending about 45 feet below the breakwater. The next portion of each 
mooring line is double-braided nylon rope followed by another section of 
chain which connects to piling driven into the bottom. 

Further information on this breakwater may be found in Adee (1975b). 

THEORY 

When one considers the myriad possible breakwater configurations 
which have been proposed to date and the different conditions which prevail 
at each potential breakwater site, the number of required model tests and 
the attendant expense of selecting a configuration becomes very large. To 
avoid this expense and also to permit parametric studies aimed at obtaining 
optimum breakwater configurations, a theoretical model was developed. The 
goal was to theoretically predict the performance which could be measured 
in laboratory studies or at prototype installations. 

The initial restriction imposed on the theoretical model was to con- 
sider only two-dimensional conditions. Under this restriction the break- 
water is assumed to be very long in one direction with long-crested waves 
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approaching so that their crests are parallel to the long axis of the break- 
water. At most breakwaters where the wave climate results from wind- 
generated waves, this condition would rarely be approached. However, experi- 
ments performed using a boat wake to generate incident waves on the beam 
and at an angle to a breakwater indicate larger breakwater motions and lar- 
ger transmitted waves when the incident wave crests approach parallel to the 
long axis of the breakwater. As a design tool, a two-dimensional theory 
provides information on the worst conditions which might be expected to 
occur.  In addition, the information available from extensive two-dimensional 
wave-channel experiments provide the data needed to test the theoretical 
model. 

The approach used here has been to employ the techniques which naval 
architects have developed to deal with ship-motion problems. Mathematically, 
the hydrodyhamic equations are formulated in terms of a boundary-value pro- 
blem for the velocity potential. Solution of this complete problem is 
presently impossible because the free-surface boundary condition is non- 
linear. An approximate solution may be obtained if restrictions are imposed 
on the boundary-value problem, and the procedure of linearization is applied. 
The restrictions limit the applicability of the solution to cases of small 
incident wave amplitude and small motion response of the breakwater. 

Once the equations have been linearized, the performance of the break- 
water may be obtained. The calculation procedure is illustrated in the 
block diagram of Figure 5. 

Results obtained using the theory are in good agreement with labora- 
tory and field data CAdee, 1975b, 1975c, 1976). The theory also provides 
an indication of the influence of fixed-body transmission, and of sway, 
heave and roll motions on the transmission coefficient at varying values 
of the beam to wavelength ratio. 

RESULTS FROM FRIDAY HARBOR BREAKWATER 

The instruments were placed at the Friday Harbor breakwater and a 
great deal of data was obtained during the Winter season of 1975. While no 
extreme storm event occurred during the time of observation, there were 
many occurrences of storms with mean wind speeds on the order of 20 miles 
per hour.  It is interesting to note that when the transmission coefficient 
is plotted as a function of frequency the results are very consistent. 

Because of the great similarity of the results, one record (FH 7-8) 
was selected for presentation.  In this case the wind was nearly perpendi- 
cular to the short leg of the breakwater and the average wind speed was 
22.9 miles per hour. The average tidal elevation was 5.3 feet above mean 
lower low water. 

The measured and theoretically predicted transmission coefficient as 
a function of frequency is shown in Figure 6. 

The field data was high-pass filtered with a cutoff frequency of 0.05 
Hertz in order to remove the influence of tidal variations or wave buoy 



FLOATING BREAKWATER 2781 

motions. After initial processing the data were directly transformed using 
fast Fourier transformation procedures and smoothed by averaging adjacent 
raw spectral components. The complete details of data analysis are contained 
in Adee, Richey and Christensen (1976). 

Extensive comparisons between theory and experiment have shown that the 
hydrodynamic theory is excellent so long as roll motions are small. In the 
frequency regions where the theory predicts higher roll motions the trans- 
mission coefficient may be in error. This is because nonlinear damping is an 
important factor in determining roll motion. Nonlinear damping is not included 
in the theory but may be artificially approximated. Experience has shown that 
by arbitrarily doubling the calculated hydrodynamic damping, better agreement 
is produced. Damping has been doubled for the theoretical, prediction pre- 
sented in Figure 6. 

One advantage of the theory is that it doesn't simply produce a 
transmission coefficient, but produces sufficient information to deterine 
what factors have an effect on the wave transmission. For the Friday Harbor 
floating breakwater as for other floating breakwaters the very low frequency 
waves are unaffected by the structure's presence yielding a transmission 
coefficient of nearly unity. The first trough in ths transmission coeffi- 
cient at about 0.3 Hertz results from heave-and roll-generated waves can- 
celling the fixed-body wave transmission.  This transmission coefficient 
is well below the transmission coefficient which would be obtained with 
the breakwater rigidly restrained and only fixed-body transmission waves 
passing through. As frequency increases, there is a peak at about 0.38. 
At this point, the heave-generated wave has almost vanished, and the fixed- 
body transmission is also small. The larger predicted transmission coeffi- 
cient is primarily the result of a roll-generated wave with a smaller com- 
ponent resulting from sway motion. The next trough at 0.43 occurs as the 
heave motion-generated wave increases and cancels the roll and sway motion- 
generated components. The fixed-body transmission is very small at 0.43. 
As frequency increases above 0.43 the transmitted wave is almost totally 
a result of the sway motion of the breakwater. 

Another result of great interest to the designer is the force in the 
mooring lines.  In presenting this data a mooring force coefficient is 
used which is defined as the amplitude of the force oscillation divided by 
the incident wave amplitude times the weight per unit length of the break- 
water. 

The mooring-force coefficient for the seaward mooring line of the 
Friday Harbor breakwater is shown in Figure 7. Here again, the field data 
has been high pass filtered to eliminate tidal effects and also a low fre- 
quency spike which occurs in the mooring-force spectrum. The theoretical 
prediction is based on computing the spring constants for the three degrees 
of freedom, multiplying these by the motions and summing force components. 
From the designers standpoint, the theory predicts the trends accurately 
and the overprediction at the peak would add to the margin of safety. 

The main conclusion which should be reached from these results is 
that it is possible to measure the performance of floating breakwaters in 
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the field and that the theory which has been developed predicts the trends 
of the data and can play a very useful role in design. 

PROBLEM OF COMPARISON 

The floating breakwater at Friday Harbor, Washington represents one 
type of breakwater which provides protection by reflecting the energy con- 
tained in the incident wave. Other, more compliant breakwaters have been 
proposed which provide protection by dissipating this energy or by setting 
up waves which "interfere" with the incident wave. Still other proposed 
breakwaters attempt to reduce the energy in the incident wave by forcing it 
to break over some obstacle. Because these concepts are quite different 
and because few have been tested at prototype scale, a rational comparison 
of performance is quite difficult with the data presently available. 
Clearly, from a users point of view, the breakwater offering the best per- 
formance for the least cost would be the most attractive. 

To present the performance of various types of floating breakwaters in 
terms of performance per dollar is very difficult. There has been a great 
variation in the cost of the floating breakwaters constructed to date, even 
among those of the same type. Besides, with the diversity of materials 
available and the rapid fluctuations in their prices which has recently taken 
place, such information would rapidly become obsolete. 

In the course of the study of floating breakwaters at the University of 
Washington, we have often used beam divided by wavelength as the parameter 
which characterizes the size of the breakwater. This seems to work well so 
long as the discussion is centered on breakwaters which protect primarily 
by reflection. When different types such as the reflecting and tethered 
float breakwater are to be compared using beam to wavelength is inadequate. 

An alternative procedure which seems to have merit is to use the 
square root of the underwater volume per unit length divided by the wave- 
length as the independent variable. If we are to ever be able to draw fair 
general comparisons among proposed floating breakwaters,a consistent scheme 
for presenting performance data should be developed. 

NONLINEAR BEHAVIOR 

Figure 8 shows a recorded time history of the mooring forces measured 
at the Tenakee, Alaska floating breakwater.  Looking at this figure one can 
observe an oscillation with a period of about 60 seconds superimposed on 
the expected shorter period oscillations. 

The linear theoretical model permits the system to respond only at the 
frequency of the incident wave.  In order to explain the presence of these 
long-period oscillations, nonlinearities must be included in the analysis. 
To perform a mathematically complete analysis including all nonlinear effects 
is beyond the present state of the art. However, in the case of the float- 
ing breakwater, one can show that if two incident waves are considered and 
second-order terms are retained, then an exciting force is present at the 
difference between the frequencies of the incident waves. Normally, this 
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small exciting force would have little effect. Since the structure is only 
lightly restrained in sway, the natural period is very long for sway motion. 
The existence of a small exciting force at the sway natural frequency could 
explain the large oscillation in mooring force. 

Because the mooring lines are critical to floating breakwater survival 
in extreme storm conditions, further research effort on the long-period 
oscillations is justified. 
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CHAPTER 160 

DESIGN, ANALYSIS AND FIELD TEST 

OF A DYNAMIC FLOATING BREAKWATER 

D. J. Agerton1, G. H. Savage2, K. C. Stotz3 

Interest in floating breakwaters has been generated in recent years 
because the concept offers the potential of providing a less expensive 
alternative to traditional, solid wall type barriers for providing per- 
manent wave protection to the thousands of new recreational boat harbors 
and marinas that have been built in the past 20 years. Also, they may be 
able to provide temporary, mobile wave protection during construction and 
installation of offshore facilities for oil transfer and production oper- 
ations, defense facilities and other offshore structures in deeper water 
(depths exceeding 50 to 100 feet). 

The engineering director of one of the largest and most active off- 
shore oil producing companies recently stated that they would be willing 
to pay up to $6 million for a mobile, floating breakwater that had the 
proven capability to significantly reduce risks due to wave action dur- 
ing offshore erection in the North Sea or elsewhere. Considering the 
investment in just one deep water oil production platform already exceeds 
$100,000,000, the worth of such a reusable, wave protection system during 
the critical erection period of a platform should be large. 

The tethered float concept - a dynamic breakwater: In 1974, Seymour and 
Isaacs (1) introduced the concept of a submerged, tethered float break- 
water, an approach that shows promise of being able to attenuate long 
period, large, deep-water, storm waves at a sufficiently low cost to be 
feasible. The system is made up of an array of independently moored, 
spherical buoys submerged just below the water surface (See Fig. 1). 
Seymour and Isaacs (1) proposed that, with proper specification of tether 
length and buoy size, each buoy would have a resonant frequency near that 
of the anticipated predominant waves for a given location. Owing to their 
dynamic response, it seemed possible to cause the buoys to pendulate back 
and forth in the incoming waves out of phase with the wave orbital motions; 
thus the name: Dynamic Breakwater. The effect of this wave excited buoy 
motion would be to transform wave energy into water turbulence and then 
heat in the wake of the buoy. 

Engineering Ph.D. Candidate, University of New Hampshire. 
^Professor of Engineering, University of New Hampshire. 
•^Associate Professor of Electrical Engineering, University of New 

Hampshire. 
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Additions and modifications to the tethered float concept: Before and 
during Isaacs's and Seymour's work Savage and others (2,3,4) had been 
investigating solid rubber filaments for various buoy mooring applica- 
tions, and suggested that the use of such moorings would improve the 
survivability and longevity of such a floating breakwater. Follow-up 
of this idea soon presented the possibility of significantly increasing 
the wave attenuation efficiency of the Isaacs-Seymour system. A buoy 
tether's spring constant might be chosen so it resonated with the pre- 
dominate wave frequency in the vertical as well as in the horizontal 
direction. Thus, each buoy could be expected to create more turbulence 
and dissipate more energy than an inelastically-tethered one. Wave tank 
model studies of this approach with a single elastically-tethered buoy 
in 1974 confirmed the possibility of achieving orbital buoy response out 
of phase with the orbital water particle motion, and encouraged us to 
proceed. 

Research objectives and scope: The three aspects of our investigation 
were: 

1) to compare the dynamic response and wave attenuation by 
tethered buoys with different tether elasticities, float 
shapes, spacings, and levels of submergence in a wave tank, 

2) to develop predictive mathematical models of buoy response 
and wave attenuation in wave tank and field tests, 

3) to conduct a large enough lake scale model test so that the 
Reynolds number and period parameter would be large enough 
for fully turbulent wake conditions to be developed in the 
buoy field; a condition that we expected to prevail in a 
full scale system. 

The last objective seemed the most significant because successful 
achievement of fully turbulent flow conditions in a model would permit 
model results to be used to predict full scale breakwater performance. 
At the time no other field tests had been carried out for a tethered float 
array. 

WAVE TANK TESTS 

The wave tank tests were conducted in the ship model towing facility 
of the Massachusetts Institute of Technology, Cambridge, Massachusetts. 
One set of tests measured the dynamic response of a single buoy to sinu- 
soidal wave of various heights and frequencies. Several different shapes 
of buoys and tethers with different spring constants were used. Buoy res- 
ponse was recorded by means of an optical displacement follower which 
could continually track the oscillating buoy using only light and no in- 
struments in direct contact with the buoy or its tether. The three float 
shapes tested were a sphere, a sphere with a concentric disk around its 
girth (a "Saturn ring"), and an egg. The scale size of the buoy was 
assumed from Seymour and Isaacs (1) work with a sphere which had shown 
that "reasonable diameters for the breakwater will be of the same order 
as the significant wave height". 
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The buoy shape and tether selected were a sphere with a tether with 
a low spring constant so that the buoy response to the significant waves 
in our model sea state and water depth was a near circular orbit (See 
Fig. 2). The preliminary mathematical model of the system had indicated 
that such an orbital response would result in the greatest energy dissipa- 
tion due to form drag for a single buoy. The spherical buoy shape was 
selected over the other two tested because it was the shape that gave 
significant vertical as well as horizontal response; I.e..  near-circular 
buoy motion. 

We then constructed arrays of both wire and elastically-tether buoys 
across the wave tank and subjected these model dynamic breakwaters to both 
regular and irregular seas (See Fig. 3). The incident and attenuated 
waves were measured and recorded and the respective wave energies were cal- 
culated. These wave tank breakwater model tests gave results that supported 
the validity of our first analytical prediction models that elastically- 
tethered floats dissipated more energy than wire-tethered ones. Other re- 
sults are shown in Fig. 4. 

MATHEMATICAL MODELING 

Modeling an elastically-tethered dynamic breakwater requires four 
steps: (a) writing equations of motion for a tethered buoy in two dim- 
ensions; (b) solving those equations for buoy relative velocity; (c) 
computing the rate of energy dissipation (drag power) of a row of buoys; 
(d) compounding the drag power row-by-row through the array. In light 
of the two-dimensional nature of the problem and the complexities intro- 
duced by elastic tethers, we did not rely solely on the simplified linear- 
model approach of Seymour (5). Solution to the non-linear, coupled prob- 
lem is detailed in a dissertation by Agerton (6) and summarized below. 
It is a solution of the general case; not restricted to a wire-tethered 
system. 

Modeling wave forces: Force on a fixed object in one-dimensional oscil- 
latory flow can be formulated by the Morison equation as the sum of co- 
linear drag and inertia! components (7). Frontal area A and flow co- 
efficients CD and C^ are considered constant. 

F = FD + Fj (1) 

F = 1 PACD|uiu  +  PV00+CM) u (2) 

In one-dimensional oscillatory flow, the only dimensionless para- 
meter correlated with drag and mass coefficient is period parameter 
(8,9) defined as: 

PP = ly/a = 2Tia/d (3) 

where a is the amplitude of water motion relative to the object. How- 
ever, the relationship between flow parameters, object dimensions, and 
flow-force coefficients is not well understood, particularly in two- 
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dimensional oscillatory flow as would occur in waves in a field experi- 
ment. Furthermore, if the amplitude to diameter ratio were the only 
important parameter, then the scaling of drag forces would present no 
problem. We have heard no investigator propose that to be the case. 

Complexity of the problem increases for two-dimensional flow prob- 
lems -- as occur for waves acting on a submerged tethered sphere or 
horizontal cylinder parallel to the wave crests. In such cases, the 
turbulent wake would appear to rotate around the object during the wave 
cycle. The vector force can be written by the Morison formulation. 
Area presented to the flow is the same from all directions. Also, it is 
assumed Cp and C». do not change with direction. 

F = FD  +  Fj (4) 

1 
2 

:D|r|r  +  Mw(l+CM)r (5) 

where r is the relative velocity of the fluid and r is its relative 
acceleration. Both can be resolved into horizontal and vertical compon- 
ents. The one and two-dimensional formulations are compared below: 

Two-dimensional formulation        One-dimensional formulation 

Fx = DuvV + u
2 + N u Fx = Dju|u  + N u     (6) 'X   •"  ' u   '  "u ' X 

Fy = Dv>4i2 + v2 + N v Fy = D|v|v  + N v     (7) 

If only maximum force predictions are of interest, both formulations 
give the same result. However, when considering wave-force history and 
energy dissipation, the two-dimensional problem should be formulated as 
such or justifiably de-coupled into a pair of one-dimensional equations. 

By computing the drag work during a wave cycle, one finds that about 
15% less energy is dissipated by the one-dimensional formulation. A sim- 
ilar comparison for an elastically tethered sphere is not as simply accom- 
plished because the object has both horizontal and vertical relative vel- 
ocity whose magnitudes are not necessarily equal. However, the 15% dif- 
ference in calculated dissipation represents the maximum. 

Coefficients of mass and drag: Data on which to base estimates of drag 
and mass coefficients for spheres in waves are neither plentiful nor 
consistant. Seymour (5) was first to estimate flow coefficients for 
tethered spheres in irregular waves in both the laboratory and the ocean. 
He concluded that at values of rms a/d greater than 0.80, the average Cn 
was constant. This indicated to him that the flow was fully turbulent 
-- that is, the wake was fully developed. He further observed that C^ 
decreased in a gradual linear fashion with increasing a/d ratio, so 
assuming a single value over a particular excitation spectrum was an 
acceptable approximation. When the sphere was less rigidly restrained, 
Seymour observed that Co increased almost two-fold. He hypothesized 
that lateral vibration increased the width of the wake and, therefore, 
the form drag. Laird (10) made similar observations for cylinders. 
Sarpkaya (9) recently calculated Cn and C^ over a range of period para- 
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meters in one-dimensional oscillatory flow. The sphere was not rigidly 
restrained. At a/d ratios greater than about 3.0, CD was constant at 
about 0.75, much higher than Seymour had measured.  Below 3.0, it de- 
creased in an almost linear fashion. In an ocean experiment, Seymour (5) 
inferred values of 0.35 and 0.25 for C^ and CD respectively for a tether- 
ed sphere in two-dimensional flow. These were about 70% higher than those 
calculated in laboratory experiments, a difference he attributed to trans- 
verse vibration. Values of flow coefficients estimated by Seymour in the 
field were initially adopted to carry out the design of our experiments 
because he had made the only large-scale measurements in two-dimensional 
flow. 

Modeling buoy response and energy dissipation: Fig. 5 depicts the geo- 
metry of an elastically-tethered sphere in waves. Based on wave tank 
observations and on the analysis of elastic tethers, articulation and 
catenary were assumed negligible (4,11). The working range of the 
elastic tether is approximately linear (11). Depending primarily on the 
thickness of the tether, drag forces on the mooring may be substantial. 
Formulating drag force on a differential section of tether whose free end 
moves with the velocity of the buoy x, and integrating over the length 
yields: 

FDt = g P
AtCDtl*l* 

(8) 

Buoyancy, acceleration, wave, and tether forces on the tethered buoy 
can be resolved into horizontal and vertical components, summed, and alge- 
braically re-arranged to yield non-linear coupled equations of motion. 

Mxx + Dx|r|(x-u)  +  Dt|x|x  +  Tsin(e)      = K%u (9) 

Myy + Dy|r|(y-v) +  Tcos(e) - FB  = Nyv    (10) 

where     u = awe"   cos(a)t-kx) v=-aue"kz sin(tot-kx)      (11) 

Drag power is written: 

PDx=lpACDk|u/ 

where ur(t) = x(t) - u(t) 

Total drag is then: 

Integrated over a wave period T, the drag power and wave power are 
compared to yield the proportion of wave energy dissipated by a single 
row of buoys. This is adjusted for buoy packing density 8. 

^(w-^) = B}PDdt/>Pwdt (15), 

It is assumed that the amplitude reduction is completed a short 
time after the buoy and water have interacted. Therefore the attenuated 
amplitude is the incident wave amplitude for the second row of buoys. 

VipACDMVr2 (12) 

vr(t) = y(t) - v(t) (13) 

PD = %   +   \       . 
(14) 
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Through compounding successive simulations, attenuation by an array of 
buoys can be modeled. However, because dissipation by each row is small, 
large error is not incurred by assuming all rows are equally effective (6). 
Dissipation by an array of n rows can therefore be estimated as: 

a^/a^ = (l-£)n (16) 

Solving for the number of rows to provide a particular level of dissipa- 
tion requires solving the equations of motion. 

Solution by simulation: The IBM Continuous System Modeling Program (CSMP) 
was used to simulate the response of an elastically-tethered buoy. Simu- 
lation in regular waves permitted calculation of frequency response, energy 
dissipation, and spatial plotting of the orbiting buoy. Results indicated 
that elastically-tethered elements could be more effective than comparable 
wire-tethered elements even though the former required deeper submergence 
to avoid broaching the surface. Although dissipation in the horizontal 
direction was actually less, this reduction was more than compensated for 
by an increased contribution in the vertical dimension. To simulate the 
response of the tethered element in irregular waves, we used the sum of 
thirteen randomly phased Fourier components as measured in a lake for the 
excitation. At a selected time interval, data was written to disk file 
for subsequent spectral analysis. 

The previously discussed one and two-dimensional drag-force formu- 
lations were compared through simulation. CQ and C\n were assumed constant 
for each direction. Linear elongation of the elastic tether was varied 
over a range of values from 4% to 200%. Regardless of the elastic con- 
stant selected, response and dissipation varied no more than 10% in all 
cases tested; therefore, using the simpler, one-dimensional drag force 
formulation is an acceptable approximation for a linear model. 

To discuss the relationship in irregular waves between relative 
velocity and energy dissipation requires a linearized model of dissipa- 
tion so the phenomenon can be treated as a sum of Fourier components (6). 
Furthermore, complete linear analysis permits more design insight than 
the trial and error approach of simulation. 

Linear analysis: The restoring forces in the equations of motion can 
be decoupled and linearized. Expressions for the water particle kine- 
matics in a deep-water Airy wave can be simplified by assuming the spatial 
movement of the buoy will not substantially affect the water velocities 
and accelerations adjacent to the buoy. 

Seymour (5) extended Jacobsen's (12) damping linearization to broad- 
band irregular flows using a statistical approach and minimizing the dif- 
ference in dissipation calculated by linear and non-linear models. The . 
linearized drag term for the buoy drag is of the form DU0ur. U0 is the 
"characteristic" relative velocity: 

U0 = 16au /3^ (17) 

where au is the square root of the variance of relative velocity in 
one dimension. Seymour's approach was applied to linearizing the drag 
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of the tether.    The linearized tether drag is of the form D^lkx 
where: 

Ut    =    16ax/3'2ir (18) 

Equations 9 and 10 in linearized form are written: 

Mx    +    [D'    +    D'f]x     +     Kvx = D'u + Nil (19) 

My + [Dpy       +  Kyy = Dyv + Nv        (20) 

where        Dx = DXUQ  and  Dt" = DtUt (21) 

Kx - (pV0-Ms)g/l0       Ky = kt (22) 

Equations 19 and 20 are analogous; only operations on the first 
will be discussed. Lumping linearized drag terms (D" = Dx + Dt') and 
taking the Laplace transform of each side of the Eq. 19, yields the 
transfer function of the buoy in the horizontal dimension: 

X(s)   D's + Ns2  
Hx(s) =  p(s) = Ms2 + D's + Kx <23) 

The transfer function of relative velocity is: 

Hu (s) = (N-M)s2 - Dt's - Kx 
r     Ms2 + D"s + Kx 

(24) 

Changing from the Laplace transform to a Fourier transform, the predicted 
spectrum of horizontal relative velocity is: 

SUr(«) = Su(a>)|HUr(a>)| (25) 

Where Su(u) is the spectrum of horizontal water particle velocity. The 
variance of relative velocity is calculated as: 

auJ    = "su (w)du (26> r    oo up 

The three previous equations are solved iteratively using estimates of 
the variances of buoy velocity x and buoy relative velocity ur to 
initiate the double transcendental solution. 

Average drag power of a buoy over a frequency band is: 

PD M    = |oxU/(a)) (27) 
"x      2 x r 

Therefore,     PD (u) = h'Su  (co) (28) 
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Drag dissipation due to the tether is relatively small and therefore, 
neglected. Energy dissipation by a row of buoys is modeled over each 
averaged frequency band as the sum of the dissipation by Fourier compon- 
ents in each dimension. 

I(») - le[D;Su>>  +  DySvr
(w)] w 

p» w 

Knowing the transcendental solution to each equation, one can cal- 
culate the resonant frequencies of the system. Natural frequencies for 
a tethered buoy whose mass is small and respect to the displaced water 
and whose tether is a linear spring are written: 

"nx = ^W and "ny = wnx V^o^o)   <3°) 

where r0 is the unstretched tether length and 10 is its stretched length. 
Damping £ is calculated as D/2Mun. Resonant frequency is calculated 
according to the equation: 

wn A-2 e (31) 

The linearized model provides the analytical tool for matching the 
system response to predicted wave frequency by indicating the proper tether 
length and spring constant. The analysis indicates that vertical resonance 
will always be at a higher frequency than horizontal resonance. One pos- 
sibility for altering this relationship may lie in using an ellipsoidal 
buoy so that the area exposed to the flow and the flow co-efficients are 
different in the horizontal and vertical dimensions. 

FIELD TEST 

The field test model was designed for installation about 100 yards 
off the northwest shore of Diamond Island in Lake Winnipesaukee, the 
largest lake in New Hampshire (See Fig. 6). The storm winds from the 
northwest had a six to nine mile fetch over which to build wave energy 
to test the system. We anticipated a maximum of three to four-foot sig- 
nificant waves with a three second peak period based upon the historical 
observation of long-time residents in the area. 

The dynamic breakwater array: The breakwater float array was moored by 
a level steel frame anchoring grid designed by vidal (13) with adjustable 
legs to level it on the bottom like a multilegged table. Buoys were then 
tethered to their anchoring frame so each tether was the same length. 
Such an anchoring system would not be practical for a working prototype 
system, but was used here because it provided an immobile base and simpli- 
fied the subsequent analysis. It also focused the project on the effects 
of the elastic tethers and the floats. Such an anchoring frame was also 
consistent with the installation equipment, funds and talents available 
to us. The anchoring surface of the frame was 21 feet below the mean 
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free water surface after installation. The bottom sloped from approx- 
imately 27 feet to 35 feet from the shore side to the weather side of the 
frame. 

The 90 floats in the array were 22 inch diameter plastic, inflatable, 
near-spherical floats. They were tethered with two parallel, one inch 
diameter solid rubber filaments as shown in Fig. 7. From previous work 
done by Savage (2,3) and our own tests of the spring constant for avail- 
able solid rubber filaments,we had specified a filament with a linear 
spring constant of 15 lbs/foot elongation after initial loading to 120 
pounds. However, the material we finally received did not meet specifica- 
tion by a wide margin. Its spring constant was about 35 lbs/foot elonga- 
tion; so we were unable to obtain the desired magnitude of vertical res- 
ponse of the buoys in even the highest sea states. After discussions with 
several large manufacturers of rubber we have concluded that knowledge of 
rubber creep and elastic properties is not sufficiently complete to pro- 
vide consistent and predictable material properties of the kind we have 
been seeking. 

The array and instrumentation: Fig. 8 shows the plan and side views of 
the breakwater array that was installed at Lake Winnipesaukee and the 
location of wave staffs to measure the incident and attenuated waves. 
Details of the design of these transmission line wave staffs will be 
available in a publication by Winn, Stotz and Delano (14). As indicated 
in Fig. 8,one tether was instrumented to permit measurement of buoy motion 
response. Data from this buoy provided a check on our analytical models 
of dynamic response. 

The effects of diffraction were not directly addressed in this 
experiment, but we believe such effects were not significant because our 
breakwater was not a thin, impervious wall. Also, the wave staff measur- 
ing the attenuated waves behind the breakwater was located in the middle 
and close to the breakwater as shown in Fig. 8. It would therefore have 
received the minimum possible energy transmitted by diffraction if there 
was any at all. 

The greatest difficulty in the field experiment arose from the exces- 
sive creep of the rubber tethers that caused some of the floats to come to 
the surface,and these had to be pulled back down with shortened tethers to 
maintain design depth. It was here that the lack of quality control on 
the delivered rubber filaments showed up to seriously hinder the project, 
but the problem was overcome at the expense of greatly increasing the 
spring constant of the tethers which altered the breakwater vertical res- 
ponse from the original design. 

RESULTS AND DISCUSSION OF THE FIELD EXPERIMENT 

The least controllable aspect of the field experiment was the 
weather. Moderate cold fronts during the fall brought waves only as high 
as 2.0 feet significant height. A week before winter ice set in, waves 
2.5 feet in significant height were recorded. The energy dissipation by 
the breakwater averaged over nine five-minute records from December 18, 
1975 was 51%. Averaged over five records from November 5, it was 53%. 
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Several adjacent records from each day were selected for detailed 
analysis and modeling. Averaged incident and attenuated wave spectra 
measured over a ten-minute interval are shown in Fig. 9. Assuming rows 
were equally efficient, then each row dissipated about 8% of its incident 
wave energy. 

Modeling buoy response and dissipation: In general, the measured horizon- 
tal buoy response was about five times greater than the vertical -- less 
than we had sought due to the Undesirably high tether modulus. 

Cp and CM were estimated by matching the model results to the measur- 
ed response of a wire-tethered buoy which was switched temporarily into 
the array so buoy response data with minimum cable drag could be acquired. 
The best correspondence between measured and modeled buoy motions was for 
a Cp = 0.42 and CM = 0.50.. These high values, coupled with the estimated 
rms ar/d ratio of'0.65, indicated that the buoy wake was not fully develop- 
ed as we had expected. 

Cp and CM of 0.42 and 0.50 respectively also yielded the closest fit 
between measured and modeled response for the elastically-tethered buoy. 
Fig. 10 compares the measured and modeled frequency response for several 
averaged records from December 18, and Fig. 11 makes the same comparison 
for the spectrum of horizontal relative velocities. 

From horizontal and vertical spectra of relative velocity, the linear- 
ized drag power was computed over each frequency band in each spectrum. 
Results are compared with those measured in the field in Fig. 12. The 
lines of least-squares fit correspond in the region of highest energy den- 
sity. Discrepancies at high frequencies may be due to breakdown of the 
model in that region. The results of the linear model correspond reason- 
ably well with those of the coupled non-linear model. 

CONCLUSIONS 

From further investigation of the linear and non-linear models, it 
appears that their results are within 10% of one another for tether elon- 
gations from 0% to 30%, the measure of tether compliance used in our work. 
At 100% elongation, it appears most elastically-tethered systems can be 
more effective than their wire-tethered counterparts. However, their 
performance advantage is marginal because the buoys with more compliant 
tethers must be submerged deeper to avoid broaching the surface. Also 
the elastic tether is many times thicker than its wire counterpart 
and adds damping to the horizontal response; thereby reducing the energy 
dissipation by the buoy. Finally, it appears that a fully-developed 
wake (analogous to supercritical, steady flow) is not a necessary con- 
dition for maximum energy dissipation. Assuming that Cp = 0.25 and CM = 
0.35 characterize fully turbulent flow and that Cp = 0.42 and CM = 0.50 
characterize sub-critical turbulent flow, the models indicate that max- 
imum dissipation by a tethered sphere system could be the same for each 
flow regime. However, the optimum tether length would be different for 
a given buoy operating in one flow regime or the other. 

In summary, we found it was possible to remove 50% of the wave ener- 
gy using a nine-row array of tethered buoys, and that we could model the 
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energy dissipation fairly accurately. Our test of the performance 
advantage of elastic tethers was not conclusive because of manufacturing 
problems and present state-of-the-art limitations. Our understanding of 
relationships between wake development and buoy size relative to wave 
parameters over a range of scales in two-dimensional oscillatory flow is 
incomplete. 
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Fig,3   Top and side views of wave tank tests. 

Fig.  5    Geometry of elastically-tethered buoy. 
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Fig. 6 Diamond Island, site of the field experiment. 
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Fig. 7    Elastically-tethered test array for lake field test. 
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CHAPTER 161 

PROTECTION OF MARITIME STRUCTURES AGAINST SHIP COLLISIONS 

by 

Kazuki Oda* and Shoshichiro Nagai** 

ABSTRACT 

This paper deals with the analytical and experimental studies on a 
new device to prevent the accidents of ship collisions with maritime 
structures.  The practical protection device was designed on the basis of 
this study and it has been in use for the prevention of ship collisions 
of a class of 1,000 G/T with a boring tower for the geological survey of 
the sea beds of a narrow straits in which quite a many ships navigate. 

INTRODUCTION 

For the recent several years, maritime structures such as drilling 
platforms, intake towers of cooling water for thermal and/or nuclear 
power plants and also bridge piers have been constructed nearshore and 
offshore throughout the world.  When they are constructed in seas or 
straits where many ships navigate, there exists a great possibility of 
ship collisions with such maritime structures. 

In the case of Japan in which several long bridges are being const- 
ructed to span the narrow straits with strong tidal currents and quite a 
many navigation ships, this problem has been considered to be very seri- 
ous from the points of view of safety navigation as well as the protec- 
tion of the bridge pier from ship collisions.  Even during the terms of 
the preliminary geological survey of the sea beds at the projected const- 
ruction sites of the piers of the long bridges, there have been already 
a lot of accidents of ship contacts with the boring towers for the geo- 
logical survey.  Therefore, it has been urgently needed to find ways for 
prevention of the accidents of contacts and collisions with erection 
jackets during the construction of the piers and the piers themselves 
after the completion of the bridges. 

As a result, a new protection device capable of turing securely the 
original course of approaching vessels to the piers in front of them was 
proposed by our laboratory and the Honshu-Shikoku Bridge Authority.  It 
consists of three large buoys anchored to the sea bottom and two pressure 
pneumatic rubber tubes-lines which are tightened with the restoring for- 
ces of mooring buoy system and float on the water surface as shown in 
Fig.l. 

* Assistant Professor of Hydraulic Engineering, Faculty of 
Engineering, Osaka City University,. Osaka, Japan. 

** Professor of Hydraulic Engineering, Faculty of Engineering, 
Osaka City University, Osaka, Japan. 
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Fig.l.  Schematic diagram of the protection device 

The analytical and experimental studies were carried out in the 
hydraulics laboratory of Osaka City University to examine the effect of 
the proposed protection device and to predict the tensions of the mooring 
lines of the buoys and the rubber tubes-lines. 

APPROACHING CONDITIONS OF SHIPS TO THE DEVICE 

(1)  Gross tonnages of ships 

The results of the investigation on ships passing through the Akashi 
Straits, the Eastern Bisan Straits and the Kurushima Straits in the Seto 
Inland Sea, which was conducted by Kobe Mercantile Marine College and 
Maritime Safety Agency of Japan in July of 1971, are shown in Figs.2, 3 
and 4 respectively. 

According to these figures, the average number of ships per day 
passed through is more than 1,000 in every straits.  Especially in the 
Akashi Straits, it comes up to more than 2,000.  It will be noted, 
however, that more than 80% of total ships, including almost all of pas- 
senger boats, ferry boats and fishing boats, are smaller ships than 500 
G/T while large ships greater than 3,000 G/T are very few in every 
straits. 

It is considered to be quite difficult to protect the piers from the 
collisions of ships greater than 10,000 to 20,000 G/T by the aid of the 
device proposed here because of their much larger momentum.  For the pro- 
tection of piers against the collisions of such larger ships, the another 
way using a steel jacket fender system fixed on the pier is being exa- 
mined now. 

Consequently, it was decided that the gross tonnages of ships consi- 
dered here to be approaching vessels were 1,000 to 2,000 G/T. 
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TOTAL 2024 

Fig.2.  Statistics of ships per day passed 
through the Akashi Straits 

THE EASTERN BISAN   STRAITS 

TOTAL 1462 

Pig.3.  Statistics of ships per day passed 
through the Eastern Bisan Straits 

TOTAL 1135 

THE KURUSHIMA STRAITS 

Fig.4.  Statistics of ships per day passed 
through the Kurushima Straits 
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(2)  Approaching speeds and heading angles 

According to an annual report "Statistics of Vessels in 1970" pub- 
lished by Ministry of Transportation, 83 to 87% of vessels between 1,000 
to 3,000 G/T travel with a speed of 10 to 14 knots. 

Since the traveling speeds of ships, however, will be decelerated by 
the captain in emergency, it may be considered that the approaching speeds 
into the protection device are less than the usual traveling speeds. As 
a result, the approaching speeds of ships of a class of 1,000 to 2,000 G/T 
into the protection device were decided to be 8 to 10 knots in this study. 

In general, ships are steered to be almost paralleled to the seaways 
regulated in narrow straits. Accordingly, the approaching heading angles 
into the device were taken to be 10 to 15 degrees to the direction of 

seaway. 

THEORETICAL ANALYSIS 

1.  Basic equations of motion of a ship 

A set of co-ordinate axes, XQ, yG with the origin fixed at the center 

of gravity of a ship as shown in Fig.5 is used to set up basic equations 
of motion of a ship.  The XQ- and yG- axes represent the longitudinal and 

transverse horizontal axes of the ship respectively. 

*• 1 

J 
u/ 

/ <0/ AiY 
G/> 

f
t

 

/Y 
0 f 

Fig.5. Co-ordinate system 

By reference to these co-ordinate 
axes, equations of motion of the 
ship in horizontal plane can be 
written as follows. 

m(ue - 0)VQ) = X    (sway) 

m(vG + uuG) = Y     (surge) 

J-ZZa (yaw) 

(1) 

where: m = mass of the ship 

IZZ = moment of inertia about the vertical axis through the 
center of gravity of the ship 

UG» ^G = components of the ship velocity and acceleration in XQ- 

axis direction 
VG' VG = components of the ship velocity and acceleration in VQ- 

direction 
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a), to = angular velocity and acceleration about the vertical axis 

X, Y and N » total external forces and moments including hydro- 
dynamic and other non-hydrodynamic forces and 
moments 

The effects of waves and winds are not considered in this treatment. 
The effects of the coupling roll, pitch, and heave motions into hori- 
zontal motion are assumed negligibly small. 

The components of external forces X, Y and moments N are expressed 
as follows for the case of zero rudder angle in linear theory: 

X = XuuG + X^dg + XvvG + X^vG + XUW + X^O) + fx 

Y = YUUG + YuuG + YvvG + YvVG + YW0) + Y^W + fp + fy [ (.2) 

N = NuUg + N^UG + NVVG + N^VG + tyo + %d) + f^ 

where fx, fy and f<j, are the components of non-hydrodynamic external 
forces and moments.  fp is propulsive forces.  Xu, Xv, X&, Yu, Yv, y^, 
and Nu, Nv/ N(I) are hydrodynamic coefficients concerning added masses. 
xu» Xyr Xu), Yu» yv/ Y(JO and Nu, Nv, No) are hydrodynamic coefficients 
concerning damping forces. 

On the assumption that the ship is symmetric with respect to the 
longitudinal and transverse centerline plane, and that the center of 
gravity of added mass is coincident with that of the ship, Xv, Xv, X^, Yu, 
Yu, Y^, Nu 

and Nv can be regarded as zero. 

Furthermore, neglecting the effect of damping forces and moments 
except the damping term YvvG in the surge motion and using nonlinear 
damping forces C vG

2 instead of linear damping forces YvvG, Eq. (2) may 
be symplified as follows. 

X = - i^ue + fx 

Y = - myV(j - C vG
2 + fp + fy 

N = - JzzW + f<|> 

(3) 

- my = Yv added mass in YG-axis direction 

- Jzz = N(j added moment of inertia about the vertical axis 

C = dimensional coefficient of total ship resistances 

2. Equations of motion of the ship after contact with the protection 
device 

(1)  Co-ordinate system 

The co-ordinate system and the symbols used in the theoretical ana- 
lysis concerning the protection device are shown in Fig.6. 
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Fig.6. Co-ordinate system and definition 
sketch of the protection device 

The difinitions of the symbols in Fig.6 are as follows. 

X, Y = co-ordinate axes fixed on the earth with the origin at the 
center of the main buoy 

XG' YG = co-ordinate axes with the origin at the center of gravity 
of the ship 

AB1> ABr» BB' CB = anchor points of each buoy 

1AB, 1AC = initial distances between the main buoy and the sub-buoy 

A, B, C = center points of each buoy 

p = contact point with the rubber tubues-line 
UG' VG = components of the ship velocity in the directions of xG- 

and VQ-axes at the center of gravity G 

u, v = components of the ship velocity in the directions of xg- and 
yg-axes at the contact point p 

co = angular velocity about the vertical axis of the ship 
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<)> = heading angle of the ship to the Y-axis 

fx, fy = components of the reaction forces on the contact point 
exerted by the deflection of the rubber tubes-line 

The subscript o, herein, denotes the quantities at the initial time. 

(2) Basic assumptions 

The following assumptions are introduced to simplify the theoretical 
analysis on the protection device. 

(a) The movements of the main buoy A are negligibly small. 

(b) Therefore, the movements of the rubber tubes-line AC of the 
opposite side to the line AB contacting with the ship can be 
also neglected. 

(c) The configulations of the mooring lines of every buoy can 
be regarded as straight without any slack. 

(d) The elongations of the mooring lines of the buoys and the 
rubber tubes-line can be neglected. 

(e) The hydrodynamic forces induced by the movement of the sub- 
buoy and the rubber tubes-line may be neglected. 

(f) The frictional forces between the rubber tubes-line and the 
ship hull are minor. 

(g) While the ship is in contact with the rubber tubes-line, 
the propulsive forces of the ship is constant and the rud- 
der angles is stationarily zero. 

(h)  The point of the ship in contact with the rubber tubes-line 
is stationarily on the bow shoulder of the ship. 

(3) External forces and moments on the ship 

On the above assumptions, the external forces and moments acting on 
the ship in contact with the rubber tubes-line are obtained as follows. 

Referring to Fig. 7, components of the reaction forces, fx and f„ on 
the contact point exerted by the deflection of the rubber tubes-line 
from the original straight line can be expressed as follows. 

(4) 
fx = - {TBP sin(6BP -<)>)- T^p sin(8AP -((>)} 

fy = ~ {TAP cos (6AP - <l» - TBP cos <SBP ~ Wb 

where:  TAp, TBP = tensions of the segments AP and BP of the rubber tubes- 
line respectively 

6ap, 0Bp = angles between the segments AP, BP of the rubber tubes- 
line and Y-axis respectively 



COLLISION PROTECTION 2817 

Fig.7. Definition sketch of the external 
forces and moments 

Since the assumption (f) yields TAp = TBp, Eq.(4) can be rewritten 
as follows. 

fx = - TAB{(sin9Bp - sin6Ap) cos(f> - (cos6Bp - cos8Ap) sinif)} 

fy = - TAB{ (cos9ap - cosSgp) cos((> + (sin6Ap - sin8Bp) sin<j>} 
r      (5) 

where TAB, which is used in place of TAp and TBp, is the tensions of the 
rubber tubes-line. 

From the geometrical relations shown in Fig.8, the following equa- 
tions are derived. 

sinoAp = 

cosoAp 
/x2 + 

x - b„ 
sin0 BP 

Ax - bx)
2 + (y - by)

2 

cos8Bp = 
Y - bv 

/(x - bx)2 + (y - b  )'• 

(6) 

Substituting Eq.(6) into (5), Eq.(7) is obtained. 
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Sa'W^x^                  Y 

\*V^\ 

\ \ v    T \\ T(XA 
\ \*\ \ \ ^ \ \x 

\     Vi. Am> 

J    X 

fx ""- TAB{( 

Pig.8... Geometrical relations of 
the rubber tubes-line 

x - bv x 

Ax  - bx) z +   (y - by) 
z  /x2 + y- 

;) cos((; 

"x' 

y - by 

/(x - bx)
2 + (y - bv)

2  /x2 + y2 
) sin<(>} 

fy - ' W ( y - bv 

Ax  - bx) 2 + (y - bv) 2  /x2 + 
-) cos<( 

DX'   T \y - jjy; 

x - b„ 
+ ( + 

Ax  - bx)
2 + (y - bv)2  /x2 + y2 

nij>} 

y 

(7) 

External moments f* around the vertical axis through the center of 
gravity of the ship induced by these forces fx, f„ are given by Eq.(8) 

f,j, = - (afx - bfy) (8) 

where a. and b are the lengths of moment arms of fx and fy around the cen- 
ter of gravity of the ship shown in Fig.7 respectively.  According to the 
assumption (h), these lengths are considered to be constant while the 
ship contacts with the line. 
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On the other hand, from the equations, of equilibrium of the forces 
acting on the point B and the geometrical relations shown in Fig.9, the 
tensions TAB of the rubber tubes-line in Eq. (7) can be written as follows. 

XAB (w0AB(hB - >V - 1B
2) - WB} (9) 

SB ~ IB 

where: wQ = specific weight of water 

AB = area of waterplane of the sub-buoy 

WB = weight of the sub-buoy 

SB = length of the mooring line of the sub-buoy 

IB = horizontal distance between the sub-buoy and its anchor 
point given by Eq,(10) 

1B = /x
2 + y2 + /(x - hxyz  + (y by)' XAB (.10) 

Fig.9.  Definition sketch of the 
forces on the sub-buoy 

(4)  Total ship resistances and propulsive forces 

In general, total ship resistances Rp consisting of frictional resi- 
stances and residual resistances which include wave making resistances 
and eddy resistances are given by Eq.(11). 

Rj, = C vG
z (11) 

where:  vfi = velocity of a ship in the direction of the longitudinal axis 
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C = dimensional coefficient of total ship resistances expressed 
by Eq. (121 

C = CCf + Cr)-IpS 

where:  p » density of water 

S = area of wetted surface of the ship hull 

Cf = coefficient of frictional resistances 

Cr = coefficient of residual resistances 

Assuming that a ship approaches into the protection device with a 
constant speed, the propulsive forces can be considered to equal to the 
total resistances of the ship traveling with the constant approaching 
velocity vG0 in the direction of the longitudinal axis.  Thus, the pro- 
pulsive forces of the ship can be written as follows. 

fp = C vG
2 (13) 

where fp is the propulsive forces. 

(5)  Tensions of the mooring lines of the buoys 

From the equations of equilibrium of the forces acting on the point 
A and the geometrical relations, shown in Fig.10, the tensions of two moor- 
ing lines of the main buoy are given by the following equations respec- 
tively. 

TAr = secOAO cosec2a0{TABsin(a0 - 9Ap) + (TAC)0sin(a0 - B0)} 

,   (14) 
TA1 = sec0AO cosec2a0 (TABsin(a0 - 6Ap) - (TAC)0sin(a0 + B0)) 

where:  TAr, TA^ = tensions of the mooring lines AAr and AA^ respectively 
TAB = tensions of the rubber tubes-line AB 

(TAC)0 = initial tensions of the rubber tubes-line AC 

0Ao = intial vertical angle of inclination of the mooring line 
of the main buoy 

2a0, 26o = initial horizontal angle between the two mooring lines 
of the main buoy and initial angle between the two 
rubber tubes-lines respectively 

In the same way, by references to Fig.9 again, the tensions of the 
mooring line of the sub-buoy are obtained as follows. 

TB " {w0AB(hB " /SB2 " is"' " WB> , „pB US) 
^B2   -   IB*' 
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^C /     W6" 
/ / ^\ *\ 

Y 

2/9.                              ^^ 

Fig.10. Definition sketch of the 
forces on the main buoy 

(6)  Equations of motion of the ship 

Substituting Eq.(3) into Eq.(1), equations of motion of the ship 
after contact with the rubber tubes-line of the protection device can be 
expressed as follows. 

(m + mx)ug = muvQ + fx 

(m + nu) V'Q =  - ITICOUQ - C VG 

'I 

+     fr,    +     f„ 

(I? + J7.7)(J =  f<t 

(16) 

Using the velocity components u and v of the point of the ship in 
contact with the rubber tubes-line in the directions of X- and Y-axes 
fixed on the earth as shown in Fig.J.1, the velocity components uG and vG 
of the center of gravity of the ship in xG- and yG-axes directions can be 
denoted as follows. 

VG 

u cos<}> + v sin<(>. + aw 

v cos<(> - u sin<(> - bio 
(IV) 

Substituting Eq.(17) into Eq.(16), the final equations of motion of 
the ship after contact with the rubber tubes-line can be written as 
follows. 

u, y = v, 

rcosfi)        a, ,   ,  ,      .    ,, i 
u = _{ z. + ^a cosq> + b sin<(>) >fx 

Iz 

(to be continued to the next page) 
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,   rsin<f>   ,     b   . • ,   ,   .      ,   ,.!.• + {. 1. +  {a costp + b sin<j)))fy 

-{fp - C(v cos(|) - u sin<() - bto) 2     - tov 

+ mio{ — •( v cosij) - u sini|) - bio)   +  (u Cosij) + v sinij) + a<o) } 

> (18) 

v = { — +  (a sin<j> - b cosij)) }fx 

I, 

,       rCOSCt b      , .       , . A.\\n + I — -  (a sin<p - b cos(p);fv 

+ -cos^{fp - C(v cos<(> - u sintf) - bto)2    + (ou 

+ mn){sl     ,(v cosij) - u sin<|) - bco) —(u cosij) + v sin<() + aio) } 
M„ Mv 

where:  Mx = m + mx, My = m + my, Iz = Izz + jzz 

Eq.(18) is six simultaneous non-linear differential equations and 
can be solved by means of numerical analysis using the Runge-Kutta-Gill 
method. 

<^ y-ax/s 
direction 

Fig.11. Definition sketch 
of the velocities 
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MODEL EXPERIMENTS 

Model experiments were conducted on a 1 to 50 model scale in the 
wave basin which is 42 in long, 12 m wide and 0.75 m deep as shown in 
Fig.12. A radio-controlled model ship corresponding to 880 G/T cargo ship 
in prototype was used in the experiments. 

Fig.12. Wave basin used in the experiments 

The arrangement and dimension of the model of the protection device 

are shown in Fig.13. 

k'SOm 

Fig.13. Arrangement and dimension of the 
model of the protection device 
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The variable quantities measured in the experiments are the approach- 
ing speeds VGQ and the heading angles <j> of the model ship to the rubber 
tubes-line, the distances p0 between the center A of the main buoy and 
the initial contact point p , the lateral displacements 6B of the sub- 
buoy in the X-axis direction, the tensions TAr, TB of the mooring lines 
of the main buoy and the sub-buoy and the tensions TAB of the rubber 
tubes-line as shown in Fig. 14. 

PROTECTED 
STRUCTURE 

Fig.14. Variable quantities measured 
in the experiments 

The tensions were measured with sensitive ring-gauges made of brass 
which strain gauges are mounted on both sides.  Custom-made mini-turnbu- 
cles were used to facilitate the adjustment of the intial tensions of the 
rubber tubes-lines. 

The horizontal motions of the ship and the displacements of the sub- 
buoy were measured by analyzing 16 mm movies taken from a tower 6 m high 
avobe the water level. Fig.15 shows an example of frame-photographs of 
the 16 mm movies.  Fig.16 shows the model ship approaching to the rubber 
tubes-line and going forward contacting with the line. 

Fig.15. A frame-photograph of 16 mm movies 
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Fig.16(a). The model ship approach-  Fig.16(b). The model ship going 
ing to the rubber tubes- forward contaoing with 
line the line 

COMPARISON BETWEEN THEOTY AND EXPERIMENTS 

The theoretical values obtained by means of numerical analysis of 
the maximum tensions (T^g),,,^ of the rubber tubes-line, the maximum 

tensions (T^lmax, (TB)max of the main buoy and sub-buoy, and the maximum 

lateral diplacements (6B'max °^ t'le sub-buoy, were compared with the 
experimental ones as shown in Figs.17, 18, 19 and 20 respectively. 
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Fig.17. Comparison between the      Fig.18. Comparison between the 
theoretical and experimental        theoretical and experimental 
values on (T^)^ values on (TAr)max 
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Comparison between the     Fig.20. Comparison between the 
theoretical and experimental       theoretical and experimental 
values on (TB)max values on (<$E>max 

These figures show that the agreement between the theoretical and 
experimental values concerning (TAB)max, <TAr'max' (TB>max and ^'max 1S 

20o = 37° but poor for the case of 
120 m, 2Bo = 47° 

good for the case of 1AB = 160 
lAB = 140 m, 2g0 = 41° and IAB 

Namely, it may be said that the theoretical values reasonably agree 
with the experimental ones for the case of longer distances between the 
main buoy and the sub-buoy and smaller angles between the rubber tubes- 
lines, however, the theoretical values much deviate from the experimental 
results for the case of shorter distances and larger angles. 

The major reasons for the much deviation may be considered as the 
followings. 

In general, since the heading angles of the ship relative to the 
rubber tubes-line are larger in the case-of larger angle between the two 
tubes-lines, the ship contacts with the rubber tubes-line near the bow 
end in such cases.  In addition, in the case of shorter distances between 
the main buoy and the sub-buoy, the lateral motions of the sub-buoy and 
the rubber tubes-line tend to be quicker than in the case of longer 
distances. Therefore, it may be considered that the assumptions (e) and 
(h) are no longer reasonable for such cases. 

From the comparison between the theoretical and experimental results, 
it may be concluded that the theory is limited to its application for the 
case of lftB/Lgp > 1.3,. % <  25° 

pendiculars of the ship and tyQ 

the rubber tubes-line. 

Herein, L_p is the length between per-- 

is the initial heading angle relative to 
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APPLICATION FOR PRACTICAL USE 

A practical protection device for prevention of ship collisions of 
a class of 1,QQQ G/T against the floating drilling platform with the deck 
43 m by 43 m shown in Fig.21, was designed under the following practi- 
cal conditions; 

gross tonnage of the approaching ship: 

distance between the main buoy and sub-buoy: 

angle between two rubber tubes-lines: 

horizontal angle between two mooring chains of 
the main buoy: 

vertical angles of the mooring chains: 

area of water plane of the sub-buoy: 

water depth(effects of the tidal range were taken 
into consideration): 

approaching speed of the ship: 

initial heading angle of the ship: 

.nondimentional initial contact position(Xo = PO/1AB': 

initial tensions of the rubber tubes-line at Mean 
Water Level: 

1,000 G/T 

W = 100 m 
20o ; = 36.5° 

2d0 : = 36.5° 

0o = 45° 

AB = 40 m
2 

h = 50 ± l.o m 

VG0 • = 10 kt 

*0 = 0° 

*0 = 0.5 

<TAB )0 - 50 t 

Fig.21.  Picture of the floating 
drilling platform 

The essential results of the numerical calculations for the practical 
device are summarized in Table 1. 
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Table 1.     Essential Results, of the Numerical 
Calculations for the. Practical Device 

Essential quantities At Low Water Level At High Water Level 

Initial values 

<TAB>0     (t) 21.2 88.3 

(TB>0      (t) 30.0 125 

<TAR>0     <*> 21.2 88.3 

Maximum values 

(TAB>max   (t) 157 186 

(TB>max   <t) 210 253 

(TAR>max  (t) 179 221 

(<SB>max   (m) 12.9 10.8 

MSL. 

Fig.22.  Schematic diagram of the practical protection device 

Fig.22 shows the schematic diagram of the practical protection 
device designed on the basis of the above results of the numerical cal- 
culations . 
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The rubber tubes-line is composed of fourteen pressure pneumatic 
rubber tubes each, 2 m in diameter and 5 m long with a steel pipe along 
the central axis and a parallel wire rope 10.5 mm in diameter with a 
break, load of 988 t. 

The main buoy is 10.2 m in diameter and 4.8 m high and the sub-buoy 
8.5 m in diameter and 4.8m high. 

Anchor chains 95 mm in wire diameter with a break load.of 920 t are 
used for the mooring line of the main-buoy and sub-buoy, and specially 
moulded cast iron sinkers 300 t in weight in the air were used for the 
anchors of the buoys. 

The initial tensions of the rubber tubes-line can be arbitrarily 
adjusted by changing the buoy draft by means of pulling up the mooring 
chains into the buoy using an oil pressure jack equipped on the buoy 
deck. 

Fig.23 shows the practical protection device set in front of the 
floating drilling platform in the Akashi Straits. 

fc 

Fig.23.  Picture of the practical 
protection device 

CONCLUSION 

The new device to protect maritime structures from ship collisions 
proposed here was proved in experimental and theoretical ways to be very 
useful to prevent the collisions of ships up to 1,000 to 2,000 G/T with 
usual traveling speeds of 10 to 14 knots. 

The tensions of the rubber tubes-line and the mooring lines of the 
main buoy and sub-buoy, and the lateral displacements of the sub-buoy 
can be completely predicted by solving the equations of motion of the 
ships after contact with the rubber tubes-line by means of numerical 
calculations using the Runge-Kutta-Gill method. 
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ADDED MASSES OF LARGE TANKERS BERTHING TO DOLPHINS 

By 

1 2 
Taizo Hayashi and Masujiro Shirai 

ABSTRACT 

The added masses of large tankers berthing to dolphins are studied both 
theoretically and experimentally. The movements of large vessels in shallow 
water in the directions normal to their planes of symmetry cause counter- 
flows of appreciable velocities under the hulls.  The inertia of these 
counter-flows is shown to have an important effect on the added masses of 
the vessels.  A theoretical formula is derived to determine the mass factor 
of an ocean vessel in shallow water as a function of the ratio Draught/Wa- 
ter-depth, the Froude number of the vessel and the coefficient of head loss 
of the counter-flow under the hull. 

Experiment is made to determine the mass factor. Comparison:, between 
the theory and the experiment shows a good agreement. 

INTRODUCTION 

The size of tankers has remarkably been increasing. For the design 
of the dolphins to which large tankers are berthed the accurate estimation 
of added masses of these vessels is essential. 

When the depth of water is sufficiently large in comparison with the 
draught of a vessel, the added mass of the vessel can be estimated by the 
use of the formulae derived in the case of deep water [l, 2]. However, in 
consequence of the remarkable increase of the size of tankers, the depth of 
water in front of dolphins is usually not very large in comparison with the 
draught of a large tanker, and sometimes the latter ranges to as much as 80 
percent, or even more, of the water depth in front of dolphins. 

In the case when the clearance between the hull of a vessel and the 
bottom of water is small the added mass of the vessel is supposed to differ 
considerably from that in deep water. The purpose of this paper is to de- 
termine theoretically and experimentally the added masses of large tankers 
in shallow water. 

THEORETICAL CONSIDERATION 

When a large tanker is navigated with a constant speed in a normal 
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direction toward dolphins by a tug-boat, it is theoretically supposed, 
from the consideration based on the equation of continuity of flow of water 
across the vertical plane in front of the hull of vessel, that the motion 
of the vessel toward the dolphins causes a counter-flow of an appreciable 
velocity under the hull bottom. 

Figure 1 shows the flow of water caused by the steady movement of a 
model hull in an experimental flume. The flow was visualized by the use of 

Fig. 1. Flow of water caused by the steady movement 
of a model hull . 

aluminium flakes. The model was pulled with the fine wire, which is seen 
in the figure. We can clearly notice the counter-flow under the hull. 
Since the velocity of the counter-flow was appreciable, a vortex filament 
was induced in front of the hull by the counter-flow, this vortex filament 
being seen in the figure.  The Froude number of the movement of this model 
hull was 0.0285. 

In the steady motion of a vessel (Fig. 2) the equation of continuity 
for the flow around the vessel may be written as 

D v„ = C h'v„' (l) 

Fig. 2.  Steady movement of a vessel and the counter-flow. 
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where v0 and v0'are the steady velocities of the vessel and the counter- 
flow, respectively, D is the draught of the vessel, C the coefficient of 
contraction of the counter-flow, and h'the clearance of water under the hull. 

When the vessel comes to be in contact with a dolphin, its velocity 
begins to be decelerated. It is to be noted, however, that even after the 
instant when the vessel comes to be in contact with the dolphin, the coun- 
ter-flow under the hull tends to maintain its own velocity owing to its 
inertia. Consequently, due to the continuity of flow of water, the water 
level on the dolphin side of the hull goes down.forming a'negative surge, 
and the water level on the sea-side goes up forming a positive surge (Fig. 
3), until the counter-flow will have eventually been ceased by the negative 

»~1 

Fig. 3. Negative and positive surges formed in 
consequence of the deceleration during 
the movement of a vessel.  ( C  decreases 
as t increases. ) 

hydraulic gradient, the hydraulic gradient formed by C< 0, acting on the 
counter-flow. Due to the difference of water levels on the both sides of 
the hull thus brought about, hydrostatic pressure acts on the hull in the 
direction of the dolphin, hence the force of impact of the vessel is in- 
creased. Since this increase of impact of the vessel is caused by the 
inertia of the counter-flow under the hull of the vessel, we can understand 
that the inertia of the counter-flow has an important effect on the added 
mass of the hull. 

With all this in mind we make the theoretical analysis, which is shown 
in the next Chapter. 

THEORETICAL ANALYSIS 

by 
First, the dynamic equation of the vessel per its unit length is given 

P D B k x- PgK^B (2) 

Here, p is the density of sea-water, B the beam of the vessel, v the in- 
stantaneous velocity of the vessel, k the elasticity constant of the system 
consisting of the mooring structure, intermediate object and the vessel, 
as a whole, x the total elastic deformation of the same system, g the 
acceleration of gravity, K  the instantaneous value of the difference of the 
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water levels on the both sides of the hull, and t the shearing stress acting 
on the bottom of the hull. The second term in the right member expresses 
the hydrostatic pressure acting on the hull owing to the difference of water 
levels on the both sides of the hull. 

The t is expressed as 

t = \  P ( v + v')2 Cf (3) 

where Cf is coefficient of friction and v'is the instantaneous velocity of 
the counter-flow. We approximate this equation by the following equation. 

t = M v + v') U) 
Here, fi is a parameter. 

As for the elastic deformation, x, it is related with the movement of 
the vessel as 

x = v •        (5) 

The equation of continuity of flow across the vertical plane in front 
of the hull is given by 

D v - C h' v' = - c | ( C0 - C )  . (6) 

in which c is the celerity of surge and K,0 is the initial value of £. The 
term in the right member expresses the rate of discharge of water supplied 
to the counter-flow by the lowering of the water level on the dolphin side 
of the hull. 

The dynamic equation for the counter-flow existing under hull bottom 
is 

P B V  = p g K.  - hf (7) 

Here, hf is the head loss of the counter-flow. This hf can be expressed as 

hf = X v'
2 / 2g (8) 

in which X is a coefficient. The above equation is approximated by the 
following equation 

hf = a  v' (9) 

where a is a parameter. 

In the six equations, (2), (/,.), (5), (6), (7) and (9), we have six 
unknown quantities, v, Y', K,,  X, I and hf. Therefore, we can solve these 
equations. Eliminating v, v',  C, t and hf from these six equations we obtain 

° P P  E2   , £ + [ B ( 2 P-&-P2 +°M) + n n Rl 3c 
g ( 2 C h'+ c a) x + L    g ( 2 C h'+ c a ) + P D BJ X 

+ [     B c k      + 2 p g p2 + c g B _ 2 D (2 p g C D h'-  c & B)*]x 
L g (2 C h'+ c a)        c c ( 2 C h'+ c a )    J 

a. i       - r    r 2pgCDh'-cjiB n "I ,n„> 
+ kx-  PgCo[-^2Cll'+TO"pDJ (10) 

which is  an ordinary differential  equation for x of the third order. 

As illustrated in Fig.  U,  although the time-variation of x is to be 
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quite unsymmetrical with respect to 
Tx    "the time of the maximum defor- 
mation of the elastic system, it may 
approximately be assumed that the 
variation of x for the range O^t^T^ 
is sinusoidal, namely, 

xcc- exp (iot) for 0 | t iTj 

Then, (ll) 

x = - o2 x (12) 

Therefore, in Eq. (10) the first 
term having x can be combined with    Fig. U-    Time-variation of x. 
the third term having x to give the 
damping force. Hence, the term which expresses the inertia force of the 
vessel is the second term having x. 

Obviously, the two terms within the square blackets of the second 
term in Eq. (10) may be interpreted as the added mass per unit length of 
the vessel, M, and the mass per unit length of the vessel, M0 namely 

M = B(2pgD2 + cj3B)/g(2Ch'+ca) (13) 

MQ = p D B (H) 

In Eq. (13) two parameters, a and t>, are present, which parameters are 
to be expressed in terms of X and Cf, respectively.  The calculation for 
this is as follows: 

As described previously, Eq. (9) is an approximate expression to Eq. 
(8) (Fig. 5).  In order to determine a definitely, let us take a in such 
a way that the work done against the hp 
given by Eq. (9) during the period 
0 ~ T]_ becomes equal to the work done 
against the hf given by Eq. (8) during 
the same period. Therefore, 

Tl   -2 
f X  2- •  v'dt 
J0   2g 

a v • v dt 

°       (15) 

Furthermore, we approximately assume 

v0 sin —- t (16) 

Then, substitution of Eq. (16) into 
Eq. (15) yields the following relation. 

U V
Q
/
  - JL h 

311  g   311  fo (17) 
Fig. 5.  Approximation of hf. 

in which hf. is the initial value of h^ 

By a similar procedure i>  can be determined in terms of Cf as 

P =  p cf (v0 + v0') •§; = ~^o (18) 

where t0 is the initial value of tQ. Substituting the approximate relation, 
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v0'= v0 D / C h', into Eqs. (17) and (18), we obtain the following aquations. 

a = 42L.Z°_D^ (19)  • 

^fiP^od^'' (20) 

Denoting the water depth by h, the celerity of the surge is given by 

0 = JZ* (21) 
Substitution of Eqs. (19), (20) and (21) into Eq. (13) yields the 

following equation. 

+ JL.   r    v    1 Ji ,    _D_ "1  a.   *-t-   p   -nl   " i 1-L 

M = JL   , ,3"  f r T)2 ' " ' C h' 
M0  C h'       2"   ~ h       ; 

1 + 3^ Fr D < A' > 

(22) 

Here, Fr is the Proude number of the vessel defined by 

Fr = v0 / s/Jh (23) 
Since 

0 ( Cf ) = 0 ( 10~2 ),   0 ( Fr ) = o (10~2 ), 

0 ( X •) = 0 ( 1 ) ,   0 ( Bh / D2 ) = 0 ( 1 ) , 

0 ( D/h ) = 0 ( 1 ), 0 ( D/G h') = 0 ( 1 ) ~ 0 ( 10 ), 

the above equation may be approximated as 

This equation is written as the following equations. 

= C (|-l-)/c2 (|-1 )2 + ^-XFr| (26) 

The effect of friction on the mass factor is obvious. In the ideal 
case of no friction, X disappears, and Eq. (26) is reduced to the follow- 
ing equation. 

5,=l/c(§-D (27) 

Accordingly, the value of mass factor tends to infinity as the draught, D, 
approaches to the water-depth, h. 

In actual fluid, however, friction has an important effect on the 
mass factor. In view of Eq. (8) X can be assumed for practical purposes 
as 

X ~ 1 (28) 

Equation (26) for the values X = 1 and C = 0.5 is drawn to scale in Fig. 6. 
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Owing to the presence of friction the mass factor for a constant value of 
Froude number has a maximum with respect to the ratio, h/D. 

In the calculation for Fig. 6, C has been assumed 0.5.  The value of 
C during deceleration period of the vessel becomes smaller than that dur- 
ing the period of steady motion. In view of this, this value has been 
taken for C in this analysis. 

EXPERIMENT 

In order to check the validity of Eq. ( 26 )  the authors made 
laboratory experiment.  It was conducted in a two-dimensional flume 30m 
long, 80cm wide and 90cm high in its side walls. A two-dimensional model 
of a part hull of a vessel was made (Fig. 7). The model extends to the whole 
width of the flume, and its dimensions are shown in Fig. 8. 

^^ 

900 

1 i 

o o 

! 

"C 

R=30 k   ii 

o 
i    - 

L 
900 

Fig. 7. A part hull. Fig- The dimensions of the model 
(in mm). 

The model hull was steadily pulled by the fine wire having a weight 
at its other end (Fig. 9). The model makes a steady motion until the weight 
touches a table installed downwards.  During the steady motion the weight, 
W, is balanced with the sum of the frictional force exerted by fluid, £ v*, 
and the friction of the side plates of the vessel moving along the side 
walls, F, namely, 

e v2 + F (29) W 

Since F is the friction of solid bodies, few change of the value of F was 
observed for various values of v. 

At the instant when the weight comes to be in contact with the table, 
the pulling force of the weight suddenly disappears, and the deceleration 
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^ 

^r 
—    7—7    7~~7  7  7 7      7    7     7 7 7  7~~7  7 7~~7 7 7~ 

-Table 
///////// 

Fig. 9. Device for pulling the model steadily for a while and removing 
the pulling force suddenly. 

of the mocel hull begins. The balance of forces after the pulling force 
has disappeared is expressed as 

( M0 + M ) ff=- £v2 -F (30) 

With the initial condition , v - v0 for -t - 0, the above equation can be 
integrated to give 

F vo tan ( t ) 

F vo tan < M^TM * > 

(31) 

Further, this equation is integrated to 

Mn + M 
In 

1  £ F 
M„ + M t ) sin ( 

£ F 
Mn + M 

(32) 

The decelerating motion of the model hull was recorded by the use of 
a 8mm motion-picture camera. Measuring the time-variation of the position 
of the model in this way and also the values of £  and F from preliminary 
experiment, we calculated the added mass, M, from Eq. (32). 

Experiment was made for the range h/D = 0.2 ~ 1 and Fr = 0.007 ~ 0.07. 
The result of the experiment is shown in Fig. 6. The agreement between 
the theory and the experiment is pretty good, as a whole, and validity of 
the. present theory is confirmed. 

CONCLUSIONS 

The movements of large tankers in shallow water in the directions 
normal to their planes of symmetry cause counter-flows of appreciable 
velocities under the hulls. The inertia of these counter-flows has an 
important effect on the added masses of the vessels. 

The mass factor, M/MQ, of large tankers in shallow water can be 
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determined by Eq. (26). 
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CHAPTER 163 

SUBHARMONIC COMPONENTS IN HAWSER AND FENDER FORCES 

by 

J.H. van Oorschot 

ABSTRACT 

Forces in mooring lines and fenders of a moored vessel exposed to waves have a 
mixed harmonic and a subharmonic character. The subharmonic oscillations, with 
periods well beyond the range of wave periods, may cause forces that are as 
large as, or even larger than the forces associated with the harmonic oscilla- 
tions. 
The origins of the subharmonic oscillations are discussed and it is shown that 
in model testing, the correct reproduction of both the mooring arrangement and 
the irregular wave motion is essential. 
The subharmonic motions, and consequently the total forces, can be partially 
reduced by specially adapted mooring arrangements as tests on various mooring 
systems have shown. 

1. INTRODUCTION 

During the past few decades there has been a rapid development in ship 
sizes, accompanied by the advent of highly specialised ships, such as LNG car- 
riers, container vessels, etc.. This development has created many challenging 
problems, not only for nautical engineers in designing the vessels, but also 
for harbour engineers in providing adequate berthing facilities. 

The increase in ship size led to the design and construction of loading 
and unloading facilities at more and more exposed locations in order to limit 
the dredging work and the costly construction of protection dams in deep water. 
Although at these exposed locations the docking itself will still be of impor- 
tance for the actual design, the behaviour of the moored ship in waves has be- 
come an important, and often a determinative, parameter. 

On the otlier hand, special mooring arrangements may be required, even in 
more or less protected areas, because the tolerable ship motions can be extreme- 
ly small. For example container transshipment cannot take place if the motions 
of the container ship are appreciable, and LNG loading arms cannot follow very 
large ship motions. 

The mooring and berthing facilities have to be designed so that the re- 
quirements regarding the allowable ship motions, and acceptable downtime, are 
met at tolerable forces. Wave forces on a ship may easily reach to thousands of 
tons, even in mild wave conditions. A certain amount of flexibility should, 
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therefore, be built in to prevent prohibitively large forces in the mooring 
lines and fenders. 
Clearly the optimum between the dynamic behaviour of the ship and the loads in 
the mooring system has to be assessed for each situation. 

In addition to these developments, the expansion of activities offshore 
should be mentioned, where drilling, construction and transshipment operations 
are taking place in extremely hostile conditions, using installations for which 
the wave-excited forces and motions are extremely important. 

In the present study, which is primarily focussed on the problem of a moored 
vessel, the character of the wave-excited motions of a vessel and the correspond- 
ing forces in the mooring system are dealt with. However, the conclusions may 
also largely apply to any other form of anchored floating object. 

2. SHIP OSCILLATIONS 

In studying the response of a moored ship to a random wave motion, the fol- 
lowing types of oscillation can be observed: 
a. Harmonic oscillations. 
b. Superharmonic oscillations. 
c. Subharmonic oscillations. 

Ad a. The harmonic motions are the oscillations of the ship (6 components) with 
frequencies in the range of the wave frequencies. The harmonic wave forces and 
the harmonic ship motions of a freely-floating ship are generally fairly well 
linearly related to the wave amplitude. This is even so for the small keel clear- 
ances that are usually present at the berths, if only moderate wave amplitudes 
are considered. As an example one is referred to Figure 1 where the transverse 
motions (combined roll and sway) at about deck level of an ore carrier at a wa- 
ter depth 17% in excess of the draught are presented. The wave height of the 
regular waves ranged between about 1.0 m and 2.5 m, and the mooring system was 
linear. However, if the ship is tightly moored in a non-linear mooring system, 
the linear approach may no longer de justified. 

Ad b. For particular elastic characteristics of the mooring system, oscillations 
with frequencies higher than the exciting wave frequency (superharmonics) may occur. 

Ad c. Finally, subharmonic motions can be observed. These subharmonics have fre- 
quencies much smaller than those of the exciting waves. The subharmonic compo- 
nent in the motion or the force often forms a substantial part of the total mo- 
tion or force. The subharmonic character can even become predominant, and is 
therefore clearly of importance for practical designs. 
In Figure 2, derived from Reference 1, some typical recordings are presented of 
springline and fender forces for a conventional mooring system, containing ap- 
preciable subharmonic components. 
The subharmonic motions can have the following origins: 
- The non-linear and asymmetric elastic character of mooring lines and fenders. 

Regular harmonic excitation of a mass in a non-linear and asymmetric spring 
system leads to frequencies different from the excitation frequency, also 
lower ones. If instead of one single excitation frequency, two discrete fre- 
quencies are applied, the resulting motion can also contain so-called combi- 
nation tones (Ref. 9). In an actual sea condition, with a wave-energy spectrum 
covering a certain frequency band, these combination tones will show up as 
well. 

- The second order slowly varying wave drift force. Due to this wave drift force 
subharmonic motions will occur, also with a strictly linear mooring system. 
However, only in irregular waves. Figure 3 shows an example of a model ship 
subjected to head waves, where the surging motion contains a predominant sub- 
harmonic component. 

- Long periodic waves, like seiches and surf beats, may cause subharmonic motions, 
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particularly if the harbour configuration tends to amplify these phenomena 
(Ref. 8). 

As the slowly varying wave drift force is an important parameter (and often 
the dominant one in this respect), this drift force will first be discussed. 

3. THEORETICAL DESCRIPTION OF WAVE DRIFT FORCE 

The study of the wave drift force was originally tuned to the determina- 
tion of the wave-induced resistance of ships, but in recent years, the compu- 
tations have been expanded to determine the behaviour of moored vessels. Have- 
lock in the early 1940's published an approximative calculation of the steady 
drift force (Ref. 4). His computation was based on the observation that the 
drift force is most predominant near the natural periods of oscillation. It was 
shown that interaction between first-order effects, which in themselves are 
purely periodic, may through phase differences give rise to steady drift forces. 
For head waves: 

FD = Jk(P.z sin Bz + Q.* sin B ) , (1) 

where P and Q are amplitudes of buoyancy and pitching moment, z and IJJ are ampli- 
tudes of heaving and pitching, and 8 and B, are phase lags. 
Comparable expressions have been derived by others for beam waves. 

According to Reference 14 the interaction as described by Havelock only 
partly explains the steady drift force. The effects of interaction between the 
waves diffracted by the ship and the incoming waves, as well as the effect asso- 
ciated with the energy dissipation due to outgoing wave radiation resulting from 
forced ship motions, should be added. 
To obtain a less complex approach, Hsu and Blenkarn (Ref. 5) developed a descrip- 
tion of the drift force, based on the same concept as the radiation stress. 
The conservation of wave momentum requires that if a wave train is reflected from 
an obstacle, there is a force exerted on that obstacle equal to the rate of 
change of wave momentum. The expression for the average drift force on a ship per 
unit length in regular beam waves becomes: 

2   , 
FD = £i¥_ PQ-DD   + f cos^z  + kX,)]   - 

(2) 
Q f  [cos(By +  kX,)   + f cos(By-Bz)]};  , 

where Q = [2  cosh k(d-T)] / cosh kd  and X. is the average position of the lee- 
ward side of the vessel with respect to the centre line. It is assumed that all 
wave momentum between the free surface and the keel is reflected (at the average 
position of the ship side) and that the wave field below the keel is not dis- 
turbed. Similarly, Maruo (Ref. 6) in an earlier paper applied the wave momentum 
analysis on a control surface at a great distance from the ship to find the wave 
resistance in head waves. This computation is also approximative, as the boundary 
condition at the surface of the ship does not enter the analysis. Moreover, the 
expressions derived are for deep water. 

The most recent description of the wave drift force, introducing the actual 
boundary conditions at the ship's surface, is from Pinkster (Ref. 12). The total 
hydrodynamic force in k-direction on the ship (which is allowed to make small 
amplitude motions about the mean position) is: 

p.nk.dS (3) 

The pressure p follows from the Bernoulli equation: 

p = -pgZ - p A - ip(V<f»)2 (4) 



HAWSER-FENDER FORCES 2843 

The various parameters are then expanded to the second order using a small para- 
meter £ (no higher orders, as the low frequency motions are supposed to be gen- 
erated by the second-order force) , so 

* - e+<» + eV2) 

and 
Fk = I KpW'+ £PV"+ e W \ dS = f((p(°>+ cp<»>+ e2p<2>) n, 

\\(^Ke^y)E^hs*\\^e2^hS + 0^ (5) 

This integration can be carried out for the complete wetted surface S. After 
elaboration for the horizontal force in longitudinal direction (no roll, no 
sway) this expression gives: 

F~ (')_ If  ^0) ptf.^ '  n, dS (6) 

F(2)-ipgin^.V + *0)   -p*t'V + 

,fa•)2n dS + II - p^^njdS 

P8.<»Wo«> 

Apparently the ship motions need only to be known to the first order, un- 
like the velocity potential. Also the actual wave elevation along the hull (n ) 
should be known. Pinkster concludes therefore that a proper calculation for a 
practical case is for the time being too complex to be carried out. 

In regular waves the drift force is of a constant value. As can be seen in 
Figure 5, which applies for a model ship in beam waves, the ship drifts away 
after the waves start to grow, and subsequently attains a constant offset. If 
the wave amplitude varies, the drift force will vary more than proportionally, 
and the ship will perform a forced oscillation at a frequency equal to the wave 
frequency and at a frequency matching the frequency of the wave groups (see 
also Figure 5). 

Various investigators have tried to assess the wave drift force and the 
resulting motion in the general case of irregular waves, on the basis of the 
steady drift force as measured in regular waves. 
Hsu and Blenkarn (Ref. 5) computed the slowly varying drift force in irregular 
waves by assuming that the irregular sea can be characterised by a sequence of 
waves, each with a defined height, period and steady drift force, and that each 
wave acts on the ship as if it was one wave out of a sequence of regular waves. 
This can be written for a narrow-band spectrum in a general form (Refs. 10, 11) 
as: 

S  (to) R2(co) dw (8) 
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and S__(U)   = 2  P2g2   f   S     (u)   S     (ui+y)  R4(oi+u/2)   dw (9) 
rJ? j      T)T) nn 

0 

However, it has been shown that, particularly for larger vessels, this will yield 
incorrect results (Refs. 7, 10), because: 
a. The mean drifting force can be shown to be only dependent on the first-order 

potential, whereas the slowly-varying drifting force contains contributions 
of both the first- and second-order term of <f>. 

b. The effect of the dimensions of the vessel relative to the "wave length" of 
the wave group is not negligible. 

Rye et al. (Ref. 13) show that, indeed, already different results are obtained 
if R is determined in regular waves or in wave groups with constant wave and 
group period. The same can be seen in Figure 5, where the subharmonic motions 
are much larger than would follow from the regular wave tests (the amplification 
due to the response of the ship is only 1.24). It is also pointed out in Refer- 
ence 13 that the extreme values of the forces or motions are liable to be under- 
estimated if they are derived from the spectrum values S  , as the distribution, 
due to the quadratic character of the drift force, is far from normal. 

4. EXPERIMENTAL STUDY 

4.1  Model set-up 

In order to study various aspects of the subharmonic behaviour from a prac- 
tical point of view, a variety of tests has been made with a model of an ore 
carrier, in an 8 m wide wind-wave flume at the Delft Hydraulics Laboratory. 
The wave flume is provided with a flap-type wave generator with the flap being 
driven by two electronically-controlled hydraulic actuators. The steering signal 
is random (not a summation of a finite number of components) but can be reset, 
after which the same sequence of random waves is repeated. The required input 
signal is obtained by filtering so-called pseudo-random noise (Ref. 8). For the 
generation of regular waves, a normal function generator is used. 

j>hip_ 

The data < of the ship were: 

V = 320 ,000 3 
m 

L 
oa 

= 350 m 

L 
PP 

= 330 m 

B = 55 m 

T = 20. 5 m 

d = 24 m 

C„ = about 0. 85 m 
The model (length) scale was 1 to 100. 

M°o.ring_ j^ys^?1^ 

The mooring systems used are shown in Figure 4. Due to the use of a high 
pretension and long linear springs, no slack occurred and the system was purely 
linear and symmetric (apart from the head waves for system A). The elasticities 
were chosen so as to coincide reasonably with the overall elasticity of fenders 
and mooring lines of a conventional mooring system. 

Waves_ 

The waves applied were regular and irregular long-crested waves, both beam- 
on and head-on. 
The regular waves had periods between 8 and 20 sees, the wave heights ranged be- 
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tween 1 m and 2.5 m. 
The irregular wave had also significant wave heights between J m and 2.5 m. 
The periods corresponding to the peak of the wave energy spectrum were 12, 15 
and 18 sees. At 15 sees a narrower and wider spectrum was also used (see Fig. 8). 

4.2 Measurements in regular waves 

In the tests with regular waves, the constant drift force has been measured, 
with the symmetric mooring systems, and the results are shown in Figures 6, 7. 
Particularly for the beam waves there is a considerable scatter. This is partly 
due to the small values of the drift force and the inherent measuring inaccura- 
cies, but mainly to the fact that the springs were connected above the center of 
rotation, at the actual application point of mooring lines and fenders. Conse- 
quently there were some secondary effects in the force measurements due to the 
rolling motion, in spite of the long lines used. Nevertheless, a pronounced in- 
crease of the drift force can be observed for beam waves in the period range of 
14 to 16 sees (natural periods of roll and heave), obviously due to the inter- 
action between the harmonic ship motions and the wave-excited forces, as men- 
tioned in Section 3. Corresponding results have also been presented in Reference 3. 

In head waves the drift force increases with increasing wave period, without 
any distinct maximum in the period range applied. The harmonic motions (surge, 
pitch and heave) also increase with longer periods in the corresponding frequency 
band. Clearly, when studying the subharmonic behaviour of a floating object much 
attention should be given to the correct reproduction of the mooring system. 

Together with the steady drift forces, the harmonic motions have been re- 
corded. From these motions and the proper values for the added mass and the damp- 
ing, the harmonic wave-exciting forces have been computed. The averaged results 
for the various tests are also shown in Figures 6 and 7. The steady drift force 
in regular waves appears to be barely a few percent of the harmonic wave force. 
For instance, for a wave amplitude of 1 m, the drift force for beam waves is on- 
ly 2-4%, whereas for head waves in that case the drift force is even less than 
1%. 

Finally the transferfunctions between the line forces and the waves have 
been determined for the mooring system A (Fig. 4). 

4.3 Measurements in irregular waves 

£ompa.r^son_with reg_uJL.ar wave^,__and_in.fJ1uen_ce__of_ wave_he_ight and £eriod_ 

Additionally to the measurements with regular waves, measurements have been 
carried out with irregular waves, both head-on and beam-on. In order to demon- 
strate the limited applicability of the linear transfer functions, and the reg- 
ular wave tests in general, the 1% exceedance values of the wave-induced forces 
havebeen determined from the irregular wave tests, and compared with the 1% val- 
ues that are obtained applying a linear transfer function T. . between waves and 
forces. The results have been plotted in Figures 9 and 10, ana some typical 
spectra, applied for both the computations and the measurements, in Figure 8. 
The differences between the computed and measured values are fairly well propor- 
tional to H^, as could be expected theoretically. This also means that the shape 
of the statistical distribution curve does not change significantly for different 
wave heights. The differences also increase with increasing wave period, and are 
particularly for T = 18 sec very pronounced. The computed 1% values followed 
from: 

S
FF

(U
> " snn

(M) • T(a>) 

and according to the Rayleigh distribution, 
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•f where MQF -  SFF<io) dw 

From some of the recordings with irregular waves, spectra of the ship mo- 
tions (sway for beam waves and surge for head waves) and the waves have been 
made (see Fig. 12). The spectra of the motions shown on this Figure are typical. 
They contain two distinct maxima, one in the harmonic range and one in the sub- 
harmonic range, where there is no wave energy. The energy content of this sub- 
harmonic part M*  has been determined for all tests and normalised by the square 
of the total energy of the wave motion m  , according to the supposition ex- 
pressed in (9). 

2 
The M' /m  can then be supposed to be a function of the peak frequency of 

the wave spectrum and the energy distribution (shape of the spectrum) for a par- 
ticular situation. The test results are plotted in Figure 14. It is interesting 
to note that the value M'/m   is a fairly smooth function of the peak frequency 
of the spectrum. This is particularly surprising for sway, as the value of R in 
(9) varies very strongly with the wave period (Fig. 6). The spectrum width has 
not a large influence on this parameter. For beam waves the narrow spectrum re- 
sults in the largest motions, as opposed to the situation with head waves. The 
same can be observed in Figures 9, 10 with respect to the subharmonic component 
of the 1% wave-induced force. 

Inf l_uence £f_moojring__s^s_tem 

The steady drift force in regular waves has been shown to be only a few 
percent of the harmonic wave forces. Although the regular-wave tests tend to 
underestimate the drift forces, the slowly-varying drift force in an actual case 
with irregular waves is still of second order. So the reason for the large sub- 
harmonic motions can only be found in the occurrence of a resonance type of mo- 
tion of the vessel in its mooring system. 

The conditions for resonance are available, as the natural frequencies of 
oscillation are within the band-width of the slow drift excitation and, more- 
over, the damping (both linear and quadratic) is extremely small in the low- 
frequency range (see Fig. 11 ). If the low damping is partly responsible for the 
large subharmonics, it may be expected that improvements can be obtained if spe- 
cial elastic characteristics of mooring lines and fenders are used. In partic- 
ular if some energy dissipation is applied. With regard to this, some tests have 
been carried out with other than linear mooring systems. Some typical recordings 
are presented in Figure 15 together with the wave recordings. For each test the 
same motion control programme for the wave machine has been applied. Apart from 
minor details, the wave recordings were similar. The mooring system was changed 
in each test. The upper curve (System I) shows a subharmonic surging motion, 
which is reduced for System II where some energy dissipation was built in. In 
System III the restoring force at positive displacements was constant at a value 
of 400 tf (average of forces recorded for System I), moreover an appreciable 
energy dissipation was built in. Nevertheless, the subharmonic motion increased 
dramatically, but only for parts of the recording. In the remaining parts the 
subharmonics were of the same order as, or smaller than those for System I. 

It is surprising that there was no direct correlation between the occurrence 
of these extremely large subharmonics and those for System I, as also can be seen 
in Figure 15. So the adverse effect is not only very large, but also fairly un- 
predictable. This is the more important, as System III is a type of system that 
may be found in practice, applying the widely-used constant tensioning winches, 

The damping and added mass coefficients have been derived from data for a ship 
which is only slightly smaller, and are expected to be accurate within 10%. 
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with different pull-in and pay-out loads. In Figure 13 the energy spectra of the 
motions are given for the various mooring systems. In beam waves, the motions 
for System III became so large that they were beyond the range of the displace- 
ment transducers, and could not be analysed. 

Influence of a steady force 

Not only will the elastic properties of the mooring system depend on the 
particular types of lines and winches applied, but they may also vary for a par- 
ticular lay-out as a result of an extra "pretension" caused by a steady wind or 
current. The effect on the ship motions can be quite significant, as shown by 
Hsu and Blenkarn (Ref. 5). The wind- and current forces, if present, should 
therefore always be reproduced in the model experiments. Due to the subharmonic 
motion, the relative speed of the wind or the current will vary, which may also 
affect the subharmonic motion in another way. Let U be the permanent velocity of 
wind or current, and x the momentaneous ship velocity, the resistance is then, 

FR = Jp Cd A(U-x)
2 = ip Cd A(U

2+x2) - p Cd A x U 

if U is a constant, the last term at the right hand side has the character of a 
linear damping, 2F...X/U. Due to the higher value of U this virtual damping will 
for the wind generally be rather small. However, for a steady current this term 
may be of the order of magnitude of the linear damping in the subharmonic range 
as shown in Figure 11. In that case it will be required to reproduce not only 
the steady current force, but the whole current pattern. 

5  CONCLUSIONS 

Subharmonic components form, particularly in more exposed locations, a sub- 
stantial part of the total horizontal ship motions or mooring forces. The second 
order slowly varying wave drift force is an important parameter in this respect. 

The slowly varying drift force and consequent subharmonic motions occurring 
in irregular waves are larger than follow from the steady drift force in regular 
waves. Moreover, the so-called combination tones in irregular waves may intro- 
duce subharmonic motions that will not be found in the case of regular waves. 

The second-order drift force in regular waves depends strongly on the har- 
monic ship motions, as a result of interactions between incident, diffracted and 
radiated waves. 

As opposed to the harmonic motions, subharmonics can to some extent be re- 
duced by applying special elastic characteristics for the mooring system, or more 
particularly energy dissipating devices. The effect of a variation of the elastic 
properties, however, seems to be fairly unpredictable. 

2 In irregular waves the subharmonic components increased proportional to H . 
They also continuously increased with increasing peak period of the energy 
spectrum (T ), for both sway and surge. 
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LIST OF SYMBOLS 

PP 

oF 

oF 

on 

area 

area of water plane 

amplitude of wave 

breadth 

block coefficient 

resistance coefficient 

spring constant 

depth of water 

drift force 

force in k-direction 

resistance 

frequency 

acceleration of gravity 

significant wave height 

wave number - 2iT/wave length 

length over all 

length between perpendiculars 

total energy of harmonic force 

total energy of subharmonic force 

total energy of wave motion 

directional cosine of surface element 

in k-direction 

p - pressure 

(w) - transfer function 
S 
XX - energy density of x 

T - wave period; draught 

T(w) 
- transfer function 

t - time 
U - wind or current velocity 
X - horizontal coordinate 
X - surging motion 

y - swaying motion 
z - heaving motion 
Z - vertical coordinate 

3 - phase lag 

e - small parameter 

(f» - velocity potential 

n - surface elevation 

p - mass density 

I|J - pitching motion 

u,u - angular frequency 
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LOW-COST SHORE PROTECTION ON THE GREAT LAKES: 
A DEMONSTRATION/RESEARCH PROGRAM 
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BACKGROUND 

Shore erosion is currently causing millions of dollars of dam- 
age to shoreline property along the Great Lakes (1,2).  Erosion is 
caused by the energy of waves and currents which are produced by 
large wind storms. 

The erosion process on the Great Lakes is most severe when 
lake levels are near the top of their 6-foot (1.8 meter) range'for 
several years as is currently being experienced.  The severe ero- 
sion process continues even after lake levels fall, as the bluffs 
have become unstable and waves from intense storms can still attack 
them.  In order to alleviate the erosion damages to beaches and 
bluffs, shoreline owners must rely on shore protection methods. 

Effective methods of shore protection are designed to slow or 
stop the erosion process by dissipating wave energy and/or pre- 
venting bluff attack.  However, the most effective methods are very 
expensive, costing over $200 per foot ($656 per meter) of shore- 
line.  (Costs are calculated, for the purposes of this study, as 
the length of shoreline which is expected to be protected by the 
shore protection methods.  For sites utilizing revetments, arti- 
ficial nourishment, and seawalls, the length is the stretch of 
shoreline actually covered by the method.  For locations utilizing 
groin systems and breakwaters, the system was designed to protect 
the entire length of the sites; the costs have been calculated on 
that basis.  Whether these systems actually protect that length 
of shoreline is to be determined by this study.)  Shoreline home- 
owners are usually not able to meet such expenses, and often resort 
to less efficient and costly alternatives.  Private shoreline owners 
need accurate, reliable information about effective low-cost shore 
protective methods in order to reduce or alleviate the severe ero- 
sion damages to their shoreline. 

INTRODUCTION 

In response to the urgent need described above, 19 sites were 
selected along the coast of Michigan in 1973 for the examination 
of methods of shore protection.  The objective of this program was 
to select, design, install, and evaluate a series of low-cost shore 
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protection systems.  The test sites were distributed around the 
state in areas which experienced severe erosion.  Sites were 
selected on public land where erosion processes were active and 
typical.  Table 1 lists and Figure 1 shows the test site loca- 
tions.  Site selections were in part determined by the willingness 
of local agencies to share expenses and by the value of the prop- 
erty being threatened. 

Methods of shore protection were chosen to demonstrate the 
effectiveness of well-known, as well as innovative, concepts. 
Each project was documented and evaluated with respect to the 
reduction of erosion rates, cost, construction problems, and 
durability.  A particular effort was made to find reasonable ef- 
fective and low-cost methods which the homeowner could personally 
utilize.  Emphasis was placed on providing sufficient information 
to shoreline owners for comparing costs of protective structures 
against reasonable chances for effective protection. 

The selection of the method of shore protection to be used 
at each site was based upon several criteria.  The first criterion 
corresponds to the stated objective of the program in testing 
shore protection procedures suitable for use by shoreline owners. 
It was necessary to stay within an acceptable cost range for prop- 
erty owners.  This range had risen over the past 20 years from 
$25 per foot ($82 per meter) of shoreline to $100 per foot 
($328 per meter) based on previous interactions with homeowners. 
All of the structures were intended to be in the "low-cost" cate- 
gory, defined for study purposes as costing less than $100 per 
foot ($328 per meter) of shoreline protected.  The average cost 
of methods selected for examination was approximately $50 per foot 
($164 per meter) of frontage, a desired goal of the study.  This 
cost constraint limited the design options severely.  For example, 
a structure which would be expected to provide protection for all 
but very rare storms, such as 25- or 50-year frequency storms, 
would cost from $200 to $400 per foot ($656 to $1,312 per meter). 
The low-cost designs used in the demonstration projects can be 
expected to suffer damage from much less severe storms, such as 
5- to 10-year frequency storms. 

The second criterion involved testing innovative ideas and 
procedures with the objective of keeping costs low while main- 
taining reasonable effectiveness.  Innovative, yet untested, 
methods were important aspects of the program as it was as essen- 
tial to demonstrate to the homeowner what not to do as well as to 
show proper shore protection methods.  Methods which reflected 
strong public interest and offered hope for permanence and low-cost 
effectiveness were also examined for potential testing.  Shore 
protection methods were not included, however, which could adversely 
affect the environment or degrade the aesthetic qualities of the 
shoreline.  This excluded from the study poorly designed structures 
and such attempts as the placement of discarded automobiles or 
straw and hay on the bluff. 
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The methods of shore protection included in the study are 
artificial nourishment, groins, revetments, offshore breakwaters, 
and "seawalls."  (The term seawalls as used in this paper does not 
refer to the traditional concept of seawalls.  The term applies 
to structures which combine the characteristics of seawalls and 
revetments, yet which resemble neither in the traditional sense.) 
Materials used in the projects vary from sand to reinforced con- 
crete walls. 

Artificial nourishment concists of adding sand to a nearshore 
area.  This raises the beach bottom profile enough to cause waves 
to break and lose their energy before reaching the former shore- 
line.  This method is aesthetically pleasing as it preserves the 
beach in its natural condition.  It is also an excellent means of 
shore protection. 

Groins are protective structures, similar to a wall, built 
approximately perpendicular to the shore, which trap sand from 
the littoral drift.  A groin is anchored in the toe of the bluff 
and extends into the water.  Groins used in the study were con- 
structed of wood piling, steel piling, asphalt mastic, rock-filled 
timber cribs, gabions, giant sandbags, and Longard tubes.  (Giant 
sandbags are nylon bags which can be pumped full of sand.  Two of 
the sizes referred to as "giant" are 2 feet by 5 feet by 10 feet 
[.6 meters by 1.5 meters by 3.0 meters] and 1.5 feet by 6 feet by 
20 feet [.4 6 meters by 1.8 meters by 6.1 meters].  Longard tubes 
consist of high density polyetheylene casings lined with low density 
polyethylene.  These casings are filled with sand to form tubes). 
The sand trapped by the groin raises the beach profile and protects 
the bluff.  Regular spacing of groins along the shoreline enhances 
their effectiveness in building up the beach. 

Revetments are protective blanket-type structures built at 
the toe of a bluff.  The bluff is graded to a stable slope of 
three or two to one, horizontal to vertical, before placement of 
the revetment.  Rock, asphalt mastic, and preformed concrete rings 
were used for the construction of revetments.  Any material utilized 
must be strong enough to resist wave attack and built high enough 
to prevent overtopping.  The toe of the revetment should be pro- 
tected from undercutting as wave energy during storms accelerates 
erosion at the toe.  Revetments are very effective in areas where 
groins cannot be constructed.  They also often leave a portion of 
the beach available for recreational activities. 

Seawalls are built in front of a bluff and backfilled so that 
the bluff is continuous to the wall.  The purpose of a seawall is 
to prevent wave energy from reaching the bluff.  However, due to 
the violent turbulence created when waves strike the structure, 
erosion is greatly accelerated in front of the wall.  This under- 
cutting combined with the pressure of saturated soil on the land 
side, often leads to structure failure.  Seawalls were constructed 
of Longard tubes and giant sandbags.  Seawalls traditionally are 
not suitable methods of shore protection in recreational areas due 
to the difficulty of water access and the development of deep 
water in front of the walls.  Seawalls are useful in areas where 
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no other means of protection will work and/or the bluff requires 
support (the seawall becomes a retaining wall). Caution must be 
exercised to properly design the seawall which can be expensive. 

Offshore breakwaters are walls installed in the water parallel 
to the shoreline.  They attenuate wave energy and depending on 
their distance from shore the reduced turbulence immediately be- 
hind the breakwater enhances the deposition of sand.  Offshore 
breakwaters were built with precast concrete panels and Longard tubes. 

To evaluate the effectiveness and durability of the shore pro- 
tection examined as well as their effect on the nearshore environ- 
ment, a field monitoring program was established.  This involved 
photographic and subaerial/subaqueous surveys of the sites to obtain 
profiles of the bluff and beach.  The procedure for surveying sea- 
walls, revetments, breakwaters, and nourishment projects consisted 
of establishing profile lines.  Profiles originated inland behind 
the top of the bluff and extended into the water (limited to the 
depth a man could wade).  These profile lines were established 25 
feet  (7.6 meters) apart over the length of a project.  Groins also 
were surveyed using profile lines as described above.  These pro- 
files, however, were located along the centerline of the structure, 
immediately adjacent to it, as well as 10 and 25 feet (3.0 and 7.6 
meters) on both sides. 

Data was collected during and immediately after construction 
and additionally during the year to provide further site observa- 
tions.  During the first year of study, the surveys were conducted 
after major storms so that surveys could be conducted at optimum 
times in terms of checking a structure's effectiveness.  Such a 
storm was defined as one that will be equalled or exceeded on an 
average of three or four times each year.  Initially, major storms 
were described only by onshore wind speeds and duration because 
winds play an important role in wave formation.  Later, major 
storms were described by wave size:  a 6-foot (1.8 meter) breaking 
wave at the site was established as the criterion.  In subsequent 
years, sites were surveyed in the spring and fall.  It was possible 
to record the major storms between surveys and still obtain the 
desired information. 

In summary, the 19 locations were monitored utilizing the 
photographic reviews and conventional surveying techniques described 
previously.  This monitoring program collected data regarding 
structure effectiveness and durability as well as the feasibility 
of shoreline owners employing these methods themselves.  The fol- 
lowing section describes some sites in detail and provides prelim- 
inary observations. 

SITE DESCRIPTION AND ANALYSIS 

Sites 1-4, 16, and 19 were evaluated using photographs and 
will not be discussed at further length.  However, Tables 2 and 
4 provide summary information concerning these sites.  The re- 
maining sites were surveyed using the conventional surveying tech- 
niques previously discussed.  Summary information for these sites 
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can be found in Tables 2 and 3.  Complete and reliable data re- 
garding structure effectiveness and durability will be available 
only after a number of years.  Evaluations are based on the struc- 
ture's performance over time and in various storm conditions. 
However, general observations of the effectiveness of some of these 
structures can be made after the first two years of study.  Data 
have been collected continuously since installation.  This paper 
includes all data collected through the fall of 1975. 

Site 6, Sanilac 26 

A roadside park 4 miles (6.4 kilometers) south of Port Sanilac 
in Sanilac Township was selected for testing six different groin 
types.  This location has high steep clay bluffs and a tough clay 
lake bottom.  These bluffs have been eroding over the years.  The 
clay lake bottom makes the driving of any type of piles difficult. 
Thus, the groins selected for this site were designed to rest on 
the lake bottom.  An important aspect of this project was the 200- 
foot (61.0 meter) spacing between each of the groins.  Groins are 
usually spaced two to three times the length of the groin extending 
into the lake (3).  The distance between the study groin systems 
was three to four times their length.  Table 5 describes the various 
groin systems installed as well as costs incurred for construction. 
The structures are listed in successive order from the north end 
of the site progressing south.  Four of the structures can be seen 
in Figure 2.  A plan view of the site is shown in Figure 3.  Dis- 
cussions of each structure's performance will be followed by ob- 
servations of the entire system's effectiveness. 

Two 40-Inch (101.6 cm) Diameter Longard Tubes.  These tubes 
are 100 feet (30.5 meters) long and were installed in the fall of 
1973 at a cost of $30 per foot ($98 per meter) of shoreline.  A 
third tube was planned to be stacked on those two in a pyramid 
fashion.  Storm interruption during construction prevented place- 
ment of the third tube.  The two tubes installed were monitored 
and were found to be trapping sand.  This groin appears to be 
working well.  Although some settlement has occurred along both 
tubes (particularly the southern tube), this movement has not hurt 
the groin's performance.  The tubes have helped to build up the 
beach and thus resist wave attack.  Recession at the top of the 
bluff has been about 10 feet (3.0 meters) in the immediate vicinity 
and some slumping has occurred.  This could be due to terrestrial 
processes or the movement of the slope to reach a more stable 
position. 

One 69-Inch (175.3 cm) Diameter Longard Tube.  This tube is 
50 feet (15.2 meters) long and was installed in the spring of 1974 
at a cost of $25 per foot ($82 per meter).  It was expected to 
trap sand more effectively than the 40-inch (101.6 cm) diameter 
tube because it has more freeboard.  Freeboard is the height of a 
structure above the still waterline.  However, as of the last sur- 
vey both groins have performed equally well.  Only minor settlement 
was experienced with this tube.  The lack of settlement indicates 
that this structure can be placed directly on the lake bottom 
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(without a supporting foundation) in areas where the soil is clay. 
This tube has effectively trapped sand and prevented direct wave 
attack on the bluff, although minor recession rates have been re- 
corded in the immediate area. 

Gabion Groin.  The gabion groin installed at this site in the 
spring of 1975 is 70 feet (21.3 meters) long and costs $30 per foot 
($98 per meter) to construct.  It has not been under examination 
long enough to provide significant data.  It is in very good condi- 
tion and has trapped sand as expected.  Despite the beach build-up, 
slumping of the bluff has occurred.  This may be due to natural 
processes other than wave attack. 

Giant Sandbag Groin.  The giant sandbag groin was installed in 
the late fall of 1973 and suffered major damage in the first year. 
The length of the groin is 60 feet (18.3 meters) and costs $30 per 
foot ($98 per meter) to install.  Nearly 15 feet (4.6 meters) of 
sandbags were lost at the lake end of the groin.  Vandalism is 
probably not the cause since the lost bags are at the lakeward 
end of the structure.  No further sandbag loss has been detected, 
but some bags have shifted since April 1975.  The structure appears 
to be effectively trapping sand despite the damage.  Preliminary 
conclusions as to its effectiveness and durability indicated that 
sandbag groins could only offer temporary protection.  After further 
study under mild storm activity, it appears that the bags can offer 
more than just temporary protection.  However, they are not as 
durable as other structures.  With annual replacement of damaged 
bags and protection against tearing, sandbag groins could function 
effectively for several years. 

Asphalt-Mastic Groin.  This asphalt-mastic groin was completed 
in the fall of 1973.  Design and construction supervision of this 
groin was provided by The University of Michigan's Coastal Zone 
Laboratory.  The successful installation of this structure demon- 
strated that asphalt mastic could be placed through deeper water 
than previously documented.  The asphalt-mastic groin is 60 feet 
long (18.3 meters) and was installed at a cost of $45 per foot 
($146 per meter).  To date the structure has performed very well. 
Large amounts of sand have been trapped, providing a protective 
beach.  No movement of the groin has been visible at all; however, 
there has been minor damage to the north edge.  A section of the 
mastic and underlying rock was broken off at the lake edge.  Minor 
recession and slumping of the bluff has occurred, probably due to 
terrestrial processes.  This type of structure has proven stable 
and effective although it lacks the aesthetic qualities of other 
methods.  The lack of maintenance requirements indicated that only 
an initial expense for building will be incurred.  This structure 
has performed as well as the more expensive conventional layered 
rock with armor stone groin, and is a good example of successful 
low-cost shore protection. 

Timber Crib Groin.  Very few data are available for the timber 
crib groin installed at the extreme south end of the site in the 
fall of 1975.  It extends 50 feet (15.2 meters) and costs $30 per 
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foot ($98 per meter) to install.  To date it has remained in ex- 
cellent condition. 

In general, the wider spacing between the different groins 
has proven effective.  Minor bank recession has been recorded for 
small stretches of the shoreline.  However, as stated earlier, 
this could be completely due to terrestrial processes.  Of the 
six groins studied at Sanilac 26, the asphalt-mastic groin has 
been the most stable.  The sandbag groin has suffered the most 
damage.  The Longard tube groins are performing adequately.  Both 
the gabion and the timber crib groins are in excellent condition. 

Site 7, Sanilac 11 

Site 7 is located about 1.5 miles (2.42 kilometers) north 
of Site 6 and has the same high clay bluff shoreline.  Two 69-inch 
(175.3 cm) diameter Longard tubes were installed here as a seawall 
rather than as the groin system utilized at Site 6.  The tubes were 
placed end-to-end at the toe of the bluff parallel to the shoreline, 
extending 400 feet (121.9 meters).  Cost of construction was $65 per 
foot ($213 per meter) of shoreline at the time of installation in 
the early fall of 1974.  Figure 4 shows the condition of the site 
in the spring of 1975.  While the tubes appear to have performed 
well at this location, there has been minor shifting and damage. 
Some sand has been lost at the center of the structure where the 
tubes meet.  The north end of the seawall has moved lakeward by 
more than 5 feet (1.5 meters), but the entire structure has, in 
general, resisted back pressure from the slumping bluff.  Only 
slight vertical settlement of the tubes has been detected.  The 
one major storm experienced at this site had no effect on the sea- 
wall's performance. 

Site 8, Tawas City 

Tawas City Park was selected for the examination of a sand 
nourishment project.  The site is sheltered by Tawas Bay and has 
a sand shoreline with no bluff.  Sand nourishment was the selected 
method of shore protection due to its aesthetic qualities and the 
site's sheltered location.  There is an existing pier (jetty) at 
the southwest end of the project area.  Tawas City installed a tim- 
ber crib groin at the northeastern limit of the site, which was 
not included in the study.  Installation of the sand fill began in 
the fall of 1973 and was completed by the spring of 1974.  Four 
hundred linear feet (122.0 meters) of shoreline (between the groin 
and jetty) was protected with 4,350 cubic yards (3,328 cubic meters) 
of sand fill.  The fill sand used had a size distribution similar 
to the natural beach sand.  The nourishment project costs $20 per 
foot ($66 per meter).  (As some sand would probably have been lost 
without the addition of the timber groin, total cost including the 
groin is $80 per foot [$262 per meter] of shoreline.)  After some 
initial shifting the sand remained relatively stable through the 
spring of 1975.  Minor shifting was again detected upon completion 
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of the fall survey of that year.  The timber crib groin and pier 
have helped to hold the fill sand in place as well as trap addi- 
tional sand.  However, only minor storm activity has been expe- 
rienced, so further evaluation of this project is required to 
determine overall effectiveness.  To date the nourishment project 
has been very successful and inexpensive at this site.  This pro- 
ject requires minimal maintenance, thus its long-term effectiveness 
is high. 

Site 9, East Tawas 

East Tawas City Park in Tawas Bay was selected as another 
test site.  The same shoreform is found at this site as at Tawas 
City and a similar method of shore protection was examined.  Sand 
nourishment was used, but without any groins or jetties for pro- 
tection, at a cost of $15 per foot ($48 per meter).  Three thousand 
cubic yards (2,295 cubic meters) of sand fill were placed along 
400 feet (121.9 meters) of shoreline in the spring of 1974.  For 
nearly a year the sand nourishment remained stable.  During the 
winter of 1974-75 much of the sand was dispersed.  By the fall 
survey of 1975, some sand had shifted back into the area of the 
original nourishment.  This site experienced the same storm acti- 
vity as Site 8, yet had much more sand movement.  This suggests 
that stabilization of sand nourishment by a groin system will 
maintain the initial fill over a longer period of time. 

Site 10, Tawas Point Coast Guard Station 

A rock revetment was selected for testing at this site and 
was constructed in the summer of 1974.  The shoreline is exposed 
to direct wave attack and has 10-foot (3.0 meter) sand bluffs. 
To install the 400-foot (121.9 meter) revetment, a foundation layer 
of rock (4- to 10-inch [10.6 to 24.4 cm]) was graded to a 3:1 slope 
30 feet (9.1 meters) wide.  At the top of the revetment a 3 by 5 
foot (.9 meter to 1.5 meter) trench was dug and filled with smaller 
rock (1 to 3 inch [2.5 to 7.6 cm]).  This would prevent erosion in 
back of the revetment caused by wave overtopping.  Only the north 
half of the structure was capped with medium size armor stone (11 
to 16 inch [27.9 to 40.6 cm]).  Total cost of construction was $50 
per foot ($164 per meter) of shoreline. 

The revetment has been effective in preventing further bluff 
recession.  Although only minor storm activity has been experienced, 
slight slumping and shifting of the rock is evident.  Further rock 
movement may occur if major storms are experienced.  While this 
structure is very effective in protecting the shoreline, it lacks 
any aesthetic qualities.  This method of shore protection should 
not be installed in areas where beach use, such as swimming, is 
allowed. 
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Site 11, Michiana 

This site in the Village of Michiana is an open coast area 
with 3 0-foot (9.1 meter) sand bluffs.  North and south of the 
project area there is an existing seawall on a narrow beach.  This 
shoreline is exposed to long fetches from the west and northwest 
and has been undergoing severe erosion for many years.  A new con- 
cept in revetment construction on the Great Lakes was chosen for 
testing at this site.  An inexpensive European technique using rock 
and asphalt mastic (a mixture of sand, mineral filler, and asphalt) 
was adapted for constructing the revetment.  The structure was 
installed at an expense of $70 per foot ($230 per meter) in the 
fall of 1973 and is 400 feet (121.9 meters) long. 

During the first year of study the structure performed very 
effectively and withstood four major storms.  The revetment is 
shown in Figure 5.  However, a storm in the spring of 1975 which 
produced breaking waves of about 7 feet (2.1 meters) for a dura- 
tion of 24 hours caused most of the structure to collapse.  The 
damage can be seen in Figure 6.  The long duration of the storm 
rather than the wave heights had the most damaging effect.  The 
storm was so severe that the steel seawall at the top of the bluff 
was threatened.  Damage to the revetment resulted in a change of 
its slope from a ratio of 2 to 1 to 4 to 1.  This left the back- 
side 3 feet (.9 meters) lower after the storm.  The underwater 
region immediately offshore had been severely eroded.  The deeper 
water permitted waves larger than the revetment was designed to 
withstand to reach the shore.  This contributed to the loss of 
sand behind the structure.  Undermining of the revetment was 
probably caused by scour at the toe and overtopping.  The asphalt- 
mastic revetment was more effective than the seawall as it was 
able to protect the bluff (and the road) even in its damaged con- 
dition. 

It appears that the asphalt-mastic revetment performs quite 
well during most storm activity.  The damage to the revetment from 
the unusually long storm also may have been caused by wave re- 
flection off the steel wall at the north end.  This is supported 
by the fact that 75 feet (22.9 meters) of revetment closest to the 
wall suffered severe slumping whereas the next 75 feet (22.9 
meters) was hardly damaged. 

Until it failed, the revetment was able to withstand all wave 
attacks.  Even in its collapsed position, it provides a small level 
of protection from minor storms.  The revetment has remained un- 
changed since the spring storm.  Bluff recession has continued, 
however, and the road at the top of the bluff is threatened. 

Site 12, Lincoln Township 

Lincoln Township Park was the site selected for this project 
and is located near Stevensville.  The shoreline is unprotected 
with a narrow beach backed by 20-foot (6.1 meter) sand dunes.  An 



SHORE PROTECTION 2867 

existing steel seawall marks the southern border of the site and 
a concrete wall forms the northern border. 

The shore protection structures installed at this site con- 
sist of a groin system with two groins 240 feet (73.2 meters) 
apart.  Two types of groins were used:  a 40-inch (101.6 cm) dia- 
meter Longard tube, 120 feet (36.6 meters) long, and a 90-foot 
(27.4 meter) long timber pile groin.  The two structures are shown 
in Figure 7. 

The Longard tube was the first structure installed at this 
site in the spring of 1973 at a cost of $30 per foot ($98 per 
meter).  The tube was torn by construction equipment during instal- 
lation of the timber pile groin. 

Despite the initial tear, the Longard tube has suffered only 
moderate damage.  The lake end of the tube (approximately 3 0 feet 
[9.1 meters]) has been lost and the whole structure has settled 
about 3 feet (.9 meters) along the centerline.  It is very possible 
that the tube would have settled in this locale even without the 
influence of the heavy equipment.  The rate of settlement increased 
again in the fall of 1975 after remaining relatively stable for 
about a year.  It has not been determined if this is due to sand 
washing out of the tube from the lakeward end or by settlement. 
The tube still acts successfully as a groin in trapping sand and 
protecting the bluff.  Design modifications could be incorporated, 
such as placing the tube on a foundation (preferably rubble) and 
covering the tube with an armored protective coating.  This modified 
groin would be a good low-cost method of shore protection, though 
not as inexpensive as the present design.  The present method of 
placing a 40-inch (101.6 cm) diameter Longard tube on a sandy lake 
bottom will only serve as a temporary method of erosion control. 

The timber pile groin was completed while working through the 
ice in the winter of 1973 at a cost of $50 per foot ($164 per 
meter).  This structure has performed well and shows no sign of 
any deterioration, thus providing additional evidence that wood 
is an excellent material for groin construction.  An impervious 
timber pile groin is an old and proven means of shore protection 
in areas where there is adequate littoral drift. 

The wide spacing between groins has proven quite successful 
and the entire system has worked very effectively in protecting 
the site by trapping sand and raising the beach profile.  Both 
structures are still stabilizing the bluff although it has slumped 
somewhat.  This slumping is probably due to factors other than 
wave attack, such as terrestrial processes or heavy human traffic 
on the bluff, as the beach profile is still raised around the groins 
and immediately adjacent to the bluff. 
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Site 14, Pere Marquette Township 

This site is located 1 mile (1.6 kilometers) south of the 
Pere Marquette navigation structure.  The shoreline consists of 
20-foot (6.1 meter) sand bluffs and a narrow beach.  A new con- 
cept in breakwater design was selected for testing at this site. 
The breakwater consists of precast, reinforced concrete panels 
bolted together to form zig-zag walls.  Two 70-foot (21.3 meter) 
walls and one 56-foot (17.1 meter) wall were constructed.  The 
zig-zag walls were placed offshore parallel to the shoreline with 
5 0-foot (15.2 meter) spacings between structures.  The panels 
were originally to be placed at a water depth giving 1 foot of 
freeboard.  Depth increased so rapidly that panels were placed only 
50 feet (15.2 meters) from shore.  Such a short distance causes 
high-water velocities between the bank and breakwater which 
accelerates erosion.  Cost per foot (per meter) of shoreline 
"protected" equalled $70 ($230) when installed in the fall of 1973. 

The breakwater system performed quite effectively in building 
up a beach and preventing bluff recession for the first year. 
Figure 8 shows the structure in the spring of 1974.  Eight major 
storms were experienced at this site.  A major storm with 6- to 
10-foot (1.8 to 3.0 meter) waves in the winter of 1975 caused ex- 
tensive damage to the structure and bluff.  All three structures 
were damaged by settlement and panel breakage.  The north section 
lost two entire panels and settled over 3 teet (.9 meters).  It 
is now completely submerged; this can be seen in Figure 9.  One 
panel was lost off of the center section which also settled and 
tilted radically.  The remaining walls are badly chipped and 
cracked and have tilted toward shore.  Major bluff recession has 
continued, up to 30 feet (9.1 meters) during the second study 
year.  The bathhouse protected by the breakwater has been com- 
pletely destroyed. 

This experimental use of precast zig-zag walls was intended 
for onshore use only.  Unless redesigned, this type of structure 
should not be used as an offshore breakwater.  Necessary design 
modifications, however, would eliminate this system from the low- 
cost category.  The private homeowner could not install this 
structure himself because heavy construction equipment is required. 
This is not a recommended method of shoreline protection as used 
in this program.  Other breakwater designs, although very expen- 
sive, should be used if site conditions require that method of 
shore protection. 

Site 15, Ludinqton State Park 

Ludington State Park was selected for testing two steel pile 
groins.  The low, wide sand beach in front of high dunes was 
suitable for this method of protection.  The groins were installed 
125 feet (38.1 meters) apart to stabilize the beach.  The north 
groin in 100 feet (30.5 meters) long and the south groin is 70 
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feet (21.3 meters) long.  It is not possible to determine the 
final costs of construction as some materials and labor were pro- 
vided at no charge.  Improper anchoring and tie back into the 
beach has prevented the north groin from performing well.  This 
groin was flanked shortly after construction and deep holes scoured 
in the lake bottom.  This scour caused some shifting of the groin 
and the breaking of the vales.  Repairs had to be made to the north 
groin.  The lake portion had to be pulled out, straightened, and 
redriven.  Above normal maintenance and sand fill has been re- 
quired for these structures.  With the additional filling the 
groins have successfully prevented beach erosion and protected an 
adjacent parking area.  Since the original construction related 
problems, the groins have remained stable. 

The problems experienced at this site illustrate that good 
design, when improperly installed, may fail.  Steel sheet piling 
groins are normally effective shore protective structures. 

Site 17, Empire 

Recession rates as high as 30 feet (9.1 meters) a year have 
been experienced at the Village Park in Empire Village.  This open 
coast area with 3-foot (.9 meter) sand bluffs was selected for 
testing a 40-inch (101.6 cm) diameter Longard tube utilized as a 
seawall.  The 300-foot (91.4 meter) tube was laid on a filter 
cloth foundation parallel to shore at a cost of $30 per foot ($98 
per meter) of shoreline.  The tube can be seen immediately after 
it was installed in the fall of 1973 in Figure 10.  Shortly after 
construction, the tube was attacked by 5-foot (1.5 meter) breaking 
waves for a 14-hour period.  Probable maximum wave height was 11 
feet (3.4 meters).  Due to the shoreline configuration, waves 
pounded directly against the structure.  The single tube was unable 
to withstand this wave attack and was destroyed.  The damage can 
be seen in Figure 11.  If the tube had been sewn to the filter 
cloth, it may have been more effective. 

Site 18, Moran Township 

This site is located along U.S. 2 in Moran Township.  The 30- 
foot (9.1 meter) sand bluffs found here have been severely eroded. 
Two styles of seawalls were selected for testing.  Three 40-inch 
(101.6 cm) diameter Longard tubes were installed in a pyramid 
configuration (one on top of two) on filter cloth parallel to the 
shoreline within 10 feet (3.0 meters) of the waterline.  The tubes 
extended for 300 feet (91.4 meters).  The second structure con- 
sisted of giant sandbags placed in four different stacking pat- 
terns at the toe of the bluff, parallel to the shoreline, for 250 
feet (76.2 meters). The different stacking sequences were incor- 
porated to test their relative effectiveness.  All Longard tubes 
were installed in the fall of 1973.  At the east end of the tubes, 
the sandbag structure was installed in the spring of 1974.  A view 
of this site can be seen in Figure 12.  The costs of construction 
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per foot (meter) of shoreline for each was $60 ($197).  Five 
major storms have since been experienced but only minor problems 
have been experienced.  The top Longard tube shifted out of posi- 
tion due to back pressure, from the slumping bluff and had to be 
shimmed up.  The western 50 feet (15.2 meters) moved lakeward 
about 3 feet (.9 meters). The lower tube is now covered with sand, 
apparently from sand washing in and around it (no vertical move- 
ment of the tube has occurred).  The condition of the structures 
in the fall of 1975 is shown in Figure 13.  Despite this, the 
tubes have retained their original effectiveness.  The top of the 
bluff behind the structures has continued to recede and slump. 
This occurred because the sand bluff was not in a stable position. 
The most dramatic bluff loss has occurred behind the sandbags 
and between the two structures.  The sandbag structure, despite 
some bag loss due to vandalism, has remained stable and performs 
effectively.  Both structures have effectively protected the bluff 
from major erosion damage (although the shoreline adjacent to the 
structures has also only experienced minor recession).  There is 
a wider expanse of beach in front of the Longard tubes than the 
sandbags.  This appears to be more of a natural phenomenon than an 
indication of relative structure effectiveness. 

Tables 2, 3, and 4 present summary details of the research 
effort.  A brief description of all the sites is included in 
Table 2 along with method of protection.  Table 3 reports the 
number of major storms at the surveyed sites since the time of 
construction as well as the condition of the structure and near- 
shore environment.  Table 4 gives structure and nearshore environ- 
ment condition for the sites studied utilizing photographic methods. 

CONCLUSIONS 

The durability of shore protective structures depends on the 
number of major storms that occur, their intensity and duration 
as well as on soil type, geologic structure of the lake bottom, 
topography of the shoreland, etc.  These site specific variables 
prevent broad comparisons of structure effectiveness.  Long-term 
effectiveness of the installations cannot be judged until more 
time has passed.  Some of the test sites have not been exposed 
to a number of major storms common to the Great Lakes.  This makes 
it difficult to evaluate the structure's performance as a form of 
low-cost shore protection.  The ongoing nature of this study is 
designed to gather the data necessary to fully evaluate the test 
methods. 

Over the short period of the program, the methods of shore 
protection at East Tawas, Michiana, and Empire have been lost. 
The breakwaters at Pere Marquette Township and the Longard tube at 
Lincoln Township have been damaged and the effectiveness of these 
structures has been substantially reduced.  Sandbags have been 
lost from the Sanilac 26 and Moran Township projects.  The loss 
documents the necessary replacement of sandbags on a yearly basis. 
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The shore protection methods used at the remaining project sites 
have experienced only minor changes. 

The following observations can be made based on the two years 
of study: 

-- Artificial nourishment projects are very effective methods 
of shore protection, especially in areas with limited littoral 
drift which eliminates the use of groins.  (Artificial nourish- 
ment should not be used in areas with strong littoral currents 
which rapidly remove the sand.)  Groins may be used in conjunction 
with this method to help hold the sand in place.  Nourishment is 
also aesthetically pleasing as it preserves the beach in its na- 
tural state. 

— Groin systems are appropriate methods of shore protection 
in areas with ample littoral drift.  If a groin system is in- 
stalled where there is not ample littoral drift, sand nourishment 
may be required to make the system functional.  The longer spacing 
used between groins at Sanilac 26 shows no adverse effects on the 
performance of the groin system.  Longard tubes can be effectively 
used as groins; however, in sandy areas they may settle and even- 
tually require replacement.  Sandbag groins will require yearly 
replacement of bags.  Gabions, asphalt-mastic, and timber crib 
groins have been stable at the Sanilac 11 site and pile groins, 
both timber and steel, are generally effective. 

— When site conditions require, revetments and seawalls may 
be utilized effectively.  However, they experience accelerated 
destruction when overtopped by waves as shown at Michiana and 
Empire.  Longard tubes used at Moran Township and Sanilac 11 as 
well as the sandbags used at Moran Township, to date, have been 
suitable methods of shore protection.  The rock revetment installed 
at Tawas Point Coast Guard Station also has been successful. 

— Offshore breakwaters have traditionally been an expensive, 
yet effective, method.  However, as shown by the breakwater sys- 
tem used at Pere Marquette Township, low-cost breakwaters are not 
suitable shore protection systems. 

The data derived from this project have given insight into 
the possible solutions for preventing shoreline erosion.  Only 
further years of study will provide the data necessary to pro- 
perly build effective low-cost methods of shore protection.  The 
general conclusions of two years of study presented in this paper 
contribute to the development of proper methods of shoreline pro- 
tection from erosion damages. 
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TABLE 1 

IDENTIFICATION OF TEST SITES 

Site Name Site Number 

Little Girls Point 1 

Keweenaw Peninsula 2 

Marquette 3 

Whitefish Township 4 

Lakeport State Park 5 

Sanilac 26 6 

Sanilac 11 7 

Tawas City 8 

East Tawas 9 

Tawas Point Coast Guard 

Station 10 

Michiana 11 

Lincoln Township 12 

Charles Mears State Park 13 

Pere Marquette Township Park 14 

Ludington State Park 15 

Big Sable Point 16 

Empire 17 

Moran Township 18 

Manistique 19 

Lake 

Superior 

Superior 

Superior 

Superior 

Huron 

Huron 

Huron 

Huron 

Huron 

Huron 

Michigan 

Michigan 

Michigan 

Michigan 

Michigan 

Michigan 

Michigan 

Michigan 

Michigan 
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TABLE 2 

PROJECT DESCRIPTION 

 -~tf 
TEST CONSTRUCTION COST 

PROJECT 
NUMBER PROJECT LOCATION SITE DESCRIPTION METHOD OF PROTECTION! ($ per foot) ($ per meter) 

LAKE SUPERIOR 

1 Little Girls Point Open coast area witl 
20-foot (6.1 meter) 
high, predominantly 
clay bluffs with 
little to no beach. 

"Narai Rings" (2.5 foot by 1 foot 
[.8 meter by .3 meter] concrete 
rings weighing 265 lbs. [120.2 kg]) 
Part of this structure was placed 
on filter cloth, part on a rock 
foundation, the remainder was not 
placed on a foundation.  Sotne of 
the rings were fastened together. 

35 114 

2 Keweenav Peninsula Open coast area with 
15-foot (4.6 meter) 
sandy bluff with 
narrow beach. 

Revetment using waste mine rock in 
a size smaller than normally ac- 
cepted for a revetment of this type 

20 66 

3 MarqueCte Partially sheltered 
coast area with a 
low sand bluff, par- 
tially "protected" 
with broken concrete 
rubble, little to no 
beach. 

Dredge sand with a large percentage 
of fines and a steel sheet pile 
groin. 

* 
' 

4 Whitefish Township Predominantly shel- 
tered coast area 
with a low (about 
3-foot [,9 meter]) 
sandy loam bluff, 
no beach. 

Rock revetment with groins "tying" 
the revetment to the land area 
behind. 

45 148    j 

•LAKE HURON 

5 Lakeport State Park iOpen coast area witl 
high sand bluff, low 
foredunes and some 
beach. 

40-inch (101.6 era) diameter Longard: 
tube installed on bar to form an 
offshore breakwater. 

25 82 

i ( 
6 Sanilac 26 Open coast area witl 

30-foot (9.1 meter) 
clay bluffs and no 
beach. 

An experimental groin system with 
a spacing between groins of about 
200 feet (61.0 meters ) consisting 
of: 

I 

| 
! 
i 
i 

2 40-inch (101.6 cm) diameter 30 98    1 
Longard tubes, 100 feet (30.5 
meters) long ! 

69-inch (175.3 cm) diameter 25 82    j 
Longard tube, 50 feet (15.2 
meters) long 

Gabion baskets, 70 feet (21.3 30 98 
meters) long 

Giant sandbags, 60 feet (18.3 30 98 
meters) long 

Asphalt mastic, 60 feet (18.3 45 148 
meters) long 

Timber crib, 50 feet (15-3 30 98 
long 

7 Sanilac 11 Open coast area with 
35-foot (10.7 meter) 
clay bluffs and no 

Seawall of 69-inch (175.3 
diameter Longard tube. 

65 213 

__ beach.  _ _ L ,  
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TABLE 2 

PROJECT DESCRIPTION 

TEST CONSTRUCTION COST 

PROJECT 
NUMBER -PROJECT LOCATION SITE DESCRIPTION METHOD OF PROTECTION: ($ per foot) ($ per meter) 

8 Tawas City Sheltered sand coast 
area with no bluff 
and an existing pier 
(jetty) at the south 
west end of the pro- 
ject area and a 
newly constructed 
timber pile groin at 
the northeast limit 
of the project area. 

Nourishment project between a jetty 
and wood groin.  Fill sand has a 
size distribution similar to the 
natural beach sand. 

20 66 

9 East Tawas Sheltered sand coast 
area with no bluff. 

Nourishment project using fill sand 
which has a size distribution 
similar to the natural beach sand. 

15 49 

10 Tawas Point Coast Open coast area with Layered (staged) rock revetment, 50 164 
Guard Station 10-foot (3.0 meter) 

sandy soil bluff, 
no beach. 

half "capped" with armor stone of 
medium size (11 to 16 Inch  [27.5 
to 40 cm]) _ 

LA CE MICHIGAN 

11 Michiana Open coast area with 
30-foot (9.1 meter) 
sand bluff.  Shore- 
line immediately 
north and south of 
project area have 
seawall construction 
and narrow beach. 

Revetment composed of rock and 
asphalt mastic (a European tech- 
nique new to the Great Lakes). 

70 230 

J 

12 Lincoln Township Open coast area with 
a 20-foot (6.1 meter) 
sand dune and a 

Groin system with 2 groins 240 feet 
(73.2 meters) on center composed' 
of: 

narrow beach. 
40-inch (101.6 cm) diameter Longard 

tube, 120 feet (36.6 meters) 
long 

30 98 

Timber pile, 90 feet (27.4 meters; 50 164 
long 

13 Charles Mears State Open coast area with Groin system with 3 groins about * * 
Park low sandy beach area 

in front of high 
dunes.  Study area 
Is immediately north 
of Peotwater naviga- 
tion structure 

150 feet (45.7 meters) on center. 
Each groin is composed of gabions 
in beach area and giant sandbags 
in the water area. 

14 Pere Marquette Open coast area with 3 precast reinforced concrete, 70 230 

Township 20-foot (C.l meter) 
sand bluff and 
narrow beach.  The 
Pere Marquette navi- 
gation structure 
(jetty) is 1 mile 
(1.6 km) north of 

zig-zag breakwaters about 70 feet 
(21.3 meters) long with 50-foot 
(15.2 meter) gaps between struc- 
tures • 

the site. 
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TABLE 2 

PROJECT DESCRIPTION 

PROJECT LOCATION 

Ludington State 
Park 

Big Sable Point 

Moran Township 

SITE DESCRIPTION 

Open coast area with 
low, wide sand beach 

front of high 
sand dunes. 

Open coast area with 
10-foot (3.0 meter) 
sand dunes and an 
existing damaged 
seawall; no beach. 

Open coast area with 
5-foot (1.5 meter) 
sand bluff and lit 
to no beach. This 
area has been expe- 

nciog extremely 
high (30 feet/yr 
[9.1 meters/yr]) 
recession rates. 

METHOD OF PROTECTION: 

tl£ 

Cost figures given 
to protect. 

Exact coat figures apre not available 

Open coast area with 
30-foot (9.1 meter) 
sand bluff and 
narrow beach. 

Open coast area with 
5-foot (1.5 meter) 
sand bluff and nar- 

beach. 

: determined over th 

2 steel pile groins, 125 feet 
(38.1 meters) on center to stabil 
ize beach. Groins are periodically 
filled with sand removed from an 
adjacent parking area, 

Tie backs installed on existing 
seawall; return and cutoff gabion 
groins constructed from existing 
seawall landward.  Land area 
behind the seawall and between 
return walls and cutoff walls 
sand filled. 

40-inch (101.6 cm) diameter Longard 
tube placed on filter cloth 
parallel to the shoreline near the 
waterline. 

3 40-inch (101.6 cm) diameter 
Longard tubes placed pyramid 
fashion (1 on top of 2) on filter 
cloth parallel to the shoreline 
near the waterline.  Giant sand- 
bags placed in 4 different stack- 
ing patterns parallel to the shore 
line along the waterline. 

Gabion mats placed over bluff face 
in revetment fashion. 

TEST CONSTRUCTION COST 

(5 per foot) ($ per meter) 

length of shoreline the structure i as designed 
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TABtE 3 

PROJECT RESULTS THROUGH FALL, 1975 FOR SITES UTILIZING SURVEYS 

PROJECT 

NUMBER OP STORMS 
(BREAKING WAVE OF 6 
FEET [1.8  METERS] 
OR GREATER) AT THE 
SITE SINCE TIME OF 
CONSTRUCTION (IN- 
CLUDES ALL MONTHS) STRUCTURE CONDITION NEARSHORE ENVIRONMENT CONDITION 

Site 5, Lakeport 

40-inch (101.6 
cm) diameter 
Longard tube on 
bar 

3 Unchanged. Beach area has increased greatly in 
the vicinity of the tube (unrelated 
to the tube's performance) to such an 
extent that it is no longer a break- 
water.  This site is no longer part 
of the extended field program since 
the tube is not required for shore 
protection. 

Site 6, Sanilac 26 

2 40-inch (101.6 
cm) diameter 
Longard tubes. 

69-inch (175.3 
cm) diameter 
Longard tube 

Gabion 

1 

2 

1 

Minor differential settlement 
in tubes. 

Unchanged. 

Unchanged. 

Sand has been trapped by the groin. 
Recession at top of bluff is about 
10 feet (3.0 meters) in the immediate 
vicinity of this groin.  This reces- 
sion could be caused by factors other 
than wave attack. 

This groin has been effectively 
trapping sand, particularly to the 
north. Top of bluff recession has 
been minimal. 

Sand is being trapped, especially 
on north side of groin. 

(Site 6 continued) 

Sandbags 

Asphalt mastic 

Timber crib 

General 

2 

2 

1 

Approximately the outer 15 feet 

C4r6 meters) of this structure 
have been lost through bag 
destruction. 

Small section (about 3 feet 
by 3 feet [.9  meter by .9 
meter]) of groin has broken 
off at outer end. 

Unchanged (installed late 
summer 1975). 

Spacing between groins has 
been effective to date. 

Sand has been trapped by this struc- 
ture.  Top of bluff recession has 
been minimal. 

Sand has been trapped by structure. 
Minimal top of bank recession has 
been recorded. 

No data available. 

Some areas of localized top of 
bluff recession. 

Site 7, Sanilac 11 

69-inch (175,3 cm) dia- 
meter Longard tube 

2 Structure has remained stable. 
The center section of the 
structure has lost sand. 

Area of minor bluff recession. 

Site 8, Tawas City 

Sand nourishment 

1 Only minor shifting of the 
sand nourishment. 

No change. 

Site 9, East Tawas 

Sand nourishment 

2 Totally dispersed. No apparent effect from sand. 
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TABLE 3 

PROJECT RESULTS THROUCH FALL, 1975 FOR SITES UTILIZING SURVEYS 

PROJECT 

NUMBER OF STORMS 
(BREAKING WAVE OF 6 
FEET [1.8 METERS] 
OR GREATER) AT THE 
SITE SINCE TIME OF 
CONSTRUCTION (IN- 
CLUDES ALL MONTHS) STRUCTURE CONDITION NEARSHORE ENVIRONMENT CONDITION 

Site 11, Michiana 

Asphalt mastic revetment 

5 Revetment collapsed on beach 
after 5 critical storms.  The 
sand behind the revetment's 
slope has been flattened.  Small 
portions of the revetment are 
completely destroyed. 

Bluff erosion has continued.  Re- 
maining revetment is an inconven- 
ience to bathers at this beach. 

Site 12, Lincoln Township 

40-inch (101.6 cm) diameter 
Longard tube 

Timber pile 

General 

18 

18 

Outer portion (1/3 of tube) has 
been lost.  The remainder of 
the tube has settled from 
0-2 feet (0-.6 meter). 

Unchanged, 

Tube has trapped and held sand. 
Slope on dune near tube has flat- 
tened to some extent. 

This groin has trapped and held 
sand.  Slope on dune near this 
groin has flattened to some extent. 

Structures have protected site by 
trapping sand and raising the beach \ 
profile. 

Site 13, Charles Mears 
State Park 

Gabion and sandbag groins 

13 Some settlement detected in all 
groins.  One or 2 sandbags lost 
from each structure. 

System has helped stabilize beach 
area with artificial nourishment 
added each spring. 

Site 14, Pere Marquette 
Township 

Precast concrete breakwater 

18 All three structures have set- 
tled about 1 foot (.3 meter). 
Two panels have been lost off 
the north end of the north 
section and 1 panel has been 
lost off the south end o£ the 
center section. 

Bluff recession has continued. 
Bathhouse that this installation 
was meant to protect has been 
destroyed. 

Sits 15, Ludington State 
Park 

Steel pile groins 

14 North groin had to be repaired 
once (lake portion pulled, 
straightened, and redriven). 

Deep holes have scoured in the lake 
bottom around the outer edge of 
the groin.  System has required 
periodic sand maintenance. 

Site 17, Empire 

40-inch (101.6 cm) diameter 
Longard tube 

Destroyed within 1 month. Rapid bluff recession has con- 
tinued . 

Site 18, Moran Township 

40-inch (101.6 cm) diameter 
Longard tubes 8 Some minor differential settle- 

ment.  The top tube had to be 
wedged in place to avoid being 
pushed off due to back pres- 
sure from sliding sand. 

Sand bluff has flattened some. 

(Site 18 continued) 

Sandbags 8 A number of sandbags have been 
lost, partly due to vandalism. 
Some differential settlement 
has been detected. 

The sand bluff has slumped in some 
areas. 
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TABLE   4 

PROJECT RESULTS THROUCH FALL,  1975  FOR SITES UTILIZING PHOTOGRAPHIC MONITORING ONLY 

PROJECT 
NUMBER PROJECT LOCATION STRUCTURE CONDITION NEARSHORE   ENVIRONMENT CONDITION 

1 Little Girls Point Some change in revetment  position due  to 
sliding clay.     Rings have filled with sand 
and small  rock. 

Some sliding of clay bluff. 

2 Keweenaw Peninsula Unchanged. Unchanged. 

3 Marquette Groin has remained unchanged;  as expected a 
large amount of  sand has shifted. 

No apparent  effect from structures. 

4 Whitefish Township Unchanged. Stable. 

10 Tawas Point Coast 
Guard  Station 

Some  shifting in the rocks  is evident. Unchanged. 

16 Big Sable Point (Construction problems were experienced at 
this site which hampered  the study.)     All 
the sand  filled behind  the wall has been 
washed out,  exposing  Improperly installed 
tie backs.     The south return wall which was 
poorly installed has failed. 

In spite of  these  failings,   the 
original  seawall  is  still  in 
place.     Bluff  recession has con- 
tinued at a very low rate. 

19 

  
Manistee Structure has been "paved" over and area is 

now a parking lot. 
No longer applicable. 

TABLE   5 

GROIN  SYSTEMS   INSTALLED  AT   SANILAC   26 

Structure 

Type Length Test Construction Cost 

Feet Meters Per Foot Per Meter 

2 40-inch   (101.6 cm) 
diameter Longard 
tubes 100 30.5 530 $98 

1  69-inch   (175.3  cm) 
diameter Longard 
tube 50 15.2 $25 $82 

Gabion 70 21.3 $30 $98 

Giant sandbags 60 18.3 $30 $98 

Asphalt mastic 60 18.3 $45 $148 

Timber crib 50 15.2 $30 $98 
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Figure 2  Sanilac 26  April 27, 1975 

The sandbag groin can be seen in the foreground with the 
gabion, 69-inch (175.3 cm) diameter Longard tube and the two 
40-inch (101.6 cm) diameter Longard tube groins is succession 
behind it.  The group of structures in the far background are 
not part of this project. 
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Figure 4  Sanilac 11 April 27, 1975 

This view shows the 69-inch (17 5.3 cm) diameter Longard 
tube used as a seawall at Sanilac 11. The very active and 
slumping clay bluff is evident in the photograph. 

Figure 5 Michiana  September 23, 1973 

The revetment can be seen one month after completion of 
construction in the fall of 1973. 
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Figure 6  Michiana  October 20, 1975 

Large portions of the sand behind the structure have been 
washed out causing the structure to collapse.  Despite its 
collapsed condition the revetment has maintained its integrity. 
Emergency fill operations are evident at the south end of the 
project near the concrete seawall.  The entire beach area has 
been eroded as is evident by the exposed steel pile foundation 
beneath the concrete seawall. 

»'. 'I.' 
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Figure 7  Lincoln Township  April 20, 1974 

The timber pile groin, installed in the winter prior to 
this photograph, is evident in the foreground.  Part of the 
Longard tube, constructed the previous fall, can be seen in the 
background (near the tripod).  Settlement in the tube is parti- 
cularly evident at the shoreline. 
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Figure Pere Marquette Township  April 29, 1974 

This view shows the south and north set of panels (looking 
north) shortly after construction.  The center panels were in- 
stalled in the fall of 1973.  The newer set of panels were placed 
at a higher elevation (with more freeboard) than the center sec- 
tion.  As is evident, these panels were initially very effective 
in trapping sand. 

' m$ 

Figure 9  Pere Marquette Township October 12, 1975 

In this photograph (looking north) it is evident that the 
north and south sets of panels have settled considerably. 
Effectiveness of the structures has been reduced and the bluff 
behind the structures (not shown) has been considerably damaqed 
by storms. 



2886 COASTAL ENGINEERING-1976 

Figure 10  Empire November 3, 1973 

This picture was taken shortly after construction 
was completed.  The filter cloth foundation and the low 
sand bluff to be "protected" by the tube is evident. 

Figure 11  Empire  March 7, 1974 

As evident in this photograph, a large portion of the 
structure has settled out of site.  Bluff recession has con- 
tinued at a high rate. 



SHORE PROTECTION 2887 

Figure 12  Moran Township November 4, 1973 

The Longard tube structure and one of the stacking 
patterns of the sandbag structure, both used as seawalls, 
are shown here.  The short stub groin protruding lakeward 
from the Longard tubes was removed.  The active sand bluffs 
to be protected by the seawalls are evident. 

Figure 13  Moran Township October 12, 1975 

This is a view of the site two years later.  Many sand- 
bags have been lost and the tube has remained stable. Recession 
activity is evident as shown by the number of trees and vege- 
tation scattered along the face of the bluff.  This action is 
a result of erosion damage prior to the installation of the 
test projects.  The shoreline in front of these structures has 
stablized as well as the shoreline in the adjacent areas (no 
cause and effect relationship is apparent). 



CHAPTER 165 

LOW-COST SHORELINE PROTECTION 

1 2 3 
Billy L. Edge, John G. Housley, and George M. Watts 

ABSTRACT 

As the public interest in low-cost, self-installed solutions to shoreline 
erosion continues to grow,  the involvement of private enterprise in devel- 
oping solutions intensifies.    Now that low-cost devices are identified as 
a salable commodity as goods or services,  the number of inventors,  creative 
engineers,  agronomists,  and foresightedplanners producing potential designs 
are rapidly growing.    Over two hundred devices, both proven and untested 
devices,  have been cataloged as a part of the National Shoreline Erosion 
Demonstration Program.    This program calls for the Corps of Engineers to 
plan,  establish,  and conduct for a period of five years a shoreline erosion 
control development and demonstration program including physical and vege- 
tative devices. 

INTRODUCTION 

There is no need to recount the tales of the thousands of miles of 
eroding shoreline around the United States as well as throughout the 
world; the National Shoreline Study adequately covers the discouraging 
situation around the coastline of the United States.  Little else needs 
to be said to emphasize that without adequate protection, in the broad- 
est sense, a very significant part of our coastline falls prey to the 
ravages of the sea, and, of course, to man himself. Adequate protection 
against these forces comes normally by constructing monumental structures, 
such as the San Francisco seawall (O'Shaunessy), which render the land- 
sea-air interface permanent.  It is definitely not in the best interest 
of the nation to provide this degree of protection at other than very 
valuable property at an extremely high wave energy site. 

Associate Professor of Civil Engineering, Clemson University, Clemson, 
South Carolina 29631 and Vice-Chairman Shoreline Erosion Advisory Panel. 

2 
Civil Engineer, Planning Division, Directorate of Civil Works, Office 
of Chief of Engineers, U.S. Army Forrestal Building, Washington, D.C. 
20314. 

3 
Chief, Engineering Development Division, U.S. Army Coastal Engineering 
Research Center, Fort Belvoir, Virginia 20060. 
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At the opposite extreme of the cost scale is the institutional type of 
protection.  Through appropriate legislation and other forms of insti- 
tutional arrangements, loss of man-made structures along the shoreline 
is prevented.  By restricting development to behind the third row of 
dunes (McHarg), man-made structures are protected from falling to the 
forces of the sea, at least for several years, and at the same time with 
adequate control the dune structure is maintained for the last line of 
defense. There is much to be said for this form of protection in an 
area that is not already fully or even overdeveloped.  In the latter 
case it makes pitifully little sense to legislate shoreline protection. 
Rather, recognizing that there is little man can do to completely stop 
erosion, attention must be given to providing erosion protection in the 
form of a new beach equilibrium—a form which does not match the energy 
of the ocean against the inertia of a coastline but a form which enhances 
the resistance of the shore to erosion. 

Within the context of the philosophy sketched here shoreline protection 
can be a reality and not a dream. Moreover, within the broad spectrum 
of solutions available, from laws to monuments, there is a place for 
low-cost protection. 

Whenever major erosion threatens public property, astute elected offi- 
cials generally call upon state or federal government to help solve the 
problem.  On the other hand, when the property is private, help is sel- 
dom available and the owner is forced to provide his own defense. This 
requirement often results in many thousands of dollars being wasted by 
construction of ill-conceived projects. Sometimes the owner goes to a 
coastal engineer for help; but, more frequently, they design their own 
protection with the "good advice" of a brother-in-law, uncle, or helpful 
neighbor. Unfortunately, even if the private landowner does come to a 
coastal engineer, he seldom receives the kind of inexpensive advice for 
which he is looking.  This is not necessarily the fault of the coastal 
engineer since the type of protection with which he is normally concerned 
is of the more glamorous, permanent, and expensive variety.  So the home 
owner, dejected by the exorbitant costs of the traditional shore pro- 
tection works, is faced with paying more than he can or is willing to 
afford, selling his property to an unsuspecting buyer, or developing his 
own solution. 

More recently, significant interest has arisen in the governmental and 
industrial sectors to provide help for the private landowner with an 
eroding shoreline.  Some research has been sponsored by state and 
federal government, although not at a level commensurate with the 
problem. A major demonstration and testing program has been undertaken 
by the Michigan Department of Natural Resources (Brater, Armstrong,and 
McGill, 1974, 1975).  The demonstration projects are designed to pro- 
vide data on various devices, methods of construction, and costs. 
Close evaluation of the results of this study will provide extremely 
useful information on effectiveness and durability of each of these 
shore protection devices. 

Significant efforts have also been made to educate the public about not 
only devices suitable and available but more fundamentally about the 
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basic phenomena that cause erosion problems (Brater). These publica- 
tions range from brochures or "roadmaps" (Arno) to thorough treatments 
in the language of the intended user (Habel). This self-help literal 
ture has been distributed widely in the Great Lakes area and less com- 
pletely in the Atlantic, Gulf. an<i Pacific areas with the hope of im- 
proving on the landowners self-design. 

Industry is responding to the need for low cost solutions through their 
own research and development which is providing the coastal engineer with 
many new and innovative ideas that "might" fall into the category of low 
cost. 

Before going further, a few words of clarification are in order.  It is 
not implied that a "low-cost" solution is acceptable or evert available 
for most erosion situations; rather the emphasis of this paper is on 
eroding areas that are not necessarily amenable to the more-costly, 
traditional forms of control. Moreover, it must be pointed out that 
too often the inexpensive methods of protection are not "low-cost" 
at all. 

To evaluate the new concepts and ideas for low-cost protection and to 
disseminate the results to the owners of eroding shorelines, the U.S. 
Congress created the National Shoreline Erosion Demonstration Program. 

Section 54 of the "Shoreline Erosion Control Demonstration Act of 1974," 
directed the Secretary of the Army, acting through the Corps of 
Engineers to establish and conduct for a period of five years a 
national shoreline erosion control and demonstration program.  The 
intent of the program is to develop and demonstrate to the public and 
technical community methods for "low-cost" shore protection.  Specifi- 
cally, these methods are to be developed and demonstrated in "sheltered 
waters." Sheltered waters are defined as those areas where the design 
breaking wave is less than six feet.  In addition, the Act specifically 
calls for widespread dissemination of the results of this program. 

In the following sections, proven methods and devices for low-cost 
protection is discussed. Next, several of the new and innovative and 
yet untried concepts are presented. The National Shoreline Erosion 
Demonstration Program is presented in terms of direction, accomplishments, 
and goals. 

What constitutes low-cost shore protection? This question is addressed 
here to provide the framework needed for further discussion.  Low-cost 
shore protection is shore protection for sheltered or inland areas 
which fulfills one of the following criteria: 

a. Cost less than $50 per front foot for materials and can 
be constructed without the use of heavy construction 
equipment. 

b. Cost less than $125 per front foot for materials plus 
placement using heavy construction equipment. 
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These cost figures are intended to provide a degree of protection to 
the shore for approximately a 10-year period with a minimum of main- 
tenance assuming that a storm exceeding a 1 in 25 year severity is not 
encountered during the 10-year interval with the severity being mea- 
sured in terms of a combination of violence and duration. 

This definition now raises the question, what is a sheltered area? 
For the purpose of low-cost protection it is defined as follows. A 
"sheltered" or "inland" site is an area which falls under one or more 
of the following conditions: 

Coastal shores.  Those shores receiving wave attack from waves 
generated on the open or semi-open waters of the Atlantic, 
Gulf, Pacific, Bering Sea, or Arctic Ocean, but which waves 
are attenuated by refraction, diffraction or friction in such 
a manner that the significant wave height of waves breaking on 
these shores never exceeds six feet in height. 

Tidewater shores.  Those shores fronting on the inland tidal 
waters connected with the Atlantic, Gulf, Pacific, Bering 
Sea, or Arctic Ocean. 

Great Lakes shores. All shores fronting on the Great Lakes 
plus the shores of all bays connected directly with one of 
the Great Lakes and standing at the same water levels as 
the parent Great Lake. 
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DEVICES AMD METHODS WITH POTENTIAL FOR SUCCESS 

This section is devoted to describing devices and methods which, if used 
in the field, would result with a high probability of success.  This 
description is not intended to be all inclusive but rather to present 
those concepts and established devices which have a probable chance of 
success.  Devices can be categorized as follows: 

Revetments 
Seawalls 
Bulkheads 
Breakwater 
Beach fills 
Groins 
Vegetation 
Institutional 

There is one extremely important factor concerning the successful 
behavior of all gravity, and to some extent cantilevered, type structures 
in the above list.  This factor involves an adequate foundation and toe 
(most seaward portion) protection for the structure.  The successful 
behavior of any gravity structure whether it be semi-flexible or rigid is 
very much dependent on the adequacy of foundation materials on which the 
structure is placed.  If the foundation is inadequate or under-designed, 
a high degree of movement of structural components can be expected with 
resultant failure of the integrity of the structure. A properly designed 
and constructed foundation for the overlying structure can result in a 
satisfactory performance equal to or greater than the desired life of 
the installation, assuming, of course, the structural components of the 
main element of the structure are properly designed. 

Revetments 

Substantial data are available to verify that a graded rip-rap type re- 
vetment can be very successful as a shore stabilization structure.  Of 
course, the stone size distribution in the revetment, including the 
foundation material, must be commensurable with expected wave forces 
on the structure. 

In geographic areas where the cost of placing suitable rip-rap material 
(stone) exceeds acceptable limits, consideration could be given to the 
placement of precast concrete armor units on a proper foundation. Most 
all of the presently used precast armor units are described in the CERC 
Shore Protection Manual.  The use of precast concrete units is generally 
associated with large coastal structures subjected to very large wave 
forces.  However, there are no apparent technical reasons why small pre- 
cast concrete armor units, would not be equally effective in a low wave 
energy environment. 

There are other alternative materials and approaches for construction of 
revetments which exhibit potential success; however, presently available 
performance data in regard to upper limit of stability are meager and 
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this lack of information is influential in establishing the relative pro- 
bability of success if the structure is tested in the demonstration pro- 
gram.  These alternatives include the precast concrete interlocking and 
semi-interlocking units placed on a proper foundation and appropriate 
toe protection provided. Also, included is a step-type revetment con- 
sisting of cribbing units which are interlocking and filled with proper 
graded stones, all placed on an adequate foundation with toe protection 
provided in front of the first step. However, one factor of concern for 
the crib type revetment involves a prediction of the durability of the 
cribbing units if low-cost constraints are adhered to for its structural 
make-up. 

Seawalls and Bulkheads 

The primary function of a seawall is to protect the area behind it from 
direct wave attack and the structure may or may not be subjected to 
backfill pressures.  Bulkheads' functions are to retain backfill and are 
subjected to direct wave attack.  The functional difference between a 
seawall and a bulkhead is, therefore, sometimes difficult to delineate, 
but for purposes of application in moderate to low wave energy environ- 
ments, they may be considered to serve the same function with seawalls 
and, therefore, would generally be more massive than bulkheads. 

There are a number of existing designs of precast concrete type seawalls, 
if placed on an adequate foundation, that would be promising for success. 
Most of these designs would require heavy equipment to handle and place 
the concrete segments.  Promising results could also be obtained for a 
seawall constructed of cribbing filled with stones with the structure 
placed on a proper foundation and toe protection provided.  However, the 
factor concerning structural durability of the cribbing for the seawall 
would be similar to that cited for the cribbed type revetment mentioned 
earlier. 

The presently available technical guidance on bulkhead design is somewhat 
substantial, therefore, installation of a standard steel, concrete, or 
timber sheetpile bulkhead as a low-cOst structure would most likely be 
successful. Appropriate measures to prevent excessive wave induced 
bottom scour in front of the sheetpile is necessary or desirable for most 
installations.  There are alternative sheetpiling materials that would be 
considered for the bulkheading and depending on local environmental con- 
ditions (mainly physical).  These may prove to be cost effective and 
exhibit a high probability of success.  Examples of such materials are 
aluminum, asbestos, fiberglass, and many variations of synthetics.  The 
use of lightweight steel or special additives to concrete to reduce weight 
but maintain strength, and thus reduce material costs of the sheetpiling, 
would also seem appropriate to consider. 

Breakwaters 

There has been limited use of breakwaters in the United States for 
strictly shore protection purposes.  Since these structures are located 
offshore at depths commensurable with desired beach and shore responses, 
they are subjected to greater wave forces and structural components must 
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be stronger or larger than for those structures located In the foreshore 
or beach zone. An offshore breakwater of proper design will dissipate 
incident wave energy, thus, the shores within the "lea or shadow" of 
the breakwater will be protected, and in this context the overall functional 
behavior of the structure could be considered as promising with regard to 
success.  There are two basic or standard techniques to constructing off- 
shore breakwaters, both of which could be considered as resulting in a 
high probability of success if constructed in the demonstration programs. 
The first involves the use of rubble with an armor layer of stone or pre- 
cast concrete units, depending on economics; and, the second involving the 
use of semi-interlocking precast concrete segments.  Each technique requires 
provision for an appropriate foundation to support the super-structure, 
including toe protection which will remain stable under design wave forces. 
Relatively heavy-duty equipment and possible certain marine plants are 
required for most breakwater construction and since the structure is located 
offshore, it is apparent that construction practices and procedures are more 
difficult and involved as compared to construction of a similar structure 
on the shore zone.  This is particularly important to keep the project with- 
in the low-cost category. 

Considerable attention has been given to the use of portable or floating 
breakwaters to attenuate wave energy.  There are currently no devices 
of this type that do not become less efficient in wave energy attenuation 
as the wave length of the incident wave increases.  The fact that low- 
cost solutions generally will be confined to sheltered waters does intro- 
duce an attraction to utilize floating breakwater devices as short wave 
periods would normally prevail. ^ 

Beach Fill 

The use of beach fill as a lowrcost structure would result in a probable 
chance of success provided the placed fill was of suitable size charac- 
teristics.  Periodic nourishment for the initially placed fill would be 
required or should be anticipated.  The predominance of short period 
waves breaking on the beach fill means that direct offshore transport 
will dominate.  No beach recovery can be expected by onshore transport 
since, in general, there would be no, or minimal, occurrences of long 
period waves; thus, periodic nourishment to balance the losses to the 
offshore zone would be necessary to maintain desired project dimensions 
in the study area.  Depending on local conditions, terminal structures 
(groins) may be needed at one or both ends of the eroding segment, as well 
as, artificial headlands. 

Groins 

An accurate determination of the littoral material movement of the site 
specific is essential to the use of groins as a low-cost structure. A 
moderate amount of alongshore transport of littoral materials must pre- 
vail in the area or a groin or groin system will not function properly. 
Assuming the prevailing littoral material transport conditions are fav- 
orable for the functional aspects of a groin system, there are several 
materials from which the groins can be constructed and successful results 



SHORELINE PROTECTION 2895 

expected.  Constructing the groin of rubble has several desirable features 
in regard to wave energy dissipation and retention of the impounded sand. 
This assumes the structure has a proper foundation and distribution of 
stone throughout the groin cross-section.  The use of steel, concrete 
or timber sheetpiling with stone protection around the outer end is also 
a well-proven and acceptable method for groin construction.  Pre-fabricated 
segments (concrete) which have an interlocking or semi-interlocking design 
and founded on a proper foundation can also be structurally effective.  If 
the material components of a crib type structure (crib units filled with 
stone) will be durable for the life of the structure, there is no reason 
to believe this type of groin would not also be effective. 

If the site conditions are favorable for testing of a groin system, the 
most effective structure would be a rubble design.  The performance of 
a sheetpile design with rubble placed around the outer end of the groin 
should be comparable to a prefabricated segmented design (interlocking 
or semi-interlocking) placed on proper foundation materials. 

Vegetation 

Very little information and guidance are presently available in regard 
to the effectiveness of vegetation to directly dissipate incident wave 
energy.  Its effectiveness in a high wave energy environment is probably 
very limited.  On the other hand, the use of vegetation to impound or 
retain aeolian sand in the foredune area of the coastal zone is well proven 
and these stabilized or created foredunes are of tremendous value in terms 
of shore protection. 

Fairly adequate data are available on species adaptation and on establish- 
ment and maintenance on the Atlantic and Gulf Coasts.  On the Great Lakes, 
Pacific and Alaskan coasts, considerably less is known. Although vegetation 
is the only generally accepted method to feasibly stablize dunes, few 
quantitative estimates are available on the degree of protection provided. 
Dahl et al. gives a very complete literature review.  Recent successes using 
panic grass (Panicum amarum) along the North Carolina Coast in dune sta- 
bilization is given by Seneca, Woodhouse and Broome.  In addition to panic 
grass, American beachgrass, europian beachgrass, and sea oats are some of 
the more successful vegetation used in dune building and stabilization. 

The intertidal zone has not yet received the same degree of success.  How- 
ever, vegetation appears to offer considerable promise for the more pro- 
tected site.  Considering that many thousands of miles of shoreline are now 
well protected by natural marsh grass, it is obvious that the most likely 
technique for stablizing the shoreline in a sheltered area is to simulate 
the protection provided by nature. With some assistance by man through 
planting sufficient numbers of plants or seeds, at the proper time, the 
invasion of natural marsh species can be hastened.  Most of the work done 
in the intertidal zone has been with smooth cordgrass (Spartina alternaflora), 
This plant thrives well in the intertidal salt marshes of the Atlantic and 
Gulf Coasts.  In the more brackish waters the following grasses are being 
considered:  three-square (Scirpus Americanus), needle rush grass (Juncus 
roemeriannus), and saltmeadow cordgrass (Spartina patens).  Very little 
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has been written on the degree of protection that this method can provide 
although there is much current research in this area. Webb and Dodd show 
hqw smooth cordgrass has been used in Galveston Bay.  It appears though 
that marsh vegetation in conjunction with some form of physical temporary 
protection, such as a floating breakwater, offer much opportunity for low- 
cost shoreline protection at a very attractive cost. 

Institutional Devices 

Intangible devices are much more difficult to identify except in a generic 
sense. Moreover, the actual cost of institutional devices are ill defined. 
Conceptually, the ideas that can be considered in this category include 
zoning, permitting, taxing and such other regulatory powers that govern- 
ment - local, state, and federal - can use.  The institutions in themselves 
are indeed low-cost; however, the cost of implementing the regulation to 
the property owner can be quite costly.  For example, if a land owner were 
experiencing a rapid rate of erosion he would want to quickly install some 
device to slow or stop the process.  However, if a coastal zone authority 
does not permit the use of structures within fifty feet of the mean high 
water line then the land owner will not be allowed to protect his property 
and thus his cost will in no way be low. Yet, the cost to the coastal 
zone authority is minimal.  In brief, there are few, if any, institutional 
devices that could qualify, to the individual homeowner, as low-cost shore- 
line protection. 



SHORELINE PROTECTION 2897 

INNOVATIVE DEVICES 

As the public interest in low-cost, self-installed solutions to shoreline 
erosion continues to grow, the involvement of private enterprise in develop- 
ing solutions intensifies.  Now that low-cost devices are identified as a 
salable commodity as goods or services, the number of inventors, creative 
engineers, agronomists, and foresighted planners producing potential designs 
are rapidly growing.  This energy has and continues to lead to very innova- 
tive designs that may be functionally and structurally successful and may 
be low-cost. As a part of the National Shoreline Erosion Demonstration 
Program, known devices and methods which have been used or tested in various 
degrees, or just proposed, have been tabulated.  The list is limited to 
just those items which might be classified as low-cost. A page from that 
list is included as Figure 1.  The devices have been categorized as shown 
below along with the number of devices in each category. 

Revetments 37 
Bulkheads and seawalls 35 
Groins 39 
Offshore breakwaters 24 
Floating breakwaters 18 
Beach fills 9 
Coastal vegetation 27 
Other 8 

From this compilation of devices, the Shoreline Erosion Advisory Panel 
(which will be described later in this paper) has recommended that from 
this list of devices at least the following should be field tested. 

Aluminum bulkheads 
Bins or cribs (concrete, steel, aluminum, or wood) 
Gabions (rusting of mesh container a problem) 
Longard tubes (sand-filled plastic tubes) 
Nami rings (upright concrete culvert pipe) 
Interlocking concrete block (with filter cloth) 
Stone rip-rap (with gravel or plastic filters or mastic binder) 
Plastic bags (sand filled or concrete filled) 
Precast concrete sheet piling (possibly pre-stressed) 
Rubble mound groins and breakwaters 
Concrete pipe groins 
Z-wall offshore breakwaters (steel or concrete) 
Scrap tire floating breakwater 
Tethered floating mat plastic breakwaters 

It was further recommended that existing installations of the following 
devices should be monitored. 

Sand-grabber (cinder blocks) 
Shore-protector (slat breakwater) 
Beach-builder (flap valve breakwater) 

Figures 2-9 show examples of several forms of low-cost structures that 
have been proposed or used in the field.  Some of these devices hold 
great promise while others do not appear as attractive. 
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Figure 2. The "Sandgrabber" in 
Lake Erie Figure 3.  Campbell's precast 

breakwater units 

N 

3fc«#S*2£ 

Figure 4. Gobi blocks in the 
large wave tank at 
CERC 

Figure 5.  "Goodyear" type floating 
breakwater, Cranston, 
Rhode Island 
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Figure 6.  Sand filled bags as a 
revetment in conjunction with 
an asbestos bulkhead and dune 
vegetation at Seabrook Island, 
South Carolina 

I 

Figure 7. Institutional 
low-cost measures 

Figure 8.  Bolsaroca, large, reinforced, 
synthetic bags filled with 
mortar or concrete in sites 

Figure 9. The Shoreprotector, 
at Virginia Beach, 
Virginia 
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SHORELINE EROSION C.ONTROL DEMONSTRATION PROGRAM 

The Congress finds that because of the importance and 
increasing interest in the coastal and estuarine zone of the 
United States, the deterioration of the shoreline within this 
zone due to erosion, the harm to water quality and marine 
life from shoreline erosion, the loss of recreational poten- 
tial due to such erosion, the financial loss to private and 
public landowners resulting from shoreline erosion, and the 
inability of such landowners to obtain satisfactory financial 
and technical assistance to combat such erosion, it is es- 
sential to develop, demonstrate, and disseminate information 
about low-cost means to prevent and control shoreline erosion. 
It is therefore the purpose of this section to authorize a 
program to develop and demonstrate such means to combat shore- 
line erosion. 

Thus on March 7, 1974, the President signed into law Section 54, Public 
Law 251, 93rd Congress — the Shoreline Erosion Control Demonstration Act 
of 1974.  The Act calls for the Chief, U.S. Army Corps of Engineers, to 
plan, establish, and conduct for a period of five years a national shore- 
line erosion control demonstration and development program.  The program 
consists of planning, constructing, maintaining, evaluating and demon- 
strating prototype shoreline erosion control devices, both physical and 
vegetative.  The Act is silent on institutional devices and these are, 
therefore, omitted from the program. 

Although the Corps of Engineers is administering the project, they are 
cooperating with the Department of Agriculture, vis-a-vis the Soil Con- 
servation Service, particularly with respect to vegetative means of 
preventing and controlling shoreline erosion. 

The actual demonstration projects developed under this program emphasize 
the development of low-cost erosion control devices on sheltered or 
inland waters.  These demonstration projects are being constructed with 
at least two sites each on the shorelines of the Atlantic, Gulf, and 
Pacific Coasts, the Great Lakes, and the State of Alaska, and with six 
sites at serious erosion sites in the State of Delaware along Delaware 
Bay.  These demonstration projects can be built on private or public 
lands as long as a non-federal sponsor can pay at least 25 percent of 
the construction costs and assume operation and maintenance costs upon 
completion of the project. 

The Act directed the Chief of Engineers to establish the Shoreline Erosion 
Advisory Panel. The Panel is charged with providing general guidance and 
expert technical advice to the Chief on the establishment, conduct, and 
evaluation of results of the program.  The Panel consists of 15 members, 
selected as individuals who are knowledgeable with respect to various 
aspects of shoreline erosion problems.  Representatives from various 
geographical areas, institutions of higher education, professional or- 
ganizations, state and local government and. private organizations serve 
on the Panel.  Specifically, the Panel is to: 
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(a) advise the Chief of Engineers generally, in carrying out pre- 
visions of this Act; 

(b) recommend criteria for the selection of development and demon- 
stration sites; 

(e)  recommend alternative institutional, legal, and financial ar- 
rangements necessary to effect agreements with non-Federal 
sponsors of project sites; 

(d) make periodic reviews of the progress of the program pursuant 
to this section; 

(e) recommend means by which the knowledge obtained from the pro- 
ject may be made readily available to the public; and 

(f) perform such functions as the Chief of Engineers may designate. 

To carry out this program, Congress has authorized appropriations, over 
the five-year life of the program, not to exceed $8,000,000. 

A demonstration site is a shore frontage occupied by shore protection 
works consisting of one or more installations or devices to be monitored 
and evaluated under the SEAP program. The site shall include the area 
containing the installation or installations, plus adjacent shore fronts 
likely to be significantly affected by them within ten years of the date 
of installation. It is further recognized that three types of sites may 
be used. 

(a) SEAP Site - A site on which installation of protective works 
are initiated under the SEAP program. 

(b) Joint Site - A site bearing existing shore protection works 
constructed by others but which are repaired, modified, or 
supplemented under the SEAP program. 

(c) Existing Site - A site containing existing shore protection 
works or devices installed by others, but selected for study 
and evaluation under the SEAP program. 

The Panel has developed and adopted a set of criteria for site selection 
evaluation which considers legal criteria, social and public relations 
criteria, environmental criteria, and economic criteria.  The Panel has 
also developed and adopted a procedure for site selection; this procedure 
involves identifying candidate sites and ranking them in order of value 
as regional demonstration sites, and then matching these sites with a 
priority listing of methods and devices which the Panel believes worthy 
of testing. The result is a program of test installations scheduled as 
to costs and year of installation; the recommended program has been sent 
by the Panel to the Chief of Engineers with recommendations for construction. 

The enabling Act requires that when a demonstration project is installed 
on non-Federal property, that part of the expense be borne by an agency 
or individual other than the Federal government.  The Panel has prepared 
a set of recommendations on institutional arrangements which will be 
forwarded to the Chief of Engineers in October 1976. Among the questions 
considered in the institutional arrangements are:  access to demonstration 
site by the interested public; liability of Federal government and land- 
owners for damage to other persons or other property; duration of demon- 
stration testing at the particular site; removal of unsuccessful devices 
at the end of demonstration period. 
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The Panel has also addressed the question of monitoring the demonstration 
sites once the devices have been installed.  As a result of its delibera- 
tions, the Panel has a draft of guidelines for use in monitoring test 
installations.  The draft guidelines include coverage of such subjects 
as the proper balance between the number and type of monitoring observa- 
tions against the expense of the monitoring program, and whether or not 
a device will be repaired or modified, and to what extent, if it is found 
to be failing in its intended protective action. 

In accordance with the Act, the Chief of Engineers has announced the 
following sixteen sites (including six in Delaware Bay) where demonstra- 
tion projects will be constructed. 

Kotzabue, Alaska Slaughter Beach, Delaware 
Unalaklett, Alaska Basin Bayou State Park, Florida 
Alameda, California Stuart-Jensen Causeways, Florida 
Bowers, Delaware Geneva State Park, Ohio 
Broadkill Beach, Delaware Bulls Island, South Carolina 
Kitts Hummock, Delaware Sand Point, Texas 
Lewes, Delaware Oak Harbor, Washington 
Pickering Beach, Delaware Port Wing, Wisconsin 

This list includes private, local, state, and federal lands. Moreover, 
it includes sandy, clay, and cobble beaches, coasts with bluffs and those 
with dunes, beaches with moderate wave energy and beaches with low wave 
energy, and beaches frequented by ice.  These sites are representative 
of the U.S. coastline. 

The success of this program will do much to bring realistic, workable, 
low-cost shoreline protection solutions into the hands of local govern- 
ment and most importantly the private landowner. 
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CHAPTER 166 

RECENT- APPLICATIONS OF ARTIFICIAL SEAWEED IN THE NETHERLANDS 

by Henk G.H. ten Hoopen. 

ABSTRACT 

This paper deals with the effects and the method of laying of 

some recent emplaced artificial seaweed fields in the Nether- 

lands. The weed is placed on the bottom in coastal waters to 

promote accretion or at least to prevent erosion along beaches 

and in gullies. The results of the three field trials, and 

some of the conditions, that govern the succesful application 

of the seaweed, which will be discussed. 

INTRODUCTION 

For ages measures for coastal protection, such as the construc- 

tion of groynes, dikes and toe-protection of the dunes have 

been carried out along the sandy coasts of the Netherlands. 

A,     However, fixed structures of 

this kind, because of the se- 

condary effects on the adjacent 

unprotected beaches, did not 

invariably turn out to be the 

ultimate solution to prevent 

coastal erosion. It is for 

this reason that other more 

flexible methods of coastal 

Fig. 1. Map of the Netherlands 
showing the sites where sand- 
supplies have been provided 
and artificial seaweed has been 

S-SANDSUPPLY J- i,., applied. 
A-ARTIFICIAL SEAWEED ' cr 

H  Rijkswaterstaat, Den Haag, The Netherlands. 
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Artificial seaweed. 

protection such as artificial 

'beach nourishment, have been tried 

I out at certain locations. One of 

j^ the largest trials was carried out 

flta* at the west coast of the isle of 

Goeree (see fig. 1), where about 
# '. Jk 3 3.5 million in of sand were pla- 

ced in position (see proceedings 

of the 14  International Confe- 

| rence on Coastal Engineering). In 

addition to sandsupplies, tests 

were carried out with artificial 

seaweed to prevent erosion of 

banks in tidal waters (estuaries). 

The beds of artificial seaweed 

consist of rows of light weight 

foamed polypropylene tapes (0.2 grammes/cm ) with an anchoring 

system that consists of a hollow seam (0 150 mm) at one end of 

the weed tapes filled with a heavy material such as gravel, 

(see fig.2). Successive anchoring tubes, each having a length 

of 1.5 or 2 m, are joined up lengthwise, thus forming a row. 

The distance between parallel rows is less or the same as the 

weedlength (1.5 - 2 m). When placed on the seabottom the pur— 

pose of the weed is to promote accretion. Compared with an un- 

protected bottom, the bottom transport of the sediment will 

decrease as part of the bottom shear stress will be absorbed 

by the seaweed. Since 1966 The Dutch Public Works Department 

has carried out a number of field trials along the Dutch coast. 

The results were quite variable, depending on local circumstan- 

ces such as wave-climate and currents. 

RESPLTS OF SOME RECENT TRIALS WITH ARTIFICIAL SEAWEED. 

Seaweed beds around the isle of Texel. 

One of the Dutch Wadden islands, situated at the north-western 

part of the Netherlands called Texel (see fig. 1 and 3), was 

eroding at its south east side ('t Horntje). A deep gully, 
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crossing the western shallows, was developing under the influence 

of tidal currents. This caused damage to the eastern bank of 

Texel, the erosion was mainly occurring during the ebtide. The 

discharge through this gully is in the order of 1000 million m / 

tide. The velocities during low tide are more than 1m/sec. The 

average tidal difference is about 1.34 m. Because this location 

is fairly well protected from the North-Sea swell wind waves 

generated on the shallows prevail. These waves vary in height 

between 3 an 5 m. Initially fascine mattresses were laid to stop 

the erosion. However the erosion continued in the area adjacent 

to the mattresses. In 1972 it was decided 

to extend the area covered by mattresses 

with an artificial seaweed field. The first 

part of this trial concerned area A (see 

fig. 4). The weed was put down on an in- 

clined bottom (1:5) at a depth of 5 to 15m 

below M.S.L. and covered an area of 80 m x 

^rf^lffiir— 120 m. It was positioned from a pontoon 

and not dropped at random as was done in 

previous years in other areas. Because 

positioning according to the earlier method 

was not very accurate at greater depths, a 

more exact method was developed. An iron 

beam of about 30 m length on which up to 

twenty anchoring tubes were laid along its length, was lowered 

from the pontoon. At a depth of appoximately 1 m above the sea 

bottom the beam was tipped over and the seaweed slipped from the 

beam. Emplacement of the weed could be continued during the eb- 

or flood tide until the tidal current reached 1 m/sec. Depending 

on the depth of water every 3 to 7 minutes a length of about 

thirty meters of seaweed screen was laid. The pontoon was then 

moved 1.5 m in a direction opposite the tidal current and the 

next row was laid. In this way it took about 24 hours to cover 
2 

an area of about 1000 m . The results of this field trial are 

shown in fig. 4, Within a few weeks of putting down the weed, 

there was an accumulation of sand about 35 cm thickness. Till 

Fig. 3. Position of 
seaweed fields at 
"Texel". 
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1       1 
LAYING   OF THE   SEAWEED 

 £r • T 1 
1969        1970        1971 1972        1973 1974 1975 

AVERAGE    BOTTOM   CHANGES   IN   SEAWEED AREA  A 

"! 11 

IS    12 

I                     I 
 ^ 

LAYING   OF THE   SEAWEED 

5J §  13 

°°    14 

IN   AREA   B               ^ 

I I 1969 1970        1971 1972 1973 1974 1975 

AVERAGE    BOTTOM   CHANGES   IN   SEAWEED AREA  B 

Fig. k.   Average bottom depth in the seaweed area at 
't Horntje (Texel). 

about the end of 197^ the bottom in area A never scoured below 

the depth observed immidiately prior to the emplacement of the 

weed. However in 1975 soundings showed a bottom depth below its 

position at the start of the measures early in 1972. To find 

out the reason for this anomaly, divers collected some samples 

of the artificial seaweed, which was now about four years old. 

Laboratory tests revealed that an increase in specific weight 

had occured caused by the filling of the pores in the material 

by water. Due to this filling the specific weight reached a 

value of about four times the original value of 0.2 g/cm . 

Growth of organic material on the weed has been negligible. 

However especially near the top end of the plastic tapes inor- 

ganic deposition had occurred. This was not the cause of the 

increase in specific weight. Further investigations are in 

progress to improve the material. After the laying of the weed 

in area A at the beginning of 1972 the adjacent area B (see 

fig. k)  however kept degrading. For this reason this area has 

also been covered in the beginning of 197^. In this instance 

the laying of the weed was done in a more advanced manner than 
2 

used before: A 21 x 2 m "container beam" which could carry 

eighty four seaweed sections, could be lowered with the aid of 

a derrick mounted on a pontoon. At a distance of about 2 m above 

the sea-bottom part of the lower half of the beam was opened by 

means of a special hinged valve construction. This had the re- 

sult that about one third of the total load of weed sections 
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carried out. Then the pontoon moved 

over about 1.5 m to drop another 

third of the load, and so on. After 

this the "beam" had to be refilled 

again above waterlevel. In this way- 

it was possible to cover in the same 

time three times as much of the 

bottom than in the method with a 

single beam mentioned before. Since 

the laying of this weed-field, there 

has been sand-accumulation in loca- 

tion B up till the present time (see 

fig. k). 
In addition to the erosion problems 

at the south-east coast of Texel Fig. 5. Position of sea- 
weed field at Eijerlandse 
Gat. Depth contours 197^  Island, the development of a gully 

and 1975. north of Texel, just in front of a 

dune protection (see fig. 1,3 and 5). It was feared that a 

connection would develop between this gully and a deeper part 

of the shallows situated to the east. If this connection did 

develop, it was quite likely that, because of the higher stream 

velocities that have to be expected, the gully would extend 

towards the shore, causing damage to the coastal defence works. 

Although the conditions in this area are quite different from 

't Horntje (the area is subject to strong wave attack); it was 

decided to lay a strip of seaweed 8 m wide perpendicular to the 

axis of the developing gully. The favourable results obtained 

with the weed elsewhere, justified this new trial. In this re- 

latively shallow water, with a maximum depth of about 5o5 11 

below M.S.L., the weed was put -^T 
M.S.L - - 

in position in a way different 

from the one described before. 

Fig. 6. Changes of the bottom 
virofile in the seaweedfield . 
Eijerlandse Gat. 

MARCH 4,1975 

   PROFILE JUST AFTER THE LAYING OF THE SEAWEED 
      RESULTING ACCRETION 
=     RESULTING EROSION 
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At shallow depth (e.g. close to the low-water line) the weed 

was dumped from a pontoon during high tide. At greater depths, 

use was made of a special pontoon equipped with eight P.V.C. 

tubes (diameter 35 cm) which at one end could pivot about a 

fixed point on the bottom (see fig. 7). After lowering the free 

end of the tubes to the sea-bottom, the weed is put on to the 

other end and slides to the bottom. The pontoon is then moved 

over the length of a seaweed section and the filling resumed. 

In this way the weed can be laid without losing time by lowering 

a beam, an additional advantage is the working undependent of 

the tide. 

In the past, the depthcontours in this area used to move fre- 

quently and unpredictably. Since the weed has been "planted", 

the gully has not developed any further (see fig. 5). It appears 

therefore, that the presence of the weed has had a beneficial 

effect. However looking at fig. 6, it is evident that the accu- 

mulation of sand in the field cannot only be caused by the weed, 

as at some places there is an accretion of more than 2 m which 

cannot possibly derive from the action of the weed. In view of 

the unpredictability of the bottom movement, insufficient time 

has elapsed to consider the evidence obtained so far as con- 

clusive in this respect. 

Fig. 7. Pontoon with the eight 
P.V.C, tubes in horizontal po- 
sition. 
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Seaweed field at Plaat van Oude Tonge (Delta region). 

In the Delta region, situated in the southern part of the 

Netherlands, the position of some old gullies has recently 

become very unstable as result of the closure of some estuaries. 

Between 1958 en 1965 the  dam in the Grevelingen estuary, between 

Goeree and Schouwen, was built. As a consequence considerable 

morphological changes took place. At Plaat van Oude Tonge for 

instance (see fig. 1 and 8) a considerable change in direction 

of the gully "Krammer" occurred, which in future could result 

in severe damage to protective works in the neighbourhood. 

GREVEUNGENBEKKEN 

SCHOUWEN 

~\ SUNK MATTRESS 

250     500m 
a): 

Fig. 8. Position of seaweed field at Plaat van Oude Tonge. 

The axis of the gully concerned changed from N - S to NE - SW. 

As a consequence of the ebb-stream through the gully the Plaat 

van Oude Tonge eroded heavily. Since 1958 the 2.5 m below M.S.L. 

depth contour has moved 900 m in the direction of the Grevelihge- 

dam, and the gully increased in depth from 8m to 21 m (-M.S.L.). 

The slope of the western bank changed from 1:22 to 1:3.5» 

Measures had to be taken to prevent further erosion of this 

bank in front of the dam. In 1969 fascine-mattresses were 

placed round the end of an old breakwater over an area of 
p 

70,000 m , and 600 m to the west of this breakwater a 500 m 

long. 

A submerged dam was constructed to keep the current as far as 

possible from the Grevelingendam. However in 1971 and 1972 bank- 

slides occurred. Extra mattresses were laid, without success 
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Fig. 9a and b. Profile I (see fig. 9a) before and after the 
laying of the weed. 

however as the slides continued. Because of the similarity to 

the conditions at 't Horntje (same wave climate and current 

velocities) it was decided to "plant" a seaweed bed. This was 

done at the beginning of 197^. 

The situation that has developed since then is shown on fig 9b 

and fig. 10, which show the observations from October 1972 

up to Februari 19?6. It is obvious that significant changes in 

the development of the gully and the banks, since the placing 

of the weed, have been occurred. Nearest the Grevelingendam 

erosion has come to a standstill and some accretion has taken 

place. Only along the edge of the weed-field (deepest part) 

there has been erosion because of secundary effects. The un- 

protected gully however has deepened considerably. Bankslides 

have not occurred up till the present but can be expected 

if the slopes along the edge are getting to steep. 

CONCLUSIONS. 

From the results mentioned above, it can be concluded that 

artificial seaweed can be applied succesfully in gullies 

where high flow velocities occur. Accumulation is to be ex- 

pected when there is little orbital motion near the bottom. 

However secondary effects along the edge parallel to the stream 
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Fig.   10.   Changes of bottom-profiles  at Plaat  van Oude Tonge 
after the  seaweed had been put in position. 
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can be expected. With bigger wave heights prediction of the 

results is less certain. The costs of the material and of the 

emplacement of the weed are rather low. They amount to about 

one fourth of the conventional bottom protection. With inves- 

tigations to improve the material proceeding it is difficult 

to predict what will be the lifetime of the artificial sea- 

weed. 
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CHAPTER 167 

DESIGN PROCEDURES FOR OCEAN OUTFALLS 
by 

JEFFREY A. LAYTON* 

ABSTRACT 

This paper discusses procedures for designing ocean outfalls and offers the 
coastal engineer a practical design guide outlining the necessary steps required 
to plan, design, and construct an outfall.  The design steps reviewed in this 
paper include site location considerations, environmental studies, outfall and 
diffuser hydraulics, pipe materials selection, pipe support systems design, and 
construction techniques. 

INTRODUCTION 

Wastewater disposal systems typically involve three components:  collection, 
treatment, and disposal.  The design of collection systems for domestic sewage 
and industrial wastes is generally a simple process.  More difficult, but still 
relatively routine, is the design of primary and secondary treatment facilities 
to reduce the pollution impact of the wastewater.  However, final disposal of 
the collected and treated wastewater effluent is not a routine design problem. 
Few disposal options are available; most are limited to land disposal, advanced 
wastewater treatment (AWT), or discharge to a water body.  Land disposal is 
impractical in many regions due to poor soils and insufficient land availability. 
AWT is costly and consumes much energy in the treatment process.  Effluent 
discharge to a water body, on the other hand, generally consumes little energy 
and requires little land.  Further, the natural assimilative capacity of many 
water bodies is high enough to absorb wastewater discharges with no detrimental 
consequences.  Because of these advantages, effluent disposal to the marine 
environment has become common practice. 

Subaqueous effluent discharge occurs in four basic water bodies: river, lake, 
estuary, or ocean.  Of these, the ocean is the ultimate receiving water.  An 
outfall is a mechanism through which effluent is directly discharged to the 
ocean.  The complex process a coastal engineer employs to design and construct 
an ocean outfall is described in this paper.  The same process is applicable to 
outfalls in rivers, lakes, and estuaries. 

OUTFALLS AND DIFFUSERS 

An outfall is an underwater pipeline that discharges wastewater into a receiving 
water.  Although the wastewater may have received extensive treatment, it is 
still desirable, and often necessary, to disperse the effluent to minimize 
possible impairment to the quality of the receiving waters near the point of 
discharge.  This is accomplished by using a diffuser. 

A diffuser is a section of the outfall, usually the deepest, most seaward 
portion, with relatively small holes or ports along its length (figure 1). 
These ports discharge the wastewater in numerous small quantities, as opposed to 
the entire flow being discharged at one point (figure 2).  Diffuser ports may be 

*Ocean Engineer, CH2M HILL, 1500 - 114th Avenue SE, Bellevue, Washington  98004 
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simple holes in the outfall pipe wall or short tubes (risers) extending from the 
pipe. The type of port used depends on the particular conditions of the final 
installation. 

=fcfc«=fcA*=*=fcA3t=£AAA:fcA*Safc 

Figure 1 
Outfall D iff user 

Figure 2 
Outfall Without D iff user 

Designing an outfall diffuser system requires the same considerations as de- 
signing other types of underwater pipelines.  However, the mechanism of dis- 
charging the effluent from the outfall to the receiving water requires addi- 
tional design effort.  The various elements of the outfall design process are 
discussed below. 

OUTFALL DESIGN PROCESS 

The design of an ocean outfall system is not a simple process. The design 
engineer must consider many factors to ensure that the outfall survives as a 
structural system in the ocean environment and also meets water quality re- 
quirements.  The major components of the outfall design process are: 

Site selection 
Outfall hydraulics 
Dilution and mixing 
Diffuser port design 
Pipe design 
Pipe support systems 
Construction methods 

Each of the above components must be evaluated during the design of an outfall. 
The design is normally phased into four elements: feasibility study, predesign, 
preliminary design, and final design. Each phase addresses the above outfall 
design components with increasing detail such that final design results in the 
preparation of construction plans and specifications. A flow diagram illus- 
trating how the various design components and phases are integrated is in 
figure 3.  Subsequent discussion will elaborate on each factor comprising the 
design process. 

Hydrographic 

Q Prelim. . JGeotechnical t VAcceptabliy Outfall Hvd.^!L Prelim^ X Pi« Forces \I 

I \ Water Quality / 

I •   Raj act Site 

-Prepare    JLC 
* Const   L ^*" 

Documents 

Inspection 

^Feasibility 
Study 

Predesifln Study Preliminary Design Final Design t   ^Construction^ 

Figure 3 
The Ocean Outfall Design Process 
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Site Selection 

A discharge point for an outfall is usually located in proximity to its com- 
panion wastewater treatment plant. Therefore, the first step in the outfall 
site selection process is to determine the feasibility of linking the treatment 
plant to the nearest receiving water.  This process consists of studying ex- 
isting topographic maps and hydrographic charts, reviewing known literature 
concerning coastal processes (tides, waves, currents, geology) characteristic to 
the site, and obtaining available water quality data related to the proposed 
receiving water.  If the existing information suggests that, from a construction 
cost and water quality viewpoint, one or more outfall routes is feasible, then 
additional predesign engineering studies are commenced to select a final route. 
If no routes are judged feasible, then relocation of the treatment plant or 
alternative disposal systems must be considered. 

For sites judged feasible, the following outfall siting criteria are considered 
in detail in the predesign phase: 

• Bottom topography and surf zone 
• Physical oceanography 
• Water quality 
• Underwater soils and geology 

Topography 

A hydrographic survey of the general area of a proposed outfall alignment is 
required.  An electronic recording echo-sounding device coupled with a hori- 
zontal positioning system (electronic or transit) usually produces a suffi- 
ciently accurate bottom survey.  Surveys within the surf zone, however, are 
often difficult due to continuous wave action and often require special equip- 
ment such as helicopters to act as sounding platforms. 

When reviewing the sounding data, various profiles of the bottom topography are 
plotted. Analysis of the profiles will reveal potential outfall routes.  It is 
desirable to have the outfall line on a continually declining grade.  This 
prevents potential sludge buildup in low points and accumulation of air at high 
points, both of which can reduce the hydraulic capacity of the outfall. 

There is no ideal slope for locating the diffuser; however, a relatively flat 
slope is desirable.  It is also desirable to have essentially equal discharge 
from each of the diffuser ports to facilitate equal dilutions.  With a density 
difference between the receiving waters and the discharged effluent, a mild 
slope is beneficial in achieving uniform port discharge.  However, a long 
diffuser on a steep slope can adversely modify the diffuser hydraulics.  Not 
only will the diffuser discharge unequally from all ports, but at low flows, 
some ports will not flow at all. 

If the topography is relatively steep, consideration must also be given to the 
stability of the final system.  The pipeline must be secured from sliding down 
the slope, either slowly due to unstable soil conditions or suddenly due to 
natural occurrences. 
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Since it normally is not economically or technically feasible to significantly 
modify the general underwater topography of an area, the outfall must be routed 
and designed in accordance with the natural conditions. 

Surf Zone 

Penetrating the surf zone is often the most difficult and costly phase of 
constructing an ocean outfall., The trauma of continuous wave attack in shallow 
water usually limits construction to a short period during milder summer condi- 
tions.  Even then, sporadic storms can shut down construction operations or 
damage the outfall pipe and construction equipment.  Therefore, it is desirable 
to select outfall sites with minimum surf action.  Potential sites at headlands 
or points of land jutting into the sea generally should be avoided because wave 
refraction will concentrate wave energy on these features.  To minimize working 
in harsh conditions, surf zones extending more than about 1,000 feet offshore 
should be avoided if possible.  Coastlines with sharp bottom dropoffs are 
preferable for outfall sites because the pipeline can be installed quickly in 
the narrow surf zone. 

Pnysi-cal Oceanography 

Measuring water mass movements at a proposed outfall discharge site is required 
early in the design process.  This knowledge is important because it allows the 
designer to predict effluent transport under all offshore current conditions. 
Two methods are commonly employed to measure ocean current systems:  drogues and 
electronic current meters. 

Drogues consist of a drag body positioned below the water surface with a line 
attached to a surface float.  Movement of drogues, and therefore currents, is 
tracked by observing buoy movement.  Current meters do not move with the water 
but remain fixed at a point, measuring the rate and speed of water particles as 
they flow past.  Either system can be used to measure ocean currents, but for 
most ocean outfall locations both techniques are used to complement each other. 

Current measurements are normally conducted over a sufficient time period to 
develop a comprehensive understanding of water mass movements over the outfall 
discharge site.  This knowledge is vital so the outfall designer can predict 
where the effluent will be transported under all conditions.  Specific moni- 
toring periods can range from a few tidal cycles to long-term observations 
covering several years at sites subject to seasonal current shifts and upwelling 
of deep ocean waters.  Careful consideration in developing a current monitoring 
program must be given early in the design process to allow sufficient time to 
conduct the studies and analyze the results. 

During ocean current monitoring, physical properties of the water column, such 
as temperature and salinity, are also measured to calculate water density as a 
function of depth.  Density profiles indicate the absence or presence of strat- 
ification, which can affect the dilution performance of the diffuser. 

In addition to the above physical oceanographic measurements, field studies 
designed to measure the ocean water's natural diffusion characteristics are 
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often conducted.  Dye studies, usually employing a fluorescent tracer such as 
Rhodomine WT dye, help determine the ability of a potential outfall site's 
receiving waters to disperse and assimilate wastewater. 

Measurements of ocean wave heights and periods are also desirable for outfall 
sites.  Knowledge of the frequency and amount of wave energy passing over the 
pipeline route is vital to ensure its integrity as a structural system. 
However, measurements of wave parameters are often difficult to obtain and 
designers frequently rely on wave forecasting techniques to predict design wave 
conditions. 

Water Quality 

The purpose of an outfall diffuser is to disperse effluent to minimize the 
pollution impact on the receiving water.  No matter how efficient the diffuser 
is in diluting effluent with ambient seawater, some change will occur in the 
local marine environment around the diffuser.  It is a vital element of the 
outfall design process to accurately predict these changes, both short-term and 
long-term.  However, to predict water quality changes due to outfall discharges, 
the existing water quality conditions of the receiving water must be known. 

Establishing a baseline of water quality conditions within the receiving waters 
of a proposed outfall often requires extensive environmental monitoring.  During 
the site selection process, it is typically found that the potential ocean 
outfall site has, at best, a limited record of existing water quality data. 
Thus, to establish a proper data bank of predischarge conditions, a water 
quality monitoring program is required. Baseline monitoring programs can range 
from a minimum of collecting one set of water samples at one location to sam- 
pling multiple stations at weekly intervals for periods of 1 to 2 years.  The 
parameters sampled, which can also vary widely, mainly depend on composition of 
the effluent.  The minimum parameters that should be considered for a domestic 
sewage outfall monitoring program are: 

Water Column Benthic 

Dissolved oxygen BOD/COD 
pH Heavy metal content 

• Conductivity/salinity Nutrient content 
Temperature Biological organisms 
Oil and grease 
Fecal coliform bacteria 
Nutrient content 
Heavy metal content 
BOD/COD 

Location and number of sampling stations should be carefully established to 
maximize data acquisition while minimizing costs.  Results of physical ocean- 
ographic studies should be used to establish sampling stations within the 
expected water transport zones. A sampling station within the immediate dilu- 
tion zone of the diffuser is a minimum requirement. 
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Underwater Soils and Geology 

Identifying the geological conditions and their uniformity along a proposed 
outfall alignment is important since many of the criteria considered in outfall 
design depend on geologic conditions and soil types.  As with most underwater 
soils investigations, gathering soils data for outfall design is difficult and 
often costly.  However, the investigation must be sufficient to develop design 
criteria and identify the existing conditions. 

Marine geophysical techniques, such as reflection and seismic profiling, are 
commonly used to determine subbottom stratigraphy. However, interpretation of 
this type of data is difficult. There is no substitute for obtaining in situ 
soil samples for laboratory analysis.  The best results usually are obtained 
from barge-mounted drilling rigs, but soil sampling with remote or diver con- 
trolled subsurface devices has been successful (Noorany, 1971). 

Analysis of Site Selection Data 

Upon completion of the basic studies outlined above, one particular outfall 
site is normally chosen as most suitable.  The next step in the outfall design 
process is the preliminary hydraulic design of the pipeline, including diffuser 
dilution and mixing characteristics. 

Outfall Hydraulics 

The hydraulic design of an outfall results in determining design flows, se- 
lecting pipe diameters for the outfall conduit and diffuser sections, and 
selecting diffuser port size and spacing. 

Design Flows 

Outfall design flows depend upon upstream conditions.  Daily flow through a 
domestic sewage treatment plant can vary considerably, while most industrial 
discharges are more constant.  Massive loads to sewer collection and treatment 
facilities also occur during rainy periods when runoff enters the collection 
system either directly (combined sanitary and storm sewers) or indirectly 
throuqh infiltration (leakage at pipe joints and manhole covers).  During either 
event, flow to an outfall can be dramatically increased.  If the outfall system 
is not properly sized, the flow will be restricted, resulting in the backup of 
effluent in the outfall and possible flooding of onshore facilities. 

Ocean outfalls should be designed to discharge peak flows with a gravity system. 
However, if the hydraulic head between the ocean and the outfall headworks is 
minimal, discharge of design flows through the outfall may not be possible with 
a gravity system.  Consideration must then be given to the use of pump stations. 
Unfortunately, pumped outfall systems present new problems—increased costs for 
continual maintenance of pumps and perpetual use of energy for pumping.  A 
sometimes satisfactory solution to both problems is the combined use of gravity 
and pump system.  During normal flows, the gravity system handles the discharge, 
while during peak flow periods a pumping system augments the gravity system. 
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Piffuser Hydraulics 

In conjunction with selecting conduit size for the outfall, the diffuser system 
must also be designed. The size and spacing of the diffuser's ports are deter- 
mined through a series of complex iterative hydraulic calculations based upon 
the following parameters: 

Design flows 
Pipe diameter 
Pipe slope 
Frictional resistance of pipe material 
Effluent density 
Receiving water density 
Discharge depth 
Operating head 

A computer program is typically employed to solve the manifold hydraulics 
problem.  The program takes into account the discharge characteristics of the 
individual port and does a numerical integration of the hydraulic conditions 
port by port with a trial and error optimization of port sizes considering the 
various factors listed above.  A complete description of diffuser hydraulic 
design has been reported by Rawn, Bowerman, and Brooks (1961) and the basic 
hydraulic requirements as reported in their paper are summarized below: 

Flow Distribution.    The division of outflow between the various ports should 
be fairly uniform.  For diffusers laid on a sloping sea bottom, uniform port 
discharge for all rates of flow is impossible.  In such cases, the diffuser 
should be designed for uniform distribution at low to medium flows.  For 
higher flows, the deeper ports should be allowed to discharge more flow than 
the average port to prevent possible clogging of the deep end of the diffuser. 

Velocity in Diffusers.    The flow velocity in all ports of the diffuser should 
be high enough to prevent gross deposition of sludge or grease.  For settled 
sewage, minimum velocities of 2 to 3 feet per second are required. 

'Prevention of Seawater Intrusion.    All ports should flow full to prevent 
intrusion of seawater into the pipe. 

Dilution and Mixing 

A diffuser disperses wastewater by breaking it up into a number of smaller flows 
and spreading it over a large area.  In essence, a diffuser changes a point- 
source discharge into a line-source discharge.  The resulting discharge plume 
mixes within the receiving water to produce a diluted effluent. 

The processes that cause mixing and dilution when effluent is discharged by a 
diffuser into receiving waters are complex, but primarily involve mixing due to 
kinetic energy of the initial discharge velocity, mixing caused by buoyant 
forces due to the density difference of the effluent and receiving waters, and, 
finally, mixing caused by horizontal cross currents of the receiving waters 
(Brooks and Koh, 1965).  Normally, all three of the above processes act on the 
discharged effluent to produce the overall mixing and dilution. 
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Mixing caused by the kinetic energy occurs close to the point of discharge and 
is primarily a function of discharge velocity.  Due to the density and viscosity 
of water, the energy is dissipated rapidly.  Dilution is generally less than two 
parts of seawater to one part of effluent and occurs within a few feet of the 
point of discharge. 

When the kinetic energy is dissipated, a mixture of effluent and receiving water 
exists.  If the density of the effluent is less than the density of the re- 
ceiving water at the point of discharge, the mixture will also have a density 
less than the surrounding receiving waters.  This difference in density creates 
a buoyant force that causes the effluent mixture to rise in the receiving 
waters.  As the mixture rises, it continues to mix with, and therefore be 
diluted by, receiving water. 

If the receiving water is of equal density at all depths, the mixture density 
will always be less than the density of the surrounding waters and will continue 
to rise and be diluted (figure 4).  Under this condition, the dilution achieved 
is a function of port.diameter, discharge velocity, relative density, and depth 
of discharge. 

If the density of the receiving water decreases with decreasing depth, 
there will be a depth when the density of the rising effluent mixture is equal 
to the density of the surrounding receiving waters and less than the density 
of overlying waters.  When this occurs, the effluent mixture will not rise 
further and is considered trapped (figure 5).  In this situation, the dilution 
achieved is controlled by the height of rise that, in turn, is a function of the 
density variations of the receiving waters.  Entrapment of the effluent plume 
below the surface is usually a desirable objective for ocean outfall design 
because it helps prevent possible health and aesthetic problems common to dis- 
charges rising to the water surface. 

DISPLACEMENT 

Figure 4 
Effluent Plume Characteristics 
for Nonstratified Water 

Figure 5 
Effluent Plume Characteristics 
for Stratified Water 
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The previous discussion assumes that there are no horizontal currents in the 
receiving water.  Horizontal currents will carry the effluent away from the 
point of discharge and cause rapid mixing and dilution.  Port diameter, dis- 
charge velocity, and relative density will have little effect on the dilution 
achieved (Roberts, 1976).  The velocity of the horizontal currents will control 
the dilution.  Because the effluent is diluted and carried away rapidly, the 
effluent mixture will have little opportunity to rise, regardless of the density 
of the effluent or receiving waters. 

Predicting diffuser plume characteristics is essential in outfall design. 
.Computer programs are typically used to examine various discharge and receiving 
water conditions and predict height of rise and associated dilution. Baumgartner, 
Trent, and Byram (1971) have developed such a model which is used in outfall design. 

Diffuser Port Design 

Orientation 

The flow direction of receiving water currents dictates the orientation of the 
diffuser.  There are three basic diffuser orientations (figure 6): 

• Current parallel to shore 
• Current perpendicular to shore 
• Variable current direction 

The diffuser should be located perpendicular to the net current to maximize 
dilution.  However, for currents that shift direction, "Y" shaped diffusers are 
employed to offer the greatest chance for keeping the diffuser perpendicular to 
the current. 

•A 
CURRENT PARALLEL TO SHORE 

"A 

Current 

I 
Diffuser 

CURRENT PERPENDICULAR TO SHORE 

+—Current 

Diffuser 

•A 
VARIABLE CURRENT DIRECTION 

Figure 6 
Alternative Diffuser Arrangements 



2928 COASTAL ENGINEERING-1976 

Port Types 

The two basic types of diffuser ports are pipe wall port and riser tube (fig- 
ures 7 and 8).  A pipe wall port system consists of holes in the wall of the 
pipe, at or slightly above the pipe's spring line.  To prevent the pipeline 
filling with bottom sediments, this type of diffuser port requires that the pipe 
be laid on the ocean bottom rather than buried. 

Section AA 

Figure 7 
Pipe Wall Port Diffuser 

9g^!Mozzle 

Riser 

Flanged Outlet     \ 
B 

Section BB 

Figure 8 
Riser Port Diffuser 
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Riser tubes are used when the diffuser pipeline must be buried (usually to 
prevent damage by wave action).  Riser tubes project upward from the crown of 
the buried pipe, penetrating above the ocean bottom.  The small, cross sectional 
area of the risers minimizes exposure to waves and current forces.  However, 
because the riser tubes project above the bottom, they can become vulnerable to 
impact forces.  A typical hazard common to risers—breaking of the rigid tube 
due to impact forces and subsequent filling of outfall pipe with bottom soils— 
is shown in figure 9.  A satisfactory solution to this problem is the use of 
flexible riser tubes (figure 10).  The rubber pipe wall section allows the tube 
to absorb impact through deflection.  If the impact force is too great, the 
rubber section fails before the steel, allowing the pipe tube to shear off above 
the mud line.  This type of failure minimizes the chances of filling the pipe 
with bottom soils and results in simple repair work. 

Steel Riser-^ 

BEFORE IMPACT 

Figure 9 
Rigid Diffuser Riser 

Failure occurs 
at flanged fitting 
between riser and 
outfall pipe 
resulting in 
severe pipe damage- 
pipe can now 
become filled with 
soil during low flow. 

AFTER IMPACT 

BEFORE IMPACT 

Figure 10 
Flexible Diffuser Riser 

Rubber flange fails 
damage minor 
break occurs above 
mud line. Soil does 
not enter pipe 

AFTER IMPACT 
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Onshore/offshore and longshore drift of bottom soils must also be considered in 
diffuser port designs.  Pipe wall ports and riser tube ports must be of suffi- 
cient height above the bottom to prevent filling of the diffuser with shifting 
bottom materials during low flows. 

Pipe Design 

Completion of the site selection process and preliminary hydraulic design re- 
sults in establishing the basic outfall pipe parameters—alignment, slope, pipe 
length and diameter, and diffuser port sizes and spacing.  The next element of 
the design process considers the final design of the pipeline.  For ocean out- 
falls, the following final pipe design components must be considered: 

Foundation requirement 
Pipe forces 
Hydraulic flow properties 
Corrosion resistance 
Pipe material selection 
Pipe anchoring 
Construction methods 

Foundation Requirements 

Much of the actual pipe design itself depends on the soil conditions.  The 
amount of support along the length of a pipe will influence the type of pipe 
that is to be used.  A change in the support along a pipe will also change the 
type of pipe used.  Some types of pipe can tolerate substantial settlement while 
other pipes, perhaps with closely spaced joints, would come apart if the set- 
tlement is excessive,  although soft sediments most often contribute to pipe 
settlement, scour and erosion from beneath a pipe can also contribute to loss of 
support.  The support along a pipe in an ocean outfall needs to be continuous 
just as it does for pipes on land.  Since pipes laid on rock under water may 
not have continuous support beneath them, the pipe may actually span two points 
on the rock.  This can also occur in gravelly soils.  Under some conditions, 
shifting ocean bottom materials (longshore drift) and sedimentation can con- 
tribute to the actual load on top or along the side of the pipe.  In addition, 
consideration must be given to outfalls penetrating the surf zone where seasonal 
changes in beach profile will alternately scour and fill bottom materials over 
the pipe. 

Exoavation and Backfill 

Outfall pipes generally need to be buried for at least part of their alignment. 
This requires that the conditions of excavation and backfill be evaluated.  The 
difficulty of excavation, depth of excavation, stability of the open trench, and 
difficulty of actually placing the pipe in the trench all must be considered in 
the excavation phase.  Many times the excavation must continue through a soft 
layer down to a firm layer.  This requires that the depth of the soft layer be 
known and that the uniformity of the depth along the alignment be known.  The 
disposition of the excavated material can sometimes be a problem.  Most often, 
it will have to be loaded aboard barges and disposed of, perhaps at some dis- 
tance from the excavation.  It is seldom that the excavated material can also be 



OCEAN OUTFALLS 2931 

used for backfill.  Trenches excavated in loose sands or granular material often 
will not stand open for a long period of time since the sides will slough and 
material will be brought into the trench by currents and waves.  In firm gran- 
ular material, the trenches generally stand open well and narrow trenches can be 
used.  Support for the pipe along the trench is important.  Uniform support-'is 
often provided by placing a layer of coarse gravel in the bottom of the trench. 
Unless the excavated material is exceptionally clean, backfill material will 
usually have to be imported.  Generally, coarse granular material is used for 
backfilling.  Any material with a majority of fines in it will generally cause 
turbidity problems and be unsuitable.  Generally, only the larger particles will 
reach the trench. 

Pipe Forces 

Outfalls must be designed to resist both internal and external forces.  The 
internal forces are a result of hydraulic pressure imposed on the line through 
flow of liquid.  Operating pressures in outfalls are typically low and seldom 
affect the structural design of the pipe.  Further, since outfalls dis- 
charge at depth, there is no requirement to design the pipe to resist the 
hydrostatic head of the water column above the pipe.  External forces include 
the dynamic action of waves, force from currents, impact from foreign bodies, 
and overburden support. 

The flow of fluid around a cylinder, such as an exposed pipeline, will induce 
drag forces on the pipe (Priest, 1974).  See figure 11.  The resultant force can 
displace an unanchored pipe horizontally, creating large bending and shear 
stress within the pipe and at its connection with the shore.  If the pipe is 
anchored or pile supported, the horizontal drag force will then be transmitted 
to the pipe anchor.  Close spacing of the supports may be required to prevent 
pipe overstress due to bending.  Also, closer spacing of supports may be re- 
quired to eliminate vertical pipe oscillations resulting from the resonate 
response of the pipe to the current. 

The passage of a wave over the pipe can develop large dynamic pressures 
on the pipeline when it is supported above the botton (figure 12).  The 
pressures result from drag forces as well as inertial or impact forces caused by 
the moving fluid.  Dynamic pressure can be minimized by locating the pipe in 
water deep enough so that it is not significantly influenced by the orbital 
motion of waves.  However, the pipe should be buried in the surf zone to a depth 
sufficient to protect the line from damage. 

Impact forces resulting from foreign objects striking the pipeline must also be 
considered.  Impact from a ship's anchor and commercial fishing gear (figure 13) 
can result in severe damage to an outfall.  Locating outfalls in anchorage zones 
or bottom trawling fishing grounds should be avoided.  However, if the outfall 
alignment must be located in regions with a high probability of occurrences such 
as dragging anchors, the pipeline should be buried.  The minimum pipe cover 
should be in excess of plow depth of the anchors. 

Even though the main pipeline is protected from impact damage, the diffuser 
riser must extend above the mud line and become exposed.  In such cases, the 
flexible riser systems should be considered as discussed above (figures 9 and 10). 
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Direction of Current 

Accretion Causing Rpartinn 
Active Soil Pressure       Reac,lon 

Figure 11 
Current Forces 

Direction of Wave Propagation^ 

Erosion (Scour) 
Reducing Resistance 
to Sliding 

Fd = Drag force   F| = Lift Force   Fj = Inertial Force 

Figure 12 
Wave Forces 

Figure 13 
Impact Forces 

Hydraulic Properties 

An important characteristic 
of a pipe is its ability to 
transport the fluid. Various 
pipe materials can have sub- 
stantially different fric- 
tional characteristics. Some 
materials, such as cast iron 
and steel, are subject to 
internal corrosion that will 
increase the friction and 
thus reduce the flow-carrying 
capacity over a period of 
time. 

The range of friction factors 
normally applied to pipe mate- 
rials commonly used for out- 
fall construction is not 
sufficient to control the 
selection of materials or 
allow a reduction in outfall 
diameter.  Since the pipeline 
materials cost is usually a 
small part of total project 
costs, a conservative selec- 
tion of friction factors and 
pipe diameters is the normal 
procedure. 

Corrosion Resistanoe 

Saltwater can be a corrosive 
element for some pipe mate- 
rials.  The bottom sediments 
may also exhibit a corrosion 
potential so that the combina- 
tion can be devastating.  The 
technology exists to protect 
almost any material from ex- 
cessive corrosion.  The pro- 
tection provided should be 
consistent with the design 
life of the facility and the 
protection provided associated 
structures.  The costs for 
this protection are usually 
minimal.  Therefore, corrosion 
is normally not a controlling 
factor in the selection of 
outfall pipe materials. 
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Pipe Material 

A variety of pipe materials are available for ocean outfalls (table 1): 

• Reinforced concrete • Cast iron 
• Steel • Ductile iron 
• Concrete cylinder • Fiber-reinforced plastic 
• Corrugated metal • High-density polyethylene 

The most common pipe material used on ocean outfalls is reinforced concrete 
pipe, which is a heavy and rigid pipe material that is capable of supporting 
large overburden loads and resisting current and wave movements.  Corrosion 
resistance of reinforced concrete is good in the saltwater environment. 

Pipe Joints 

A variety of pipe joints ranging from welded to dresser couplings are available 
for linking outfall pipe sections together.  Probably the most common is bell 
and spigot with a retained rubber gasket.  Normally, up to 3 to 5 degrees of 
deflection are allowed.  For greater deflections (up to 15 degrees), ball and 
socket joints can be used. 

Outfall pipe joints are typically equipped with thrust-ties to secure the pipe 
joint from displacement.  A bolted connection at the pipe spring line links 
each pipe section and restrains the joint from separating due to external forces. 
Stainless steel bolts are usually used in saltwater.  Metallic bond straps 
electrically linking each pipe section together are also common features of an 
ocean outfall joint.  Bond straps allow external electric currents to be applied 
to the entire pipeline to control electrolysis. 

Pipe Support Systems 

The wide range of pipe support systems available to the outfall designer is 
illustrated in figures 14 through 20.  The following is a summary of each 
system. 

Bottom Exposure.     For environmental conditions with minimal current, wave, and 
impact potential, the outfall pipe can be laid directly on the bottom (figure 14). 
For this condition, only a bedding layer may be required to support the pipe. 
Where some current or wave action exists, an exposed outfall can be secured to 
the bottom with concrete anchor blocks or embedment anchors (figure 18). 

Bottom Exposure With Armor.    Where the pipe is subject to moderate wave attack 
or strong currents, it is desirable to armor a pipe laid on the bottom.  Ar- 
moring usually consists of riprap and is designed in similar fashion as break- 
waters (figure 15). 

Buried Trench Section.    Sites with heavy wave action usually require complete 
burial of the outfall pipe.  The trench must be deep enough to ensure that scour 
action will not expose the pipe.  Often, the pipe zone material is riprapped at 
the surface to reduce scouring potential (figure 16). 
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Figure 14 
Bottom Exposure 

Outfall with 
Concrete 
Anchor Block 

Outfall with 
Anchor Tie Down 

Figure 18 
Alternative Pipe Anchoring Methods 

Figure 15 
Bottom Exposure With Armor 

Tie-down Strap 

Figure 19 
Pile-Supported Outfall 

/-Buoyant 
> Pipe 

Material 

_s*&5^S**t*'—" Rock Anchors - 

Figure 20, 
Floating Outfall - 
Rough and Irregular Bottom 

Figure 17 
Shallow Trench 
With Scour Mat 
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For some locations, scour mats can be used to eliminate the need for deep 
trenching.  A scour mat consists of a pre-formed concrete mat that is laid over 
the entire exposed pipe with sufficient width to prevent undermining at its 
edges (figure 17). 

Pile-Supported System.    In some instances, the ocean bottom is composed of soft 
sediments, providing little, if any, bearing support for the pipe.  Laying a 
rigid pipe material directly on the bottom in such conditions is hazardous 
because of potential dissimilar settlements.  A common solution is the use of a 
pile-supported pipeline (figure 19).  Piles are driven to firm bearing and a cap 
is attached to the pile tops.  The pile caps function as a cradle for the pipe, 
while a tiedown strap prevents vertical pipe movements due to current-induced 
oscillations or positive buoyance of the pipe such as air trapped in the 
pipeline. 

Semi—Floating Outfall. For some ocean sites, none of the previously mentioned 
systems is practical.  An example might be a site that has minimal current 
action but a rough and irregular bottom (submerged coral reef).  Furthermore, 
environmental regulations could prevent blasting a trench into the bottom. 
Laying the pipe directly on the bottom is not desirable because it would be 
damaged by sharp projections.  Driving piles may be prohibitively expensive. 
However, floating the pipe above the bottom is a possible alternative (figure 20). 
A semi-floating outfall can act as a suspension bridge in reverse, keeping the 
pipe suspended above the problem area but below the ocean surface.  Pipe mate- 
rial should be lightweight or, at best, buoyant.  Additional buoyance chambers 
may be required to provide vertical uplift. Anchors and anchor cables should be 
sized to secure the pipe from lateral and longitudinal movements due to minor 
current or wave action. 

Construction Methods 

During the pipe design of the outfall, the designer must also consider the 
various construction methods available to an offshore contractor. Failure of 
the designer to understand outfall construction procedures can result in a 
difficult and costly pipe installation. 

For ocean outfalls, there are three different zones that the contractor must 
contend with during construction: onshore, surf, and offshore.  Each zone can 
require different construction methods.  The four commonly used construction 
methods of outfall installation are barge lay, trestle lay, string float, and 
bottom pull. 

With the barge lay method, the pipe is laid in relatively short lengths from a 
barge to the trench or bottom, similar to onshore sewer construction. The barge 
lay method is generally used in the offshore zone.  Divers must join each pipe 
length to the previously installed pipe (figure 21). The cost of this method 
increases tremendously with increase in water depth. 

The trestle lay method involves the construction of a pier through the surf zone 
(figure 22).  The pier replaces the barge as a work platform, isolating the pipe- 
laying equipment from wave action.  Usually steel sheeting is driven into the 
bottom to act as a cofferdam for the pipe trench.  Pipe is laid in the trench 
in a similar matter as a barge lay. 
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John Goode Photograph 

Figure 21.    Diver Supervising Pipe Joint Assembly 
During Barge Lay Operation. 

CH2M HILL Photograph 

Figure 22.    Outfall Construction from Trestle 
Through Surf Zone. 
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Figure 23.   Launching Outfall by String Float Method. 

CH2M HILL Photograph 

Figure 24.    Offshore Tug Preparing for Bottom 
Pull of Outfall. 
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The string float method involves floating the entire pipeline into place on the 
surface and then sinking the line into place on the bottom (figure 23).  To 
provide the buoyancy necessary to float the line, the pipe and diffuser are 
temporarily sealed while full of air.  When the line is floated into place on 
the water surface, the air is replaced with water, causing the line to sink. 
The rate of submergence can be controlled by the rate of air release. 

This method is most commonly used with lightweight, flexible, plastic pipes. 
Additional weight is added to these lines, usually by concrete ballast collars, 
to provide the negative buoyancy needed to sink the line and hold it in place on 
the bottom.  The feasibility of using this method depends on many factors, 
including weather and water conditions.  Rough water or strong currents are of 
particular concern. 

The bottom pull method involves pulling the line into place along the ocean 
bottom through the surf zone and offshore areas (figure 24).  Large stresses are 
placed on the joints and pipe and must be considered in design and materials 
selection.  The pipe is joined onshore and pulled seaward as assembly proceeds. 
A specially constructed sled is used to allow the line to be pulled without 
damaging the pipe material.  In addition to providing a means of attaching the 
pulling cables, the sled will also provide a grading effect on the soils. 
Depending on the soils and topography, additional sleds or other supports may be 
needed along the pipe. 

All of the above construction methods will require underwater work during instal- 
lation.  In all cases, diver time is required for inspection of the final instal- 
lation.  To ensure proper monitoring of underwater construction, the use of 
engineering divers as inspectors rather than commercial divers is recommended 
(Layton, 1976). 

The appropriate method of construction for an outfall line depends on many 
factors, primarily soils, pipe material and size, environmental conditions, 
depth of construction, contractor's available equipment, and final design con- 
ditions.  All of these factors are involved in determining the cost of the final 
installation. 

Perhaps the major factor relating to costs is the amount of underwater work 
required, particularly work performed in deep water.  Difficulty, time required, 
and, therefore, costs increase greatly as the depth of water increases. 

OUTFALL MAINTENANCE 

During the design of an outfall, provisions for inspection and maintenance of the 
diffuser should be considered.  Even carefully designed diffusers will require 
occasional cleaning to remove accumulated grease, slime, and grit (Rawn, Bowerman 
& Brooks, 1961).  These accumulations can reduce flow by increasing frictional 
resistance. Cleaning can be accomplished by flushing or by pulling a ball through 
the line. 

In addition to cleaning operations, an annual diving inspection of the outfall is 
recommended.  The purpose of the inspection is to check the outfall for structur- 
al damage to pipe and diffuser risers, pipe corrosion, changes in biological ac- 
tivity around diffuser, and plugging of diffuser ports due to longshore drift. 
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Further, it is recommended that an inspection hatch be built into the end of the 
outfall diffuser to facilitate flushing operations and allow divers access to the 
outfall's interior for removing obstructions.  Also, for long outfalls, several 
inspection hatches should be located along the conduit and diffuser sections for 
easy diver access. 

SUMMARY 

This paper discusses the major components of the complex ocean outfall design 
process: site selection, outfall hydraulics, dilution and mixing, diffuser port 
design, pipe design, pipe support systems, and construction methods. All of 
these components must be evaluated throughout the design process to provide a 
structurally sound outfall system that meets water quality requirements. 
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CHAPTER 168 

DESIGN CONSIDERATIONS FOR THE SAND ISLAND 
AND BARBERS POINT OUTFALLS 

Robert C. Y. Koh1 

Norman H. Brooks1 

Floyd Louis Vuillemot2 

INTRODUCTION 

The design and construction of a major ocean outfall and diffuser system 
for disposal of wastewater effluents is a complex process involving an interplay 
of requirements originating from various disciplines. These include, among 
others, considerations of physical oceanography, mixing and dispersion, treatment 
processes, regulatory requirements, marine geology, economics and construction. 
The recently completed Sand Island Outfall and the newly designed Barbers Point 
Outfall are both on the southern coast of the island of Oahu, Hawaii, and are 
designed for treated sewage effluents from the densely populated portion of the 
City and County of Honolulu.  In this paper, some design considerations of these 
outfalls will be examined. The emphasis in this paper is on the hydrodynamics, 
although other design aspects are also discussed briefly. 

The design of a large submarine outfall must consider two basic objectives. 
First, the design must assure the physical integrity of the structure when 
subjected to the sometimes violent environment.  Second, the mixing, dispersion 
and transport of the effluent must be such that environmental degradation is accept- 
ably small and that water quality requirements are met.  In addition, the design 
process also includes considerations of economics, overall system compatibility, 
and construction. 

The Sand Island Outfall was constructed in 1975-1976 while construction of the 
Barbers Point Outfall began in 1976.  The cost of the Sand Island outfall was 13.7 
million. 

DESCRIPTION OF THE DESIGN 

The Sand Island Outfall is 84 inches in diameter and extends 12,500 ft offshore 
to a depth of approximately 230 ft. The last 3384 ft of the outfall (the diffuser 
section) contains 282 ports on the sides of the pipe varying in diameter from 3 to 
3.53 inches.  The Barbers Point Ocean Outfall is 78 inches in diameter and extends 
10500 ft offshore to a depth of 200 ft.  The last 1752 ft of the outfall contains 
146 ports varying in diameter from 3.41 to 3.74 inches.  The design ranges of flow 
are 32 to 194 mgd for the Sand Island Outfall and 14 to 112 mgd for the Barbers 
Point Outfall. Figures 1 and 2 show plan views of the two outfalls. 

Considerations of forces from hurricane-generated waves and seismic loadings 
resulted in each pipeline being buried in a trench in the ocean bottom out to a 
depth of approximately 70 ft where it then gradually emerges from the sea floor and 
rests on the bottom, being anchored and protected by armor stones. The size and 
gradations of the stones and the cross sections of the ballast are chosen so that 
they are stable under the design wave or the design earthquake. 

The offshore bathymetry beyond 70 feet depth showed rock and cemented coral out- 
crops dotting an underwater landscape of sand and coral rubble.  The alignments of the 
outfalls were chosen to avoid these outcrops.  The bottom slopes are also quite 
steep.  The alignments of the diffuser sections are chosen to lie essentially on 
a level to ensure nearly uniform flow distribution along the diffuser for the full 

Calif. Inst. of Tech., Pasadena, Calif., and consultant to R. M. Towill Corp., 
Honolulu, Hawaii. 
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Fig. 1.  Schematic Plan of Sand Island Outfall. 



OUTFALL DESIGN 2943 

BARBEes Poiwr OUTFALL 

'N 

SOU-£   w  peeT 

Fig. 2.  Schematic Plan of Barbers Point Outfall. 
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range of discharges. The diffuser pipe sections were ballasted to prevent down- 
slope rolling or sliding. 

The lengths and depths of diffusers for the outfalls have been designed to 
ensure that the sewage effluent is diluted rapidly with ambient ocean water. 
Typical values of dilution are on the order of a few hundred. For part of the 
time, particularly during the summer, the diluted effluent plumes are submerged 
due to the existence of density stratification in the ambient sea. In the design 
process, however, high dilution was considered more important than submergence 
of the sewage field both from environmental as well as from construction and 
economic considerations. 

MIXING AND DISPERSION OF THE EFFLUENT IN THE OCEAN 

Initial Dilution and Sewage Field Submergence 

When sewage effluent is discharged through a submarine outfall diffuser, it 
undergoes basically three stages of turbulent mixing processes. First it rises 
as a buoyant plume, entraining (and mixing with) the ambient ocean water. This 
first phase of mixing carries the diluted effluent either to the surface or to a 
terminal level below the surface in the event there is sufficient ambient density 
stratification. The second phase of transport is that of horizontal spreading. 
The sewage field, being either buoyant at the surface or more homogeneous at a 
submerged level, tends to spread out horizontally. This second phase of the 
establishment of a sewage field is followed by the third phase of dynamically 
passive turbulent diffusion and advection in the ocean. This last phase of mixing 
is dependent only on the ambient ocean turbulence and currents. Proper design of 
an ocean outfall diffuser must take into consideration all these processes although 
only the first is under the direct control of the design engineer. 

One of the recent advances in the technology for ocean sewage disposal is 
the utilization of the natural ocean density stratification to achieve submergence 
of the sewage field. The sewage effluent, when mixed sufficiently with the denser 
seawater below the pycnocline, may not reach the surface since the much diluted 
effluent becomes denser than the surface seawater. The probability of submergence 
depends not only on the diffuser design but also on the natural density stratifica- 
tion in the ocean at the disposal site.  In particular, if there is no density 
stratification between the depth of the diffuser and the surface, then the sewage 
field can never be made to stay submerged no matter how long a diffuser is used. 

Predicted dilution and submergence characteristics of the Sand Island Outfall 
is shown in Figure 3 for various density profiles as determined to be representative 
of typical conditions during the year (Figure 4).  It may be noted that for a given 
flow, the submergence and dilution are inversely related, i.e., deep submergence is 
accompanied by lower dilutions. The analysis techniques used in obtaining these 
results are detailed in Refs. I, II, and IV.  Blocking by currents were considered. 

During the design process, a variety of different diffuser lengths and depths 
were investigated as to their performance in terms of initial dilution and sewage 
field submergence characteristics.  For each combination of length and depth, a 
dilution vs. submergence graph such as shown in Figure 3 could be prepared.  It is 
found that, as displayed in Figure 3, the dilution and submergence are interrelated. 
For deep submergence due to a strong ambient density gradient, the dilution obtained 
is low.  Sometimes increasing the diffuser depth (for the same diffuser length) may 
actually decrease dilution if the increased depth places the diffuser in a region 
with stronger stratification. On the other hand, for the same diffuser depth, 
lengthening the diffuser always increases dilution. The choice of the diffuser 
design represents a compromise between achieving high dilution and submergence most 
of the time but without excessively deep submergence and hence too low dilution. 
For the case of deep submergence with attendant lower dilutions, the sewage field 
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would be subjected to somewhat slower natural assimilation and potentially higher impact. 

Subsequent Transport and Diffusion 

The advective transport of the diluted sewage effluent in the ocean environ- 
ment was investigated by utilizing current meter measurements at the site in 
combination with statistical analyses, resulting in estimates of the probability 
of reaching shore as functions of time. Available ocean current data were obtained and 
analyzed to obtain streaklines for the sewage field advected according to the measured 
currents. The streaklines were then analyzed to obtain the statistics of transport 
to two lines designated reef line and recreation line.  The reef line is a piece- 
wise linear line which is essentially tangent to the offshore extent of the coral 
reef. The recreation line is displaced 1000 ft seaward of the reef line. 
These lines and an example segment of the streakline are shown in Figure 5 for the 
Sand Island Outfall location.  The result of such an analysis is shown in Figure 6 • 
where the probabilities of transport to either of the two lines are shown as a 
function of time of travel.  It is seen that there is little chance of reaching 
the reef line in less than four hours.  Since the bacterial dieoff rate tends to be 
very rapid in the tropical waters off Hawaii, health hazard due to sewage discharge 
from the new outfalls is very low. 

During the subsequent transport of the sewage field following initial dilution, 
it will continue to mix with seawater by virtue of turbulent diffusion. This is 
generally a much less effective means of mixing for typical large plumes. For 
example, in four hours travel time, the additional mixing achieved by turbulent 
diffusion is only about a factor of two. For the Sand Island Outfall it is found 
that the probability of transport to shore within four hours is virtually non- 
existent.  The probability of transport to shore in 24 hrs is no more than a few 
percent under tradewind conditions and only 10 to 30% during periods interspersed 
by Kona storms. Results for the Barbers Point Outfall are similar. 

INTERNAL HYDRAULICS 

The basic premise of a long multiport diffuser is to distribute the sewage 
effluent over a large area to ensure the availability of large quantities of 
diluting sea water so that the initial dilution is sufficiently high (on the 
order of 200 or 300 to 1). Thus it is necessary that the diffuser be designed 
in such a manner that effluent is discharged nearly uniformly through the many 
ports. 

The quantity of effluent flowing in the diffuser pipe decreases along the 
diffuser toward the seaward end due to the continual discharge. On the other hand, 
the flow velocity in the pipe should be maintained sufficiently high to prevent 
gross deposits of grease or sludge. This fact necessitates decreasing the 
diffuser pipe diameter toward the seaward end and the provision of a flap gate 
at the end which can be opened for occasional flushing if and when required. 

A hydraulically well-designed diffuser should also be such that i) the 
pumping head requirements be reasonable, ii) no sea water intrusion occurs, and 
iii) remain hydraulically insensitive to age. These considerations lead to a 
choice of relatively small port sizes so that the port densimetric Froude number 
is relatively high, and certainly larger than two; and to bell mouthed ports 
which minimize clogging and whose discharge coefficients are high and will remain 
constant. 

In the hydraulic design of the San Island and Barbers Point Outfall diffusers, 
these requirements were all taken into consideration.  In addition, the effect of 
the density difference between the sewage effluent and sea water, coupled with any 
change in elevation along the diffuser introduces density head differences which 
must be taken into account in the hydraulic analysis. 
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The hydraulic analysis of a multiport diffuser is basically a problem in 
manifold flow. The procedure for the hydraulic calculations has been documented 
by Rawn, Bowerman and Brooks (1951) and is used in the design.  It should be noted 
that if the diffuser is not placed along a constant elevation, then the phenomenon 
of density head makes it impossible for the discharge to be uniformly distributed 
along the diffuser for all flows.  In the particular case of the Sand Island Outfall 
diffuser, the design is such that the discharge is essentially uniform for medium 
flow rates. At high flow rates, representing the more critical case from the point 
of view of submergence and dilution, the deeper ports are the ones discharging more. 

Figure 7 shows the distribution of port discharge in the pipe along the 
diffuser for the Barbers Point Outfall for a friction coefficient (Manning n) of 
0.015.  This is shown as an example. A range of values of the friction coefficient 
were evaluated in the design process. 

While the diffuser pipes in the Sand Island and Barbers Point Outfalls are 
reduced in steps to maintain a reasonable flow velocity along the pipe, some 
deposition may still accumulate in the diffuser particularly towards the end. 
Thus the ends of these diffusers are equipped with flat gates which can be opened 
to let the flow flush out the system (at most only once every few years, and 
perhaps never). When the diffuser is operated in this manner, a significant 
portion of the flow is discharged through the end of the diffuser. However, the 
bulk of the flow still occurs through the many ports along the diffuser.  Figure 8 
shows the calculated velocity in the diffuser pipe for the Barbers Point Outfall 
diffuser when operated in the flushing mode. 

OTHER DESIGN CONSIDERATIONS 

It is not possible in this brief technical paper to treat all the facets in 
the design of a major ocean outfall structure. The reader is referred to the two 
design reports (Ref. I and II) for further details. 

In the design process, consideration was also given to: a) geophysical 
factors such as nature of the ocean bottom and subbottom, and earthquake forces; 
b) physical factors such as storm waves, currents, and tsunami forces on the 
structure; c) system hydraulics and pumping requirements; d) economic factors. 

The Barbers Point Outfall system also includes a 9166-ft land outfall between 
the Honouliuli Treatment Plant (elev. 32 ft) and the shoreline. During all but 
the higher flow rates, the land outfall will not flow full. The vertical align- 
ment chosen for the land outfall consists of a hydraulically steep portion near 
the plant followed by a mild portion.  In this way, critical flow in the land 
outfall is avoided.  Excess energy is dissipated by friction and a hydraulic 
jump near the upper end of the land outfall. The chosen alignment assures that 
1) the hydraulic jump is never more than a few hundred feet downstream of the 
change in slope, and 2) a long reach of tranquil flow exists before the pipe 
flows full to avoid significant air entrainment. 

CONSTRUCTION OF THE SAND ISLAND OUTFALL 

Construction of the Sand Island Outfall began with excavation of the 15-foot 
deep and 13-foot wide trench at the end of the trestle, 2,500 feet offshore and in 
water 20 feet deep. The contractor (Morrison-Knudsen) laid pipe downhill to the 
end of the diffuser. When the trestle was finished, a double bell connection was 
made at the end of the trestle and pipe was then laid back to the junction box on 
shore. 

Starting from shore, the material on Sand Island was easy to dig since it was 
old fill material. Along the trestle, hard coral rock was encountered which made it 
very difficult to drive the two rows of sheet piling extending 2,500 from shore. 
Beyond the trestle, the bottom slopes gradually downward to where the pipe from 
the trench exits onto the ocean floor. This trench soil was highly variable, 
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changing often from sand to coral of varying hardness.  The contractor used 500 lb. 
charges of dynamite (in 25-pound sacks) repeatedly along the trench, using many 
charges in the process. The trench excavation was especially difficult in the 
deeper sectors.  Beyond the trench sections, the pipe was placed directly onto 
the ocean bottom and the work moved quickly to completion, with rock protection 
being used to stabilize the pipe all the way to the flap gate at the end. 

The construction site is on the leeward side of the island so the contractor 
had a relatively calm working area.  Several Kona storms interrupted the work and, 
on many occasions, the summer swells from the southern hemisphere stopped work 
because of the difficulty of loading pipe from the pipe barges onto the pipelaying 
barge.  The contractor had allowed 3 months of downtime for weather and sea state 
and used up most of it during the 18-month period of construction. 

The trestle was 2,500 feet long and made of steel H-pipes and beams. High 
speed carriers moved on the two rails to carry cranes and supplies of sheet piles 
and pipe.  The heavy double bell section proved very difficult to connect to the 
pipe spigot already in place, because of the water swells in the shallow 20-foot 
depth.  It is interesting to note that the contractor for the Barbers Point Outfall 
(almost identical to this one) plans to make his connection in much deeper water 
where the wave forces should be minimal at the joint location. 

The pipelaying barge, called the "Davy Crockett", has been used on a number 
of outfall jobs.  It is a converted World War II Liberty Ship, rigged with large 
anchor winches on each quarter (see Figure 9).  The large crane in the center 
picks up the pipes and places them in a magazine until ready for laying.  It then 
picks one of them up with a so-called "horse", places it on the ocean bottom and 
pushes it home into the bell of the previous pipe.  Figure 9 also shows the complex 
pipe placing structure, called the "horse", which can pick up a pipe section and 
then stand on the ocean floor with its 4 legs near the previous pipe in place. 
Hydraulic controls, moving in 3 dimensions, carefully insert the spigot into the 
bell of the previous pipe. Once in place the pipe joint is tested with hydrostatic 
pressure.  It is then rocked into position before the horse relaxes its grip on 
the pipe and is withdrawn. A diving bell is located near the joint.  The con- 
tractor's diver is on one side, observing the joint make-up and talking by wire 
line to the horse 'operator up on the barge.  The other side of the bell has a City 
Inspector, also observing and reporting on the adequacy of the underwater work. 
In some parts of the excavated trench, the trench width was so wide that the 
"horse's" legs were too narrow and it had to be extensively modified to straddle 
the trench. 

Many barge loads of heavy armor stone were put in place to protect the pipe 
from the 46-foot design wave: which was predicted as possible during the next 50 
years.  The initial design called for a thick concrete blanket over the pipe 
throughout the trench length because large rock was not available. After the 
job began the local quarry operator decided to make the investment in the equip- 
ment required to produce well-graded rock in five different classes ranging in 
nominal diameter from 1/2-foot to 2-1/2-foot. Divers controlled the placing of 
rocks around and on top of the pipe in the trench.  Smaller size stones were 
placed near the pipe. This was later topped with armor stone varying up to 
2-1/2-foot nominal diameter.  The armor stones are of strong basalt with a 
specific gravity of 2.6. The well-graded mix was not easy to achieve. The City 
Inspectors sampled batches of these stones at random at the quarry.  Each batch 
was separated.  Then each stone of the batch was weighed and set aside into the 
five weight categories to validate the gradation.  It proved to be a very tedious 
but worthwhile specification, ensuring well-graded armor protection for the pipe. 
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CHAPTER 169 

BUOYANCY-DRIVEN GRAVITATIONAL SPREADING 

by 

Robert C. Y. Koh1 

Introduction 

It frequently occurs in environmental fluid mechanics that a mass of less 
heavy fluid spreads horizontally on top of a heavier one or a more homogeneous 
parcel of fluid spreads within a stratified one. Examples of such phenomena 
include spreading of diluted sewage effluent either at the surface or in a 
submerged layer, the spreading of heated effluent discharged from power plants, 
and the spreading of oil on the surface of the sea. The general problem is 
rather complex, being influenced not only by the buoyancy but also by momentum, 
ambient turbulence and flow, surface tension, waves, wind and other complicating 
factors. This paper attempts to examine gravitational buoyancy-driven flow in a 
homogeneous otherwise motionless ambient by casting it in the form of an initial 
value problem. Several assumptions are made and two empirical coefficients are 
introduced which must be determined from experiments. Experimental data are also 
presented, compared with the results of the analysis and the empirical coefficients 
determined. Previous investigations on similar problems include Sharp (1969, 
1971), Koh and Fan (1968, 1969, 1971), and Koh and Chang (1973). 

Formulation of the Problem 

The fluid dynamic problem which will be considered in this paper is the time 
dependent spreading of one fluid on top of a heavier fluid. Both the two- 
dimensional and the axisymmetric cases will be examined. In each geometrical 
configuration, both the instantaneous and the continuous discharge cases will be 
investigated. The derivation will be detailed only for the two-dimensional case. 
Results for the axisymmetric case will be presented without detailed derivations. 

Consider that at time t»0, a mass of buoyant fluid of volume A, linear di- 
mensions characterized by a and b and density P0-Ap is released from a state of 
rest on the surface of a deep reservoir containing fluid of density p0 (see Fig. 1). 
It will be assumed that there is little mixing between the two fluids and that the 
shape of the buoyant fluid remains similar from one instant to another while it 
spreads. One expects that b will increase with time and a will decrease with time. 
For the moment, it will be convenient to assume that the motions in the heavier 
fluid is insignificant. 

Figure 2 shows half of the buoyant fluid mass which will be considered as a 
free body. Assuming for the moment that the pressure distribution is hydrostatic, 
the buoyancy is seen to induce a net horizontal force of 

(p„-p)a2 

7 g'a"  L 2   1     O 
2 6     P 

In actuality, the pressure distribution is not hydrostatic. The departure of the 
pressure distribution from being hydrostatic will be accounted for by a horizontal 
force term which resembles that for hydrodynamic form drag and will be written 

- T Pa(^) 

the negative sign to indicate that the force is in opposition to the motion. 
There is another horizontal force tending to retard the spreading fluid, namely, 
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that on the interface between the two fluids similar to a skin friction, 
be assumed that this force is 

b db 

It will 

vC. F a dt 

The net imbalance of these forces must be equal to the net rate of change of 
momentum of the free body. Thus the equation of motion is 

^[(Caab)^(Cb)] C £f^> C„vT-£ 
b db 

dt (1) 

where Caab is the cross-sectional area of the free body and C„b is the distance 
from the origin to the center of mass of the cross-section.  These quantities 
Ca,Cg are coefficients which depend only on the geometrical shape of the cross- 
section . By the assumption of similarity in shape, they will be constants. 
Table 1 gives values for C and Ca for several shapes. 

Table 1 

Shape Geometry c 
8 

C a 

rectangle 

ellipse 

truncated 
trapezold 

1/2 

4/3(1 

4/9 

1 

IT/4 

3/4 

r—J     ' 
1 ' 

~V-J~ 
For the case of no mixing between the two fluids, the equation for conserva- 

tion of mass is simply 
C ab = A = constant (2) 
a 

for the case of instantaneous release. For a continuous discharge, it is 

C ab = qt (3) 

where q is the discharge rate which accounts for half of the spreading layer. It 
should be noted that mixing can be allowed in this formulation by properly modifying 
the equations. Also, an apparent mass coefficient could have been introduced on 
the left-hand side of the equation. Neither will be done herein for simplicity. 
The derivation including these effects can be found in Koh and Chang (1973) . 

For definiteness, the shape of the spreading layer will be taken to be 
elliptical so that the coefficients Ca, and C„ are TT/4 and 4/3TT respectively. 
Equation 1 then becomes, after using either (2) or (3), 

d2b 
dt2 IT b^ 

2 ^D   ,db,2 

2   b    Mt; Ml^llh2 db 
16   A2 dt (4) 

and 

d_ (t db) : 
dt ^ dt; If g q b2  2 CD bSit' 16 

db 
t. dt 

(5) 

for the instantaneous release and continuous discharge respectively. 

In the axisymmetric case, defining the shape of the spreading fluid to be half 
an ellipsoid of revolution, the equations analogous to (1), (2) and (3) are readily 
deduced to be 

d JlTab2 dbl  ,g*a2b  „ ab,db%
2 „ b2 db 

dt\  16    dtj" 
.    ab.db2 

" CD   4 W  " VT dt (la) 
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3 

2H 

*2 

ab^ Q„t 

(2a) 

(3a) 

From these equations, one can derive the equations analogous to (4) and (5) to be 

8C, 
d2b . 8gM7 1   0UD l,db 2  64TT . ,h 

dr< IT bMt 9V2 
db 
dt 

(4a) 

and 
8C. d r* dbi - Sg^. '    D Mb-2 6W r „ b" db 

dt' dt IT2 b IT bMt' gcr t dt 
(5a) 

Equations (4),(5),(4a) and (5a) will form the basis of the investigation in 
the remainder of this paper. 

Normalization 

The equations (4),(5),(4a), and (5a) will be normalized by choosing character- 
istic length b0 and characteristic time tQ so as to make the resulting dimension- 
less equations as simple as possible. This leads to the choices for bQ and t0 as 
tabulated in Table 2. The dimensionless equations which result become 

Table 2 

Two-dim. 
instantaneous 

Two-dim. 
continuous 

Axisymmetric 
instantaneous 

Axisymmetric 
continuous 

16A2 \ 

3tfM 

3/7 ,  _   N2/7 

6&~ •FA/
1 

16A2\2/7  /6g'A\1/7 

i6a2 

3IT2 
£) pr_f 
V \6g'qJ 

'16£WJL_ 
3IT2v/ ^6g'q 

.2/3 

,1/3 

512vg' 
9ITV 

ig'V/ 

l8g'QJ       \C-   ' 

JfeffJSf 

64flv/ 

Usif 
64TTv/ 

iis 
dt2 ^C    i(^)2- 

2 CD 5^' 
r2 is. 
4    dt 

<L(t IS)  „ ± 
dt1' dt;       c

2 
3        t.dc/    r    S^ dc 
2 CD ?Mt;  " °F   t   dt 

(6) 

(7) 

iis. 
dt2' 

8C. 
£ IfAJ.s2   c ,t is. 

IT    SMt;      V    dt (6a) 

dtlt dt; s3     rr   cMt; S t dt (7a) 

where C = b/b0,   t » t/t0,   corresponding to   (4),   (5),   (4a),  and   (5a)  respectively. 
Once the solution C(t)  is obtained,   the thickness a  (or dimensionless n = a/a., 
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with appropriately chosen a0) can be obtained from the continuity equation (2), 
(3), (2a), and C3a). 

Each of the equations (6),(7),(6a), and (7a) will give solutions in the form 
C(t;Cp,Cj),C0,50') where the four quantities Cj.,Cp,C0,C0' are parameters needed to 
specify the solution. Here C0 and S0' are the values of C and d;/dt at t = 0. It 
is possible to have included Cp in the normalizing factors b0 and tQ. This is not 
done to allow the effect of Cp to show up more clearly and also allow comparison 
with experiments to be more meaningful. 

Approximate Solution for Small Time 

From physical reasoning, it can be expected that for small time, the term 
involving Cp would be unimportant since Z  would be small. Moreover, for the 
instantaneous release cases (eqs. 6 and 6a), the term involving Cn would also be 
insignificant for small t since ds/dt would be small. Thus, for small t, the 
equations 6 and 6a can be written 

d2s  _1_ 
dt2 " C2 

and 

at* 

subject to the initial conditions C(0) = C0,C'(0)= 0. The solutions can be obtained 
by quadratures. For example, for the continuous release case, 

? = coVi + t2/c( 

This represents the transient start-up period. The solution for the instan- 
taneous case is more complex and will not be displayed. 

Approximate Solution for Intermediate Time 

For times not too large, physical considerations again lead to the approxima- 
tion of ignoring the term involving Cp in the equations (6), (7), (6a) and (7a).  It 
is now fruitful to examine solutions of the form C = Btot.  Substituting this into 
each of the equations (ignoring the Cp terms) results in the following values for 
a, and the resulting time dependence for C (width) and n (thickness). 

2-dim.   2-dim.   axisym.   axisym. 
inst. cont. inst. cont. 

2/3 1 1/2 3/4 

t2/3 t tl/2 t3M 

t-2/3 1 t-1 t-l/2 

These represent the circumstance when inertia balances the buoyancy driving force. 

Approximate Solution for Large Time 

For large time, x,  becomes very large, thus making the term involving Cp 
dominant. Physically this means that the interfacial shear is the dominant 
resistive force.  If one now balances the driving force by this term (i.e., ignore 
the left-hand side as well as the Cp term in equations (6) , (7) , (6a), and (7a)), 
and seek solutions of the form C = B1t

oll, one finds 
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2-dim.   2~dim.   axisym.   axisym. 
inst. cont. inst. cont. 

al = 1/5 4/5 1/8 1/2 

? t1/5 t4/5 tl/8 tl/2 

n  <« t-l/5 t1/5 t-m 1 

These represent the circumstance when Interfacial shear balances the buoyancy 
driving force.  It is worth noting that the behavior of n (thickness) as function 
of t (time) is fundamentally different between the two-dimensional and axisymmetric 
cases for continuous discharge. Whereas n ~ t-*-'-> in the two-dimensional case, 
n tends to a constant value in the axisymmetric case.  Physically, this means that 
the thickness will continue to grow ad infinitum in the former while it would not 
in the latter case. 

Overall Solutions 

From the above discussion it is seen that after a brief start-up period, the 
solution for the extent of the spreading layer can be represented in each case by 
a power law in time where the power changes from one value to a second value as 
time progresses.  It should be noted that the above results could have been obtained 
from simple dimensional arguments.  The purpose for extracting them herein is to 
provide more insight into the relationships among the various phenomena represented 
by the various terms in the equations. 

In general, the equations (6),(7),(6a),(7a) including all the terms can only 
be solved numerically.  This has been done using a fourth order Range Kutta algorithm. 
The results for example cases for equation (6) is shown in Figure 3. 

Comparison with Experiments 

The results of the analysis will now be compared with laboratory experiments. 
The writer wishes to acknowledge Messrs. C. Almquist, P. J. W. Roberts and J. C. 
Chen who actually performed these experiments. While these individuals have 
performed a larger number of experiments, only example runs are presented herein 
for comparison purposes.  The experimental data used for comparison in the following 
are shown tabulated in Table 3. 

Two-Dimensional Instantaneous Release 

These experiments were performed by C. Almquist (1973) as a term project for 
a course in the Environmental Engineering option at California Institute of 
Technology.  The laboratory tank used was 5 inches wide by 18 inches deep by 16 
feet long.  It is filled with salt water (sp. gr. fa 1.020).  A trough at the 
surface at one end of the tank containing less dense dyed water in hydrostatic 
equilibrium with the water in the tank is released at t - 0 by removal of a 
partition (see Figure 4a).  The subsequent motion of the spreading layer is then 
timed.  The density difference and the amount of the released fluid was varied 
over a factor of 4 and 9 respectively resulting in a total of twenty experiments. 
Figure 5 shows the data for four example runs together with the predictions from 
equation (4).  In obtaining this comparison, the initial conditions were chosen 
to be the values of b and db/dt (dimensional values) at the beginning of the 
data.  The values of CQ and Gp are chosen to obtain a good fit between the 
prediction and the experiment. However, the same value for Cp and the same value 
of CF were used in all four comparisons.  This comparison indicates that the 
predictions are quite good.  Moreover, the values for Cp and Cp (0.85 and 0.4 
respectively) are what might be expected being of order unity. 
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/ 

(a) instantaneous release 

(b)  continuous release 

Figure 4. Schematic of Laboratory Set-Up for Two-Dimensional Surface 
Release Experiments. 
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Table 3 

Basic Experimental Parameters 

(a) Two -Dimensional Instantaneous 
Release 

(b) Two-Dimensional Cont 
Release 

inuous 

Run No. A Ap/p Run No. 1 Ap/p 

(cm2) (cm2/sec) 

1 116. 0.016 1 2.09 0.0036 

2 116. 0.004 2 4.33 0.0038 

3 29. 0.016 3 4.06 0.0066 

4 29. 0.004 4 3.92 0.0145 

(c) Two -Dimensional Submerged Continuous Release 

Run No. q 

cm2/sec 

Ap/p Depth 

cm 

1 0.108 0.0240 16.3 

2 0.189 0.0252 16.1 

3 0.344 0.0244 8.1 

(d) Axisymmetric Submerged Continuous Release 

Run No. Q 
cc/sec 

Ap/p Depth 

cm 

1 41.6 0.051 11.7 

2 37.5 0.013 23.4 

3 13.5 0.066 5.9 

4 13.5 0.022 5.9 

5 13.5 0.017 5.9 
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The same data are shown plotted in Figure 6 in non-dimensional form. The 
curve shown is for 0^ = 0.85 and Cy = 0.4 obtained as the solution to equation (6) 
(in dimensionless variables).  The initial start-up period is ignored in this 
solution hence the lack of fit for small t.  It should also be pointed out that 
the initial conditions used in the predictive solution, as a consequence, is 
independent of the data. From this comparison, it is seen that the analyses 
does, in fact, conform to the data quite well. 

Two-Dimensional Continuous Surface Release 

These experiments were also performed by C. Almquist under the same .circum- 
stances in the same tank.  The only difference in the procedure is in the mode of 
introduction of the buoyant fluid.  In this case, the buoyant fluid is allowed to 
be discharged continuously at the surface at one end of the tank from a structure 
as shown in Figure 4b. The supply of the buoyant fluid is via a constant head tank. 
Comparison of the results of four of the experiments are shown in Figure 7 where 
the curve is obtained by solving equation (7) using CD = 0.5, and Cp = 5. 

Two-Dimensional Continuous Submerged Release 

These experiments were performed by P. J.W. Roberts in a much larger tank 
than the previous experiments. The buoyant fluid is now introduced at the bottom 
of the tank, allowed to rise to the surface and then spread horizontally on the 
surface. A schematic of the experimental setup is shown in Figure 8.  It should 
be pointed out that while equation (7) is still applicable to this case, interpre- 
tation of the coefficients CJJ and Cp must be viewed somewhat differently. Whereas 
in the surface release case,'the water depth in the tank is much larger than the 
thickness of the spreading layer, this is no longer true in the submerged case. 
More importantly, in this case, mixing occurs during the rise of the buoyant water 
from the discharge point at the bottom to the surface. An entrainment undercurrent 
is set up whose direction is opposite to that of the spreading layer. One must, 
therefore, expect both CD and Cj to be larger than in the previous experiments. 
In the case when the entrainment is significant, one expects CD to be larger by a 
factor of approximately 3 for the case when the spreading layer is approximately 
1/3 of the total depth as was observed to be the case.  Comparison of these 
experiments with the solution to eq. (7) with CD = 2.5 and Cj. = 14.5 is shown in 
Figure 9 where again the data appears to confirm the analysis. 

Axisymmetric Continuous Submerged Release 

These experiments were performed by J. C. Chen in the same laboratory basin 
as the two-dimensional submerged release experiments. A 6 mm diameter round 
orifice is placed at the bottom of the basin.  Injection is started and overhead 
photographs taken at discrete times to record the spread of the dyed buoyant fluid. 
The normalized variables ; and t for five of these experiments are shown in 
Figure 10 together with the analytical results (CD = 0.2, Cp = 0.05). The comparison 
is seen to be reasonable. 

It should be noted here that in the submerged release cases, the buoyant dis- 
charge undergoes a certain amount of dilution before reaching the surface and 
spreading. Thus the value of the discharge rate is actually larger than the 
discharge from the orifice by a factor equal to the average dilution.  The 
buoyancy flux, of course, is still unchanged.  In plotting the experimental 
points in Figures 9 and 10, the discharge rates have been calculated on the basis 
of simple plume theory with Sa given by 

y(g0'q0)
1/3 

S = 0.38  2—o  
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TWO DIMENSIONAL CONTINUOUS SURFACE BUOYANCY SPREADING 
SURFACE SOURCE 

COMPARISON OF THEORY <CD=0.5.CF=5> WITH EXPERIMENTS 

T/TO 

Figure 7. 
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y v. 

Figure 8.  Schematic of Laboratory Set-Up for Two-Dimensional 
Continuous Submerged Release Experiments. 
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TWO DIMENSIONAL CONTINUOUS SURFACE BUOYANCY SPREADING 
SUBMERGED SOURCE 

COMPARISON OF THEORY <CD=2.5,CF=14.5> WITH EXPERIMENTS 
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0.16 
y5/V<U1/3 

(S » average dilution). 

Practical Applications 

It appears at first glance that the results obtained in the previous 
sections are of little practical value since in practice, neither two-dimenslon~ 
ality nor axial-symmetry obtains. It will be shown in this section how the 
results can be utilized to deduce some properties of the flow field which are of 
great practical value. 

(a) Thickness of surface sewage field. 
Major coastal 'discharges of sewage effluent into the ocean frequently employ 

long diffusion structures (on the order of several thousand feet long) at a depth 
of approximately 200 ft. Many small ports along the diffuser discharges the 
effluent in such a way as to approximate a long line source of effluent.  It has 
been found experimentally that, in the event where the ocean is uniform in density 
and motionless, simple line plume theory gives good predictions of dilution factors 
(see e.g., Koh and Brooks, 1975). The centerline dilution, Sc according to that 
theory is simply 

0.38 

•  sl/3 

(8) 

The average dilution Sa is /2 Sc. Here (g0q0), q0, and y are the buoyancy flux 
and discharge per unit length, and vertical distance from the diffuser 
(go = s(Po " P)/P> S = gravitational acceleration, p = density of effluent, p0 = 
density of sea water). Referring to Figure 11, there is seen to be an uncertainty 
in application of equation (8) in that one does not know what value of y to use. 
Whereas buoyant plume theory is developed for an infinite fluid, the presence of 
the ocean surface deflects the sewage field to spread on the surface.  The value 
of y to be substituted into equation (8) to obtain the surface dilution should 
logically be (d-a) where d is the depth and a the thickness of the sewage field 
(see Figure 11). The thickness of the surface field a will now be estimated from 
the results of analyses in this paper. It should first be noted that the thick- 
ness a(t) defined in the two-dimensional continuous release case analyzed pre- 
viously is the quantity of interest. As a function of time, it starts.at zero, 
grows to a constant value, remains constant until interfacial shear forces become 
Important, whereupon it grows as t^'5 without limit.  For practical problems, the 
tl/5 growtji is 0f little significance since by the time this would occur, the 
two-dimensionality assumption breaks down.  (It may be noted that in the three- 
dimensional continuous release case, the thickness tends to a constant.) Given 
that shear is unimportant, one may write equation (5) as 

db 
dtvc At'      TT'-S 1) To  "7 °TI rv3T) dtv dt 

with solution 

where 

b = Yt 

6 

IT 
g q   "I 

.1+ 
3 
2 

CJ 

2 D bMt' 

1/3 

(9) 

(10) 

but qt ab (11) 
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a. 
_1_ 

&%o 

Figure 11. Definition Sketch. 

u 

Figure 12. Schematic Plan View of Wastewater Plume. 
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so that 

TTY  TI 

r^fs 1/3 

Lrr g'q 
(12) 

It may be seen that, In the present case, g'q » g0q0/2, and q «= Saq0/2 where the 
factor 2 is to account for the fact that only half the discharge goes to either 
side. Noting that 

_     (goqo)
1/3(d-a) 

S - n  0.38 ——  (13) 

and substituting into equation  (12) yields 

,   /2 0.38   (g'q )1/3(d-a)       1+ | C. 

from which 

1 + 6 

2  T) 

fKV2 

where 2/? 0.38 
IT 

1+ 2 °D 
_3 

IT 

1/3 
2/2 0.38 

IT N+M 
1/3 

(14) 

From experiments   (see Figure 9),  CD = 2.5, hence 6 = 0.40 and 

f - °-29 
d 

In other words, the thickness of the sewage field should be 29% of the total 
depth. The depth of water available for mixing is d-a and is therefore 71% of 
the total depth.  It is interesting to note that 0.71 x /2« 1 so that one may 
use the full depth d for y in equation (8) provided one interprets the result as 
average instead of centerline dilution. 

(b)  Shape of surface plume in a parallel current. . 
An overhead view of the spreading surface field from a long submerged diffuser 

might be as shown in figure 12 for the case where an ocean current of speed U flows 
parallel to the diffuser. Assuming that the fluid all travels at speed 0, a 
Galilean transformation (moving with the current) indicates that b(£) should behave 
similar to b(t) in the solution presented previously. For x less than L, the 
length of the diffuser* the continuous injection case applies while for x larger 
than L, the instantaneous injection case applies. For the case interfacial shear 
is unimportant in the region x < L, b(x) should be proportional to x. For x > L, 
b(x) should be proportional to x^'3. For very large x, (interfacial shear becomes 
important), b(x) should be proportional to x-*-' . Thus the horizontal extent of 
the surface field can be obtained by using this approximation in the case when a 
Galilean transformation is permitted. For low ocean current speed, the surface 
field would actually extend upstream and in that region, the approximation is no 
longer valid. 
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Summary and Conclusions 

In this paper, the time dependent spreading of a buoyant fluid on the 
surface of a heavier fluid is investigated by casting the problem in the form 
of an initial value problem. By assuming that the shape of the spreading 
layer remains geometrical similar from one instant to the next, differential 
equations were derived for two-dimensional and axisymmetric configurations in 
both the instantaneous and continuous release cases. Laboratory experiments 
were compared with the analysis and the results were found to compare favorably. 
Similar analysis can also be performed for the submerged case of spreading in a 
density stratification. 

The results of this analysis should prove of value in environmental fluid 
mechanics such as the spreading of wastewater or thermal effluent on the sea 
surface. A fundamental important finding from the analysis is that in the two- 
dimensional continuous release case, the thickness of the spreading layer would 
tend to infinity as time tends to infinity while in the axisymmetric case, the 
thickness tends to a constant.  The extra dimension available for spreading in 
the three-dimensional case is apparently sufficient to prevent complete blocking 
of the flow (or inundation of the source).  In an actual submerged discharge of 
wastewater from a long diffuser in an otherwise stagnant ambient, the thickness 
of the spreading layer could probably be represented by the value indicated by 
assuming Cp=0 in the equation (5).  This thickness is deduced to be 29% of the 
depth. The results of the analysis can also be applied to estimate the horizontal 
area covered by the surface field in the case of a parallel current. 
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CHAPTER 170 

NEGATIVELY BUOYANT SLOT JETS 

by 

1 2 
D. M. Shahrabani and J. D. Ditmars 

Abstract 

The behavior of negatively buoyant slot jets discharged from near 
the bottom of stagnant and flowing receiving-water environments of uni- 
form density was studied in laboratory experiments. In particular, the 
locations of the maximum height of rise and maximum horizontal displace- 
ment were determined as well as the centerline dilutions at those points. 
Experiments in stagnant environments were conducted for discharges at 
angles of 30°, 45°, 60°, and 90° from the horizontal and with discharge 
densimetric Froude numbers of 10, 20, 30, 40 and 50. For flowing en- 
vironments, discharges at angles of 45° and 90° for the same range of 
densimetric Froude numbers were directed into uniform currents with dis- 
charge to ambient velocity ratios of 15 and 25. The reattachment eddy 
formed between the jet and bottom boundary was found to have significant 
effects on the slot jet trajectories and dilutions. Dilutions at the 
maximum height of rise and maximum horizontal displacement were less than 
those predicted for slot jets far removed from the influence of the bot- 
tom boundary. The strictly two-dimensional discharges studied provide 
lower bounds on the dilutions to be expected for the cases of slots of 
finite length or merged multiport diffuser discharges in which the re- 
attachment eddy is not as well developed. 

Introduction 

Negatively buoyant discharges are those with densities greater than 
the density of the receiving-water environment into which they are in- 
jected. The residual effluents from coastal desalting plants are brines 
which are negatively buoyant relative to the source waters. The warm 
surface water used to provide the heat of vaporization in LNG plants is 
cooled and negatively buoyant upon return to the surface waters. Indus- 
trial effluents, particularly those containing acids or acid-salts, are 
sometimes negatively buoyant despite having temperatures greater than 
those of the receiving water. 

Slot jets or two-dimensional jets are created by the discharge of 
an effluent into a receiving-water body from a single orifice of slot 

Pandullo, Quirk Associates, Wayne, New Jersey, USA. 
2 
Argonne National Laboratory, Argonne, Illinois, USA (on leave from the 
University of Delaware, Newark, Delaware, USA). 
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geometry or by the lateral merging of adjacent round jets from a multi- 
port diffuser. Negatively buoyant slot jets sink due to the gravity 
force acting on them. Because sites for the continuous disposal of 
negatively buoyant effluents are usually located offshore, near-surface 
discharges are not often possible, and the discharge structure is located 
on or near the bottom. Consequently, the effluent is discharged upward 
into the receiving water at some angle from the horizontal. The initial 
jet momentum carries the effluent upward so that mixing occurs before 
the gravity force brings the diluted effluent back to the bottom as indi- 
cated in Figure 1. The characteristics of a negatively buoyant slot jet 
of particular interest are the geometric coordinates and dilutions at the 
maximum height of rise of the jet and at the point of bottom impingement. 
The former is important to assure that the jet remains completely sub- 
merged, and the latter is of concern in the assessment of the impact on 
benthic communities. 

The results of laboratory experiments with turbulent negatively 
buoyant slot jets discharged into stagnant and flowing receiving waters 
of uniform density are reported. For these experiments the discharge is 
two-dimensional; that is, the slot extends completely across the receiv- 
ing-water body. Also the jet remains fully submerged below the free 
surface. Attention, in these experiments, was focused on the jet charac- 
teristics at the maximum height of rise and the region of bottom impinge- 
ment. The applicability of the results to slot discharges of finite 
length and to merged jets from multiport diffusers is discussed. 

Review of Round Negatively Buoyant Jet Behavior 

Although no published data on the behavior of negatively buoyant 
slot jets are known, work has been reported on the behavior of nega- 
tively buoyant round jets in both stagnant and flowing receiving water 
environments of uniform density. 

Turner performed experiments with negatively buoyant round jets 
discharged vertically upward into stagnant environments and determined 
an expression for the maximum height of rise of such jets. Zeitoun 
et al.2 performed similar experiments for negatively buoyant round jets 
dTscEarged at a variety of angles from the horizontal and for several 
discharge conditions. They found that the dimensionless maximum height 
of rise of the jet, Ym/D, and the centerline dilution at that point, 
S(Ym), could be expressed as functions of the discharge densimetric 
Froude number, Fr, and the discharge angle, 60, as follows: 

Ym 
-C,Fr, (1) TT_ ul 

and 

S(Ym) = C2 Fr , C2) 
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where 

Fr 
Uo 

<Wn     VI72" 

Y = maximum height of rise above the discharge 

D = discharge diameter 

P 
= discharge density difference divided by a 

reference density 

S(Y ) = centerline dilution at Y 1 m m 

C,, C~ = coefficients which are constant for a given 
angle of discharge, 8 . 

The results of the experiments of Zeitoun et al. for 60 values of 30°, 
45°, 60°, and 90° indicate that, for a given STscharge angle and no 
interaction with the free surface, the maximum height of rise and the 
dilution at that point increase monotonically with increases in the dis- 
charge Froude number (as indicated in Bq. (1) and (2)). 

Morton and Abraham have presented analyses of the case of a nega- 
tively buoyant round jet discharged vertically upward which employ the 
integral-similarity approach often used in analyses of positively buoy- 
ant jets. Predictions for this particualr case are difficult to match 
with experimental results because the jet falls back on itself and the 
similarity assumption becomes tenuous. Zeitoun et al.^ applied an 
integral-similarity analysis with a variable entrainment coefficient to 
the non-vertical discharge case and found reasonably good agreement 
between predictions and their experimental data for trajectories and 
dilutions. 

Experiments on negatively buoyant round jets discharged upward into 
flowing environments of uniform density and velocity have been reported 
by Holly and Grace^ for a vertical discharge and by Pincince and List^ 
for a discharge inclined at 60° from the horizontal and in the direction 
of flow. Anderson et al.? conducted experiments for a variety of dis- 
charge angles, discharge densimetrie Froude numbers, and ratios between 
the discharge and crossflow velocities. The crossflow acted to bend the 
jet trajectory downward which resulted in a decrease in the dilution at 
the maximum height of rise over the equivalent case in a stagnant envi- 
ronment. The dilution in the region of bottom impingement, however, was 
found to increase due to the elongation of the trajectory over that in a 
stagnant case. Anderson et al. were able to effect agreement between an 
integral-similarity model ancPthe experimental results by varying the 
entrainment coefficient with the discharge densimetric Froude number and 
velocity ratio. 
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Slot-Jet Experiments 

The experiments for negatively buoyant slot jets in stagnant and 
flowing environments were conducted in a flume 5.5 m long, 0.33 m wide, 
and 0.46 m deep. The jet was discharged from a slot in a small (1.27 cm 
radius) half-cylinder mounted on the flume bottom and extending across 
the entire width of the flume. Slots of different opening sizes and 
angles to the horizontal were employed. The receiving-water depth was 
maintained large enough to avoid any interaction of the jet with the 
free surface. The receiving water flow was turbulent, in the cases of 
flowing environments, and the negatively buoyant jets were all turbulent 
with a minimum discharge Reynolds number (based on slot width) of about 
2000. 

The discharge effluent was a saltwater solution and the receiving 
water was fresh with the discharge density and flow rate adjusted to 
produce the densimetric Froude number desired. Since a saltwater solu- 
tion was used as the effluent, conductivity probe measurements in the 
jet were used to infer concentrations and density and thus to determine 
dilution values. Dye injected into the discharge and a grid on the 
transparent flume wall were used for photographic records of the jet 
trajectory. The conductivity measurements were concentrated in the 
regions of the maximum height of rise and the bottom impingement of 
the plume. Receiving-water velocities for the flowing cases were meas- 
ured with a hot-film anemometer and appeared to be quite uniform over 
the cross-section, except for small regions near the side and bottom 
boundaries. 

Detailed descriptions of the experimental equipment and techniques 
are given in Reference 8. 

Results of Slot-Jet Experiments — Stagnant Environment 

Dimensional analysis of the discharge of a negatively buoyant slot 
jet into a stagnant environment indicates that the dimensionless trajec- 
tory coordinates, y/B and x/B, and centerline dilution, S, are functions 
of the slot discharge densimetric Froude number, F , and the angle of 
discharge from the horizontal, 9 , where, 

F   - U° 
*s    7Ap~ \T7? w^i 

and 

B = discharge slot width. 

Experiments were performed in which the Froude number had values of 10, 
20, 30, 40, and 50 for each of the discharge angles of 30°, 45°, 60°, 
and 90°. The results of these experiments are given in terms of the 
maximum height of rise of the jet centerline above the discharge, Ym, 
the maximum horizontal displacement of the jet centerline away from the 
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discharge in the region of bottom impingement, Xm, and the centerline 
dilutions at those points, SQf ) and S(Xm), respectively. 

The data for the normalized maximum height of rise as a function o£ 
Froude number for discharge angles 45°, 60°, and 90° are shown in Figure 
2. The data for 60 = 30° are not shown as those discharges interacted 
so quickly with the bottom that trajectory and dilution measurements 
were difficult. With results similar to those for negatively buoyant 
round jets, the normalized maximum height of rise varied directly with 
the discharge Froude number. Contrary to the data of Zeitoun et al. for 
round jets, for which the 0O = 60° case produced the largest value of 
the coefficient (4 in Eq. (1), the slot jet data indicate that that 
coefficient increases monotonically as 90 increases from 0° to 90°. 
Figure 3 indicates that the normalized maximum horizontal displacement 
increases with discharge Froude number for a given 80 and that 90 = 45° 
results in the greatest horizontal displacement. 

The dissimilarity between round and slot jet behavior becomes even 
more apparent from the centerline dilution data. The centerline dilu- 
tion at the maximum height of rise is given as a function of Froude num- 
ber and discharge angle in Figure 4. The dilution increases monotonically 
with discharge Froude for all angles, similar to round jet experience in 
Eq. (2), for Froude numbers less than about 30. For discharge Froude 
numbers greater than about 30, the dilution at the height of maximum 
rise decreases with increases in Froude number. Similar behavior was 
found for the dilution at the maximum horizontal displacement, shown in 
Figure 5. The decrease of the dilution for increases in discharge Froude 
number appears to be due to the reattachment eddy formed between the 
sinking slot jet and the bottom boundary and to reentrainment by the jet. 
The reattachment eddy, shown schematically in Figure 6, acts to pull the 
jet toward the bottom because of the pressure field established and to 
enhance reentrainment of the discharged effluent into the jet. The en- 
trainment of this diluted effluent, instead of fresh receiving water, 
decreases the dilution and decreases the local jet densimetric Froude 
number. 

Analytical-Model Predictions for the Stagnant Case 

The effects of the reattachment eddy are manifested in the attempt 
to predict negatively buoyant slot jet behavior with a model which 
ignores the presence of the bottom boundary. An integral-similarity 
model for an unbounded, stagnant receiving water with uniform density 
was employed. The governing equations were similar to those developed 
by Fan and Brooks^ for positively buoyant slot jets for the cases of the 
discharge conditions which existed in the experiments. The entrainment 
coefficient and spreading coefficient were set at 0.16 and 0.89, respec- 
tively, and the predictions were corrected for the zone of flow establish- 
ment. 

Figures 7 and 8 indicate the model predictions of trajectory and 
dilutions at the maximum height of rise and the maximum horizontal dis- 
placement and the experimental values for these parameters for two 
discharges inclined at 60° from the horizontal. Both cases show that 
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the experimental trajectories were shorter and lower and that the meas- 
ured dilutions were lower than the predictions. The disparity between 
predictions and measurements becomes greater for larger discharge Froude 
numbers (Figure 7 versus Figure 8). Additional comparisons"1 indicate 
that the model for an unbounded receiving water, in general, predicts 
that the dilution at the maximum height of rise is a monotonically 
increasing function of Froude number without the decreases in dilution 
found in the experimental data (Figure 2). A large discharge densi- 
metric Froude number implies relatively large discharge momentum, and 
consequently, for such a case, more intense reattachment eddies than for 
the case of a small discharge Froude number. 

The failure of the model to predict the negatively buoyant slot jet 
behavior is directly related to the fact that the bottom boundary and 
its effects on the flow are neglected in the model. Although the values 
of the entrainment coefficient and the spreading coefficient are not 
well-established for the unbounded case, sensitivity studies with varia- 
tions in these parameters indicated that agreement between predictions 
and experimental data could not be forced. This simply confirms the 
fact that the proximity of the bottom boundary is the important feature 
governing the jet behavior. 

Results of Slot-Jet Experiments — Flowing Environment 

Dimensional analysis for the case of a deeply-submerged negatively 
buoyant slot jet in a flowing environment yields an additional governing 
parameter, K, the velocity ratio', 

where 
U o 

and    U = uniform ambient velocity. 

Thus, the governing parameters for the behavior of negatively buoyant 
slot jets discharged into flowing environments are Fs, 60, and K. 
Experiments were performed for the cases of discharge angles of 45° and 
90° for the range of Fs used for the stagnant cases (10 to 50) for K 
values of 15 and 25. 

The normalized maximum height of rise and the normalized maximum 
horizontal displacement for the 60 = 45° case are shown as functions of 
Fs and K in Figures 9 and 10, respectively. The stagnant case (K = °°) is 
shown for reference. Figure 9 shows that the jet is bent downward by the 
ambient current as expected. Figure 10 indicates that the relatively 
smaller ambient current (K = 25) acts to extend the jet downstream far- 
ther than in the stagnant case, yet the larger current (K = 15) apparently 
intensifies the reattachment eddy for Fs > 20 and lessens the downstream 
extent of the impingement. The dilutions at Ym and Xm for 8„ = 45° are 
shown in Figures 11 and 12, respectively. The decrease in dilution for 
large Froude numbers found for the stagnant case appears again in the 
flowing cases. The bending downward of the jet trajectory due to the 
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current generally results in smaller dilutions at Ym than in the stag- 
nant case as shown in Figure 11 and larger dilutions at Xm due to 
elongation of the trajectory before bottom impingement, as shown in 
Figure 12. However, the data for S(Xm) suggest that the higher current 
case (K = 15) may result in dilutions at Xm about equal to those for the 
stagnant case due to joint effects of entraining horizontal momentum 
from the current and of the reentrainment of dense fluid due to the re- 
attachment eddy. Subsequently, counter to the experience with round 
jets in a current, where the current acted to extend the plume and to 
enhace mixing before bottom impingement, the slot jet in a current is 
greatly influenced by the reattachment eddy and enhanced downstream 
dilution may not be realized. 

The normalized maximum height of rise and the normalized maximum 
horizontal displacement for the 60 = 90° case, a vertical discharge, are 
shown as functions of Fs and K in Figures 13 and 14, respectively. The 
stagnant case does not provide the greatest Ym/B values (Figure 13) 
because, in that instance, the effluent falls back on itself and, in the 
flowing case, the bending of the jet causes it to impinge downstream of 
the slot as shown in Figure 14. That difference between the stagnant 
and flowing cases is shown again in the dilution data at Y• in Figure IS, 
where dilutions for the flowing cases are larger than for the stagnant 
case. Similar results are shown in Figure 16 for SfX,,,). One would ex- 
pect that for values of K smaller than examined in these experiments 
(larger relative currents), the discharge would be bent over so much 
that dilutions at X^ would decrease below those for the stagnant case as 
occurred in the results for the 6 = 45° discharge (Figure 12) 

Applicability to Discharges Which Are Not Two-Dimensional 

The results of this study apply strictly to the case of a slot dis- 
charge located at the bottom of the receiving water and extending com- 
pletely across the receiving water (strict two-dimensionality). It has 
been shown that the reattachment eddy downstream of the discharge has 
a pronounced effect on the jet behavior. Because the existence and 
strength of that eddy depend on the physical situation studied, caution 
is necessary in the application of the results found to discharge situa- 
tions which are physically different. 

A slot discharge on the bottom of and extending across a river or 
stream clearly resembles the case studied. However, a slot discharge 
elevated some distance above the bottom would permit entrainment flow to 
the lower side of the slot and weaken or possibly eliminate the reattach- 
ment eddy. In such a case, it is expected that the integral-similarity 
model predictions would more readily reflect the jet behavior than the 
experimental results reported here. Likewise, a slot discharge of 
finite length, not extending entirely across the receiving water body, 
could induce flow inward along the axis of the slot for entrainment and 
diminish the strength of the eddy. The merging of adjacent round jets 
of a multiport diffuser to form a slot jet may also constitute a differ- 
ent physical situation. Although an "equivalent" slot for a multiport 
diffuser discharge is easily calculated, the flow between the initial 
round jets would probably result in a weaker reattachment eddy than 
would be formed had the initial discharge geometry been a slot. 
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All of the physical situations mentioned above result in the possi- 
bility that the reattachment eddy may be weakened and hence that the 
dilution may be increased over that predicted by the experimental data 
reported for this study. The sensitivity of the results to these fac- 
tors and the degree to which dilution predictions can be increased 
remains to be studied. The results for the two-dimensional case report- 
ed here do, however, provide the lower-bound or "worst case" on the mix- 
ing to be realized from a slot or slot-like discharge of a negatively 
buoyant effluent. The upper bound would be that behavior predicted by 
the model for receiving-water environment with no boundary interference. 

Conclusions 

The behavior of submerged negatively buoyant slot jets discharged 
near the bottom of the receiving water is influenced by the reattachment 
eddy created between the jet and the bottom. The trajectories of such 
jets in stagnant and flowing environments are lower and flatter than 
would be predicted in the absence of the bottom boundary. Centerline 
dilutions at the maximum height of rise and the maximum horizontal dis- 
placement are reduced considerably relative to predictions for the 
unbounded case. Contrary to experience with negatively buoyant round 
jets discharged near the bottom, the dilution at the maximum height of 
rise for a given discharge angle does not increase monotonically with 
increases in the discharge densimetric Froude number. The existence of 
the reattachment eddy in the slot discharge case results in the dilution 
at that point decreasing for Froude numbers greater than about 30. The 
strictly two-dimensional case studied provides a lower bound for dilu- 
tion and trajectory predictions for cases of discharges from finite- 
length slots and discharges from multiport diffusers which merge to form 
slots. 
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CHAPTER 171 

GUIDELINES FOR THE DESIGN OF AIR BUBBLE SYSTEMS 

By 

Nabil Ismail*, Graduate Student 
Hydraulic Division, University of California 

Berkeley, California, U.S.A. 

ABSTRACT 

Based on a literature review of theoretical and experi- 
mental work on air-bubble systems, guidelines for the ideal 
design of submerged distributors discharging air into water 
are presented. 

A comprehensive study of gas-liquid dispersions was 
carried out to find out the effect of physical properties, 
distributor arrangement, and the air flow rate, on the flow 
pattern within the jet.  This review revealed that the dis- 
tributor arrangement largely influences the characteristics 
of the dispersion within the zone of flow establishment. 
Also, upon analyzing the experimental results of air-water 
systems, it was found that the zone of flow establishment 
extends to greater distances of the water depth than that 
in the case of one-phase turbulent plumes.  Furthermore, the 
experimental results showed that the efficiency of air 
bubble plumes can be increased by the proper design of the 
distributor. 

Recommendations for the distributor design are given, 
which include, diameter of orifices and their spacings, 
pressure drop across orifices, number of manifolds, and 
the maximum air flow rate. 

s*: 
On a Study Leave from Civil Engn. Dept., Alexandria 

University, Alexandria, A. R. Egypt. 
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INTRODUCTION 

Air-bubble systems have been used extensively for a 
variety of purposes,  such as pneumatic breakwaters, 
prevention of ice formation, as barriers against salt water 
intrusion in rivers and locks, as barriers to reduce silt 
intrusion into estuaries, for stopping the spreading of oil 
spills on the water surface, for reduction of under water 
explosion waves, and for agitation, mixing, cooling, in 
process industries. 

Based on the results of both small and large scale 
tests, and prototype tests, applied for use as pneumatic 
breakwaters, there has been a controversy for the past 30 
years among investigators of the effect of the air distri- 
bution system on the efficiency of bubble systems.  In addi- 
tion, despite the wide range of practical applications, no 
theory has been developed to give a satisfactory description 
of the hydrodynamics of air-bubble systems.  However, with 
a better understanding of the physical mechanism of this 
kind of plumes, there is some hope that the behavior of the 
air-bubble systems may be analyzed sufficiently well for 
design purposes. 

Therefore, the fundamentals of disintegration of gas jets 
into liquids, and the subsequent upward motion have re- 
ceived consideration in the present work.  This together 
with analyzing the previous theoretical and experimental 
work, provide us with some guidelines for the proper design 
of these bubble systems and necessary information to im- 
prove the present theoretical models. 

DISINTEGRATION OF GAS JETS INTO LIQUIDS 

In the range of air flow rates employed in most of the 
practical applications, the air issuing from a nozzle or 
an orifice quickly expands according to the sudden pressure 
drop across the nozzle, and eventually breaks up due to the 
instability of the jet.  In other words, the continuous air 
stream disintegrates into series of closely spaced large 
irregular bubbles after it has travelled some distance from 
the air source.  These irregular bubbles finally disinte- 
grate into smaller ones and begin to rise through the water 
column.  Normally, coalescence of bubbles occurs between 
bubbles of different sizes, and bubbles, during their rise, 
might coalesce depending upon their size distribution. 
Fig. 1 shows the disintegration of an air jet into water of 
depth 4.5 ft. 

The flow pattern of one-phase turbulent jets can be 
divided into distinct zones.  The boundary between the zones 
of flow establishment and established flow, can be defined 
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in the terms of the variation in the velocity and concentra- 
tion.  The extent of the ZFE either for the velocity or for 
the concentration is just few times the width of the slot. 

In the case of a two-phase jet it is rather difficult 
to determine such boundaries between the different zones of 
the air-bubble flow.  Generally the lateral spreading of the 
bubbly flow is less than that of the plume.  With respect 
to the air stream, the flow can be divided into the follow- 
ing zones. 

(a) Zone of Flow Establishment (ZFE):  This zone can 
be subdivided: 

i) the initial zone where the air stream is still stable 
at the end of this zone, the air disintegrates into 
closely spaced large bubbles. 

ii) the transition zone, where the irregular large bubbles 
break up into discrete bubbles of various sizes. 

and  (b) Zone of Established Flow (ZEF):  Regarding the 
gross behavior of the jet, all the previous experimental 
studies reveal that the center-line velocity reaches an 
almost constant value, and the velocity profiles become 
similar, with respect to a virtual source, at some distance 
above the air source.  This defines the region of the jet, 
where the flow becomes fully developed.  In this region, 
the air-water stream will rise with a velocity which depends 
on the bubble size distribution and concentration.  All the 
previous experimental work indicates that this distance is 
comparable to the submergence of the air source which dis- 
tinguishes this kind of jets from one-phase turbulent jets. 
Figure 2 shows a typical velocity traverses in a rising 
air-water jet. 

In this kind of turbulent jet, most of the kinetic 
energy of the air leaving the manifold is rapidly dissipa- 
ted in the turbulent shearing of the liquid and generation 
of new surface area (1).  Therefore, it is a good assumption 
to consider that only the potential energy of the bubbles, 
which is converted to the kinetic energy of the water jet. 
This is evident, as is shown in Fig. 3.  The momentum flux 
increases due to the buoyancy terms which grow logrithmically 
with distance above the air source (12 and 13). 

Most of the conventional theoretical treatments of one- 
phase turbulent jets and plumes have considered only the 
main region of the jet, on the assumption that the extension 
of the zone of flow establishment is very small compared to 
the submergence of the jet.  The integral technique, used in 
these treatments has been applied recently, by Cederwall and 
Ditmars (8), to study the gross behavior of air-bubble 
plumes over the whole depth of the air-source submergence. 
The predictions of their model do not represent well the 
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actual behavior of the plume.  However, a more satisfactory 
model necessitates a full knowledge of the complex details 
of the flow conditions in the zone of flow establishment to 
provide a proper mathematical formualtion. 

ZONE OF FLOW ESTABLISHMENT 

Figure 4 shows the experimental results of Kobus C13) 
regarding the extent of the zone of flow establishment.  It 
seems from this figure that the length of this zone is 
proportional to both the air flow rate per orifice and the 
pressure drop across the orifices.  This would suggest that 
such correlation from these results could be applied to the 
case of multiple orifice pipe if the individual jets do not 
merge before disintegration.  This could exist if the 
spacing between orifices is equal to the mean jet diameter 
at the point of disintegration. 

Silberman (21) derived an equation which gives the 
mean jet diameter, J, by the end of the initial zone which 
he verified experimentally. 

q 
a/5 

J =  ±*—)        in ft  (1) 
\0.81 Trzg J 

where  q^, = the volumetric air flow rate measured at the pres- 
sure  and temperature in the liquid at the 

orifice ft /sec. 

2 
g = the acceleration of gravity ft/sec . 

ZONE OF ESTABLISHED  FLOW 

All the previous theoretical work such as that of 
Kurihara (14), Charlton (9), Ismail (12), Cederwall and 
Ditmars (8), have revealed that the potential energy of 
bubbles is more effectively used for generating an air- 
water jet by minimizing the relative velocity between the 
two-phases.  In the following, the fundamentals of the 
bubble-liquid interaction are presented in order to reveal 
the effect of the various factors such as the physical pro- 
perties, distributor design, and gas flow rate on the 
relative velocity of the air stream.  The review can be 
generally classified into two parts.  The first is con- 
cerned with the disintegration,of the air jet while the 
second deals with the motion of the bubble stream. 
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Bubble Formation 

Leibson et al Cl5), and Abdel-Aal (1) described in de- 
tail the complex breakup of the air-jet in the turbulent 
region.  The turbulent region, where most of the applications 
of air-bubble systems exist is when the orifice Reynolds 
number, R exceeds 2100. 

The experimental results of Leibson et al, for the 
case of single orifices, are shown in Fig. 5.  This figure 
shows that as turbulence becomes fully developed (i.e., 
2,100 < R„^ < 10,000) the effect of orifice size and Reynolds 

number on the bubble diameter could be expressed as: 

db = 0.1£ 
a/2 „i/3 
0 R in inches (2) 

where "0 is the orifice diameter in inches. This 

correlation falls closely to the experimental results of 
Davidson (10) for the same flow conditions.  The results 
also indicate that there is no noticeable effect of orifice 
diameter d„  on the bubble size,  d,  , in the fully tur- 

bulent region.  The bubble size d.   is defined as the 
• bvs • diameter of a bubble whose ratio of volume to surface xs 

equivalent to that of the bubble size distribution.  For 
the air-water system, Leibson et al obtained the following 
experimental equation which fits the data for orifice Rey- 
nolds number greater than 10,000: 

bvs 0.28 (R  ) 
eo 

-0.05 
in inches (3) 

It is important to notice that these results give the 
bubble size just after jet disintegration.  Therefore by 
increasing the air flow rate within the turbulent region, 
the bubble size is expected to increase by the end of the 
transition zone, due to the coalescence of bubbles caused 
by their increasing proximity (7). 

For the case of multiple orifices, the mean bubble 
size after jet disintegration is given by Calderband (7) 
for turbulent conditions  (R  > 2,100)  as 

0.713 (R  ) eo 
-0.05 

in inches (4) 

This equation is comparable with Leibson's equation for 
single orifices in the fully developed turbulent regime., 
These results agree with the findings of Rennie and Evans 
(20), which are shown on Fig. (6). 
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In addition to the previous mentioned effect of high 
gas flow rates on the proximity of bubble, which could be 
shown in the experimental results of Silberman (Fig. 7), 
there is another factor affecting coalescence.  Normally 
coalescence of bubbles occurs between bubbles of different 
sizes.  At low gas rates and intensities of turbulence the 
ranges of bubble sizes normally encountered is not very 
great.  By increasing the gas flow rate or the pressure 
drop across orifices, turbulence will increase and the 
size distribution will spread, thus increasing the rate of 
coalescence.  Therefore, in situations where it is desired 
to attain maximum interracial area, it is advantageous not 
to exceed the orifice Reynolds number greater than 10,000. 

In this respect Silberman (21) derived an equation 
by which the size of the largest bubble formed from jets 
may be predicted and he confirmed it by experiments: the 
mean bubble diameter is given by 

dhl     -     l.W 141      in ft. ...        (5) 

where q-,  is the volumetric air flow rate evaluated at the 
3 orifice in ft /sec, and g  is the acceleration of gravxty. 

The above equation still holds for the case of multiple 
orifices as long as the individual jets do not merge before 
disintegration.  It is worthwhile to show the effect of 
distributing the same air flow rate over many orifices on 
the mean bubble size.  This effect is shown when comparing 
the bubble sizes in Fig. 7-b and Fig. 8 where the size in 
the latter figure is smaller due to the decrease of the 
air flow rate per orifice. 

In case where porous pipes are used, the size of 
bubbles produced depends upon both the size of the pores 
and the pressure drop across them.  For every type of 
porous pipes, the manufacturer suggests a working limit 
for gas flow rate (18), after which serious coalescence 
will occur.  Table 1 gives this limiting gas flow rate 
for various types of porous pipes. 

Bubble Motion 

In the zone of established flow the rise of bubble 
swarms is more complicated than the case of single bubbles. 
This is caused by the interaction of bubbles among them- 
selves.  However the motion of single bubbles in stagnant 
water still provides an instructive conceptual picture of 
the motion of bubble streams (11). 
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a) b) 
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Therefore the fundamentals of bubble-liquid motion in 
stagnant water have been collected together on Fig, 8, which 
shows the various factors affecting the related aspects of 
bubble motion C12). 

These aspects include the shape of the bubble, its rise 
path, the drag exerted by the liquid on it, and its rise 
velocity. 

The effect of turbulence on the relative bubble velocity 
of rise is not yet well defined.  The only available data 
(5) is shown in Fig. 9.  This figure ishows that for a bubble 
size larger than 0.3 cm the relative velocity remains 
relatively constant at approximately 25 to 27 cm/sec, until 
an equivalent diameter of about 0.9 cm is reached beyond 
which the slip velocity slightly increases. 

DISCUSSION 

In the various applications of air-bubble systems 
there are two descriptions of efficiency which can be 
applied to an air-water jet.  For mixing purposes, the 
interest is the mass transport capacity of the system, and 
the efficiency is represented by the ratio of total en- 
trained water to the air flow rate.  For pneumatic break- 
waters, the criteria of the wave stopping power is the 
energy of the surface current, and the efficiency is mea- 
sured by the ratio of the kinetic energy of the surface 
current to the potential energy available in the air jet 
leaving the manifold. 

The air-bubble systems have proved to be a very 
efficient means of entrainment water.  Table 2 lists 
entrainment ratios for a wide-world experimental work.  On 
the other hand pneumatic breakwaters have been demonstrated 
by model tests and full scale tests in U.S.A., England, 
Japan, and. Germany, to be only feasible to attenuate seas 
of length/water depth up to 5 and periods up to 5 sec. (12). 
For swell the Japanese experience suggests using parallel 
multiple air distributors, spaced four times their sub- 
mergence, when there is an adequate air supply, which 
imposes limitations for using air-bubble systems to atten- 
uate swell (14). 
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Table (.2) 

Entrainment Ratios of Air-Bubble Systems 

Investigator Water Depth Air Discharge Entrainment 
Efficiency 

Baines and 
Hamilton 
(1959) 5.5 ft 1 ft /min 123 

Bulson (6) 
1961 25.5 0.18 ft3/sec/ft 75 

Bulson 34 ft 0.05 ft3/sec/ft 132 

Kobus (13) 3000 cm3/sec/m 65 

Kobus 1968 1.0 BIS 6200  "   " 85 

Kobus 10000 "   " 125 

Kurihara (14) 
1958 8.3 ms 13 lit/sec/m 50 

Kurihara 162 ms 20 lit/sec/m 110 

In order to reduce the power requirements of operating 
pneumatic breakwaters, researchers all over the world have 
investigated the effect of the distributor arrangements on 
the efficiency of the system.  However, there has been a 
controversy for the last 3 0 years among the researchers upon 
this effect. 

Bulson (6) reported that when the same quantity of air 
passed through a variety of orifice diameter and spacings, 
there was no significant difference in the velocity profile 
across the jet.  Also, he found that results for a single 
manifold were not noticeably different from those when two 
or more adjacent manifolds were delivering the same total 
quantity of air.  When using porous pipe as air distribu- 
tor he found no significant difference in the resulting 
surface current velocity. 

Kurihara (14) attributed the high efficiency obtained in 
the Japanese experiments to having a very fine dispersion. 
The air distribution system used in their experiments either 
in the full scale tests or model tests was distinguished 
by having a large number of holes.  Both a single pipe and a 
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ladder type of pipe were used.  The latter was used to 
attenuate shallow water waves. 

On the contrary, the experiments of the U.S. Army C2 5) 
showed that a single discharge manifold produces greater 
efficiency than do multiple manifolds separated by some 
distance. 

The experimental results of Kobus (.13) did not show any 
effects of the distributor arrangements on the jet- 
pattern. 

In fact Bulson's data do not agree with his conclu- 
sions.  His data are extrapolated to calculate the values 
of entrainment and energy efficiencies.  This led to the 
conclusion that there is a positive effect of the distrib- 
utor arrangements on the efficiency of air-bubble jet, 
even the range of variation in the arrangements was small. 
Bulson* agreed about the results of analyzing his data. 
The reason behind the lower performance he obtained than 
that of the Japanese experiments is due that the air flow 
rate per orifice is very large, which resulted in the 
formation of large air slugs.  Also the pressure drop 
across orifices was very high, which had an adverse effect 
on the efficiency.  This excessive pressure drop is the 
reason for the low velocity performance in the experimental 
work of Kobus (13). 

On the other hand, decreasing the pressure drop across the 
orifices resulted in a high efficiency as the experimental 
results of both Kurihara and the U.S. Army showed. 

Regarding the disappointing results which Bulson obtained, 
when using porous pipes, the type of porous pipe used in 
his experiments was not the proper one for discharging the 
high air flow rate employed in his experiments. 

For those investigators who used multiple manifolds 
in order to attain a higher efficiency, the low efficiency 
obtained in some of their experiments had resulted from 
the improper design of the spacing between manifolds.  This 
led to a low concentration of the air bubbles within the 
plume. 

CONCLUSIONS 

It is concluded that in order to obtain the best 
efficiency of an air bubble sytem: for a given air flow rate 

Special correspondence with P. S. Bulson, M.E.E., Christ- 
church, England, 1971. 
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i)  The air flow rate should be distributed over a large 
number of orifices.  This number is determined by calcula- 
ting the air flow rate per orifice based on the designed 
maximum bubble size in the dispersion. 

ii)  The diameter of the orifices should be designed in a 
way that the orifice Reynolds number is in the fully turbu- 
lent region (10000), also the pressure in the manifold 
should be just sufficient to cause the air to be released. 

iii)  The minimum spacing between orifices should be equal 
to the mean jet diameter at the point of air disintegration, 
to allow disintegration before merging of the individual 
jets without serious coalescence. 

iv)  If the above conditions cannot be satisfied by using 
one manifold, different manifolds could be used.  The spa- 
cing between them should be designed by model tests in order 
to achieve an optimum value of air concentration. 

v)  Porous pipes are preferable provided that we are 
working within their maximum air flow rate.  The maximum 
limit of using them can reach up to 990 ft3/ft2/min which 
makes the porous pipes utilizable for practical applications. 
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CHAPTER 172 

COASTAL ENVIRONMENT AND A NUCLEAR  POWER  PLANT 

by 
RALPH A.   DE   LA  PARRA 

ENGINEER,   SOUTHERN CALIFORNIA EDISON  COMPANY 

INTRODUCTION 

Regulatory requirements  and  social  constraints make   it necessary to 
evaluate  the  environmental  effects  of a  project  and   to   incorporate 
into  the  design  features  to minimize  adverse  environmental   impacts. 
This   paper   presents  a  case  history  of  efforts   to meet   these  require- 
ments  for  a coastal  power  plant  in  southern California, 

Southern California Edison Company and  San Diego  Gas & Electric Com- 
pany are  jointly now constructing  two  additional  units  to   the  existing 
San Onofre  Nuclear  Generating  Station,     Being  added  are  Units  2  and  3, 
The  site,   about 84 acres  (34 ha,),   is  located within Camp Pendleton, 
a United  States  Marine Corps  Base,   about  halfway between San Diego 
and  Los Angeles,   Califoria, 

The  site  (See Figure  1)  is  situated  on  the edge of a narrow coastal 
plain  that  extends   from  the  coastline   to  a range of  low hills,   two 
miles  inland,   that have  a maximum elevation of  1,725  feet  (525 m) 
above  sea  level.     The  plain  terminates  at  the beach  in a  line of 
wave-straightened  cliffs,   extending  60  to  80  feet  (18  to  24m)  above 
a narrow sandy beach.   Numerous  ravines  are cut   into  the  cliffs  as 
a  result  of  erosion by storm  runoff   from  the  coastal   plain, 

Oceanographic   features  at   the San Onofre   site   include a  sandy bottom 
which  slopes  gradually to  a depth of 60  feet  (18 m)  at  about   10,000 
feet  (3,000 m)  offshore.     Mean maximum  summer  surface water  tempera- 
ture  is  about  73°F   (23°C).     During  the   fall   and winter  the water 
column  is  usually thermally homogeneous  with a minimum  temperature 
of  approximately  56°F   (13°C). 

Ocean currents at the site are chiefly tidally induced, although large 
scale low velocity circulation patterns are generally present. Very 
near to the southern California coast, local currents are influenced 
primarily by a combination of wind, tide, and local topography. The 
total current is ordinarily the sum of components due to wind, tide, 
and perhaps large-scale ocean circulations. Speed of the total current 
measured at San Onofre typically ranges from 0.10 to 1,75 knots, but 
averages  0.2 knots. 

San Onofre,  Units  2 and 3 are being  constructed  southeast  of,   and   imme- 
diately  adjacent   to  existing Unit   1.     Both  the  existing  and  the  units 
under  construction generate electrical  power by using  pressurized 
water nuclear  reactors.     Unit  1  has  a capacity of 450 MWe  and  began 
commercial  operation  in  1968,     Units  2 and  3 will  each have  a rated 
electrical  output  of  1,100 MWe.   Commercial  operation of Unit  2  is 
scheduled  to begin  in October  1981,   and  Unit  3 in  January of  1983, 
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Both  the  existing  and   the  proposed  units  use  sea water   in  a once 
through  system  for cooling  the main condensers.     Each of  the  new units 
will  have  a completely separate  once  through cooling  system with a 
flow rate'of  1,850  cfs  (3,100 m3/min).     The   temperature  rise of  the 
seawater  across  the  condensers  is  approximately  20°F  (11°C). 

EFFLUENT LIMITATIONS 

Under the Environmental  Protection Agency's (EPA) effluent guidelines 
and  standards   for   steam electric  power generating   facilities,  Units 
2 and  3 are classified  as  "generating  units"  and  are  subject  to  a "no 
discharge  of heat"   limitation.     The EPA has  approved   an  exception  to 
the  "no  discharge of heat"   limitation  for  Units  2 and  3 on  the basis 
that   insufficient   land  is  available   to  construct  a recirculating  cool- 
ing   system  (cooling  towers).     Because  of. this  exception,   the   thermal 
components   of  the  discharges   from Units   2  and  3  are   subject  only   to 
regulation by  the   "Water  Quality  Control-. Plan   for  Control   of Tempera- 
ture   in   the  Coastal   and   Interstate  Waters   and  Enclosed  Bays   and 
Estuaries  of  California"   (Thermal   Plan).,    Under   the  Thermal  Plan   the 
applicable guidelines  are  as   follows: 

(1) The   temperature of  the  discharge  shall  not  average more  than 
20CF  (11.1°C)  above  that  of the   incoming  ocean water, 

(2) The  discharge  of elevated   temperature waste  shall  not  result 
in  increases   in  the natural water   temperature  exceeding  4'F 
(2.2°C)  at  (a)   the  shoreline,   (b)   the  surface of any ocean 
substrate,   or  (c)   the  ocean  surface  beyond  1000   feet   from 
the  discharge   system.     The   surface   temperature   limitation 
shall  be maintained  at   least  50% of the duration of  any 
complete  tidal   cycle. 

Southern California Edison Company requested  and   the California Re- 
gional Water  Quality  Control  Board,   San Diego  Region,  granted   an  ex- 
ception  to   the   specific  water  quality objectives  of  the Thermal   Plan 
for  the purpose  of heat  treatment   to control marine   fouling organisms 
in   the  cooling water   system.     The  State  Water  Resources   Control  Board 
conditionally  approved   the   exception   to   the  Thermal   Plan   for  heat 
treatment   purposes  contingent  upon   the  Company  completing   studies 
which  would   permit   the  Regional  Board   to   set   precise   limits   on  the 
frequency,   temperature,,   and  duration  of heat   treatments.     These   studies 
are described  under  "Environmental   Impact  of  Plant  Operation"  below. 

The  Thermal   Plan  requires   that  exceptions  be  granted   only  in  accord- 
ance  with   Section  316(a)   of  the  Federal Water   Pollution  Control  Act 
of   1972  and   subsequent   federal   regulations.     Section 316(a)   requires 
the discharger   to  demonstrate  that   the  proposal would  assure  the  pro- 
tection of  aquatic  communities  in  the,receiving waters,     EPA has 
approved  the   scope  of  the  heat   treatment   studies  being  conducted   for 
the  State  of  California  as being  consistent with  the  requirements  of 
316(a)   and   as   therefore  being  acceptable   as   a  316(a)   demonstration, 

A  problem   involved   in measuring   the   thermal, dispersion   from  a. coastal 
power  plant   is  that   there could  be   significant  natural   temperature 
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variability.     At  San  Onofre,   temporal  variations   in   the  ocean   surface 
temperature  of  the  order  of   2°F can  occur   over  a   period  of   several 
minutes,   and   fluctuations  over  5   days   or   so   can be   as   great   as1 10°F. 
Spatial  variations   in  ocean   surface   temperatures   of   2°F  and  greater 
are  numerous   over  distances  of  just   a   few miles, 

2 A paper   in  the  Journal  of Geophysical Research     presented  the results 
of  time  series  analyses  of  several  years  of coastal  ocean  temperature 
records.     The records  were  analyzed  using digital   filtering,  covariance 
and  spectral  analysis.     The   low-frequency component  of  the   temperature 
signal  showed  a  strong  seasonal  component   in  southern California.     A 
period  of midwinter  warming was  apparent   in   southern California,     Inter- 
mediate   frequency  components   showed   strong  correlations   in   southern 
California  with  the  presence  of  distinct  and   substantial   temperature 
events   occurring   almost   simultaneously  over  distances  of  the  order  of 
125 miles   (200 km).     High-frequency components have  a  large   standard 
deviation   in  summer  (1.4°F)   and  a  low  standard  deviation   in winter 
(0,7°F).     These components  are uncorrelated  at  stations  even  a  few 
miles  apart, 

DESIGN FEATURES  TO  COMPLY  WITH ENVIRONMENTAL REQUIREMENTS 

A plan of the offshore circulating water  system  for Units  2 and  3  is 
shown  in Figure  2.   Both of the  cooling water   intakes will  be  located 
about   3,100  feet  (945 m)  offshore  at  a depth of  about  30  feet  (9 m), 
The  outfall   for  Unit   2 will   extend   approximately  8,200  feet   (2,500 
meters)   and   for  Unit   3  approximately   5,900   feet   (1,800  meters)   from 
the   shoreline.     The   intake   and  discharge  conduits  will   utilize   18 
foot   (5.5 m)   ID reinforced  concrete   pipe. 

OFFSHORE  CIRCULATING WATER SYSTEMS 

DISCHARGE ^STRUCTURE 

OFFSHORE INTAKE/ 
STRUCTURES,, 

PIPE DIMENSIONS: UNIT 1,12 I.D. 
UNIT 2 a 3,18' I.D. 
DIFFUSERS ie',i4',aio' I.D. 

I , I , I i I . I i  

4'I.D. FISH  RETURN 
LINE 

6 5 4 3 2 
DISTANCE   FROM SHORE IN IOOO FEET 

Figure 2 
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Each  discharge  utilizes  a 
diffuser   system  designed 
to  provide  the necessary 
dilution   to meet   the Cali- 
fornia   thermal   regula- 
tory  requirements   given 
above.     Each discharge 
structure  consists  of a 
diffuser  about  2,500  feet 
(760 m)   in  length con- 
taining  63  discharge noz- 
zles,   or  diffuser   ports, 
at   the   seaward   end  of  the 
discharge  conduit.     The 
diffuser   ports  will  be 
spaced  approximately 40 
feet  (12 m)  apart  and 
will  have  a nominal 
throat  diameter  of appro- 
ximately 2  feet  (0.6 m). 
The  nozzles,   shown   in 
Figure  3,  will  be orient- 
ed   at  a vertical   angle 
of  20°above  the horizontal  and 
offshore  alternately at  angles 
of  the  diffuser   section  center 

4'-0" MIN. TO TOP OF 
"STONE   BLANKET   TYP. 

13'-2J/4" 

TYPICAL   DIFFUSER   PORT   BLOCK 
DIFFUSERS   ARE   MOUNTED   ALTERNATELY   25° 
EACH    SIOE   OF   CENTERLINE   OF   CON0UIT 

Figure  3 

are  aligned  to direct  the  discharge 
of  25°to   the  right   and  25° to  the   left 

line. 

Physical  model   studies   at   the  California  Institute  of Technology  were 
used  to develop  the diffuser design3.     A number  of different  experimen- 
tal   investigations  were  performed   in  the  course  of  developing  the  con- 
ceptual   design   for  Units   2  and   3   discharge   diffusers.     Final   confirming 
tests  were  conducted   in order   to   provide  a model   evaluation of  the 
system  as   finally designed. 

The physical model studies predicted a surface delta T not greater 
than 2.5°F (1.4°C), 1000 feet (300 m) from the diffusers under the 
most adverse current conditions. The area studied was approximately 
2 x 1.7 miles (3.2 x 2.7 km). The smallest delta T isotherm definable 
completely within the area studied was the 1.5°F (0.8°C) isotherm. 
The 1.5°F (0.8°C) delta T is about the lowest isotherm that can be 
measured with accuracy in the field because of the ambient surface 
temperature variations   that   exist  at  San Onofre. 

The  diffuser  design produces a general  offshore drift,  one result of 
which  is   to minimize   if not  completely negate  the  problems of reen- 
trainment  and   recirculation.     The  offshore  drift   is   superimposed   on 
the   longshore  current.     When  the   tide  reverses,   this   technique   pro- 
vides  greater  protection  against   reentrainment  of  previously dis- 
charged  water   into   the  plume. 

The   intake  of   fish  at  offshore   intake   structures   is  an  unavoidable 
consequence  of   using   seawater   for  cooling.      Past  developments  have 
significantly reduced  the number of  fish  entrapped.     Continuing  studies 
have resulted   in  incorporation   into  the  circulating water  system 
design,   some  unique  features  to  further reduce  fish mortality. 



COASTAL POWER PLANTS 3019 

The  cooling  water   intake 
structures   for   all   coastal 
power   plants   in   the  Southern 
California Edison Company 
system utilize  a velocity 
cap   to  reduce   fish  entrain- 
ment.     The  velocity  cap  (See 
Figure 4)   is   a  concrete   slab 
horizontally  suspended  by 
columns   above   the  vertical 
intake   pipe.     The   use  of  a 
velocity  cap   is  based   on 
modeling   and   prototype   stu- 
dies   conducted by  the  Com- 
pany  in  the   late   1950' s4  Tne 
velocity cap   forces  water   to 
enter  as  a horizontal   flow 
rather   than  a vertical   flow. 
The   studies  demonstrated   that 
fish   are  better   able   to  de- 
tect,   or  resist,   a vertical 
flow  than a  horizontal   flow 
and   could   therefore   avoid 
being   entrained   into   the 
cooling water   intake   struc- 
ture.      The   intake  of   fishes 
was  reduced  90%  at  stations   fitted with  the  the  prototype velocity cap. 

HORIZONTAL 
FLOW 

Figura 4 - CONVENTIONAL INTAKE STRUCTURE 4a 
WITHOUT VELOCITY CAP S 4b WITH VELOCITY CAP 

Since  the cooling water 
requirement   for  San 
Onofre,   Units   2  and   3, 
is  much  greater   than 
other   plants,   it   was 
deemed   necessary  to 
develop  further means 
of  reducing   fish mor- 
tality.   In  1972,   the 
Company  sponsored   ad- 
ditional   studies   to 
minimize   fish  entrain- 
ment  at offshore   intake 
structures  and   to   safely 
remove   fish   already  en- 
trained   into   the  generat- 
ing   stations'   screen wells -\ 

8-6 

I ]«• 

ff 
•VELOCITY 
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EL 20.5'    I 
±1 

• S. 18' 1.0. 
i       PIPE 

INVERT 
l£EL_-   ' 

STRUCTURE 

San Onofre Units 2&3 
Figure 5 These later studies re- 

sulted in a slightly 
modified velocity cap design for San Onofre, Units 2 and 3, Figure 5. 
The Units 2 and 3 velocity cap design provides a lip extending out 
about 8 feet (2.5 m) from the vertical riser and a lower intake velo- 
city. 
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This geometry provides a uniform flow profile across the entrance. 
Water enters the structure at a velocity of approximately 1.7 feet 
per   second   (1/2  m per   second)   through  the   circumferential   opening. 

The fish conservation studies done in 1972 also result 
conservation system being incorporated into the design 
lating water system for Units 2 and 3. A plan of the 
shown in Figure 6. Each unit's screen well has a guid 
collecting chamber and fish elevator. The screen well 
a system of traveling bar racks and screens to prevent 
from entering the pump well. It was found that the de 
fective for conserving fish was a concept that set the 
at an angle to the flow stream. The first line of tra 
trash bars, is positioned at an angle to the flow. Te 
all species of fish could be guided with trash bars at 
to   the  frame  and  the   frame  set at  an  angle of  30°or  le 

ed   in a   fish 
of  the  circu- 

screen wells   is 
ing   system,   fish 
incorporates 
large  objects 

sign most  ef- 
screen  well 

sh  removal, 
sts   showed   that 
right  angles 

ss   to   the   flow. 

Fish   that  have  entered   the  circulating water   system  are  guided   into 
the   fish   collecting   chamber,   a  still  water   area,   shown   in  Figure  7. 
A constant   flow of water  enters  the chamber  and  flows  through  the 
screens  at  the back of the  chamber, but   fish  are  prevented   from go- 
ing   further.     Fish  hover  over  the   fish  elevator bucket  at   the bot- 
tom  of  this  chamber.     The  elevator   (Figure  8)   is  a  bucket  which   is 
periodically  raised  carrying   fish,   in  water,   out  of  the   structure   and 
deposits   them   into   a gravity-flow sluicing   channel.     A common 4   foot 
(1.2  m)   ID  fish  return  conduit  returns   entrapped   fish,   unharmed,   to 
the  ocean.     The  velocity  in   the   fish  return  conduit   is  about   5.3 

TRAVELING SCREEN 

FISH ELEVATOR 

TRAVELING 
BAR RACK 

FISH HOLDING 
CHAMBER 

BAFFLE 

FISH BY-PASS 

FISH BY-PASS 
AND HOLDING CHAMBER 

Figure 7 
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feet  per  second   (1.6m per 
second).     Only  one   fish  re- 
turn conduit   is  required   to 
serve  both   units,   since  each 
system will   operate  only  a 
few  times   per  day. 

The   fish  outfall,   shown   in 
Figure  9,   is   in  about   15   feet 
(5  m)   of  water   and   is  approxi- 
mately  2000  feet  (610 m)  off- 
shore.     The  plan  view of  the 
circulating water   system,   in 
Figure  2,   shows   the   location 
of  the   fish  outfall.      It   is 
estimated   that   the   fish   con- 
servation   system,   together 
with  the  velocity  cap  will 
reduce   fish   loss  by more 
than  99%. 

FISH   REMOVAL   ELEVATOR 
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SLUICING    CHANNEL 
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Figure  8 

«£ 18" I.O. CONDUIT - 

Site   preparation   for  Units   2 
and  3  began   in  the   first   quar- 
ter  of   1974.     As  of  August   1, 
1976,   construction  of  this 
facility  was   approximately  22% 
complete.     In  connection with   site  preparation  for   the  new units, 
approximately   2,350,000  cubic   yards   (1,795,400  cubic meters)  of   spoil 
material  was  excavated   from  the  bluffs.     The   surface   terrace  deposit 
material  was   disposed  of  at  designated   inland   sites.     The  remaining 
material   excavated   from  the   underlying,  very dense,   fine   to  course 
sand,   consisting  of  approximately  350,000  cubic  yards   (267,400  cubic 
meters),  was  deposited 
along   the  beach   in   front 
of  the  plant   site   to  be 
redistributed  by natural 
wave   action  for  replen- 
ishment  of  the  beaches 
in   the   area. 

Figure   1   shows   an off- 
shore  pad,   constructed 
to   serve   as  a   laydown 
area  and   to  allow the 
construction  of  the 
shore  portion of   the 
circulating water   sys- 
tem  and   its   interface 
with   the  offshore  con- 
duits,   in   the   dry.     The 
pad   is   about   1000   feet 
(300  m)   long   and   extends 

3/4" MINUS GRAVEL 
AROUND PIPE 

FISH OUTFALL STRUCTURE 

Figure 9 
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about   300  feet   (90  m)  offshore.     It  was  constructed  by depositing 
sand   from  the   site   excavation offshore,   and   then driving   sheetpiling 
around   the   area.     One  can   see   that   the  pad   acts   as   a  groin  and   sand 
has  built   up  on  the  northerly  end.     After   the  construction   is   com- 
plete   the   sheetpile wall will  be  removed   and   the   shoreline will 
revert  back   to   its   normal  configuration. 

This  was   the   same method  used   for   the  construction  of Unit   1.     From 
our  experience with Unit   1,   it  is  estimated  that  the  shoreline  will 
regain  its  original   alignment with a  somewhat wider beach within  two 
years  and within 5 years  will  be back  to   its original   location. 

Figure   10   is   an  artist  rendering   of   the  offshore  conduit  construction. 
A tressel will be  utilized out  to  about  3000  feet  (900 m)  offshore, 
from  there  a  jack-up  barge  will  be  used.     The  dimensions  of  this 
barge   are   about   100  x  300   feet   (30  x  90  m).     The   18  foot   (5.5 m)   ID 
pipe   will  be   layed   in  24  foot   (7.3  m)   sections,  buried  beneath   the 
ocean bottom,   with  approximately  a 4   foot   (1.2  m)   cover. 

ENVIRONMENTAL  IMPACT OF  CONSTRUCTION 

Extensive  environmental monitoring   is  being  conducted  during  con- 
struction to measure  the effects of this  activity.     The monitoring 
programs   include  periodic   examination of  local beaches,   intertidal 
cobble beds,   established  benthic   stations  and  local  kelp beds.     The 

Laying  of   18'   ID  Cooling Water 
Conduits  Offshore  of  San  Onofre 

Figure   10 
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monitoring  programs are designed   to monitor mainly the  effects  of  the 
construction dewatering discharge   into  the ocean,   the offshore con- 
duit  construction and   the  disposal  of  sand  on  the  beach.     The  pro- 
grams   include   the   following:      (1)   Water   samples   of  the  discharge   into 
the ocean   from  the  construction dewatering  and  hydrotesting  operations 
are   taken   and   analyzed  weekly;   (2)  Aerial   photographs   are   taken   to 
record   the   areal   extent  of  visual   turbidity present   in   the  ocean  and 
to   record   placement  of   sand   spoil   on  the  beach;   (3)   Monthly,  beach 
profiles  are  taken  and  bi-monthly intertidal   cobble beds  in  the  area 
are  surveyed   to determine  the  amount  of  inundation,   and   subsequent 
re-exposure,  of the rocky substrate  from  sand  disposal  and   from natural 
conditions;   (4)  Quarterly, marine  biologists  conduct   intertidal,  ben- 
thic   and   local   kelp bed   surveys. 

To  date,  no   irreversible effect  upon  the   local  biota can be  attri- 
buted   to   the  construction   activity. 

ENVIRONMENTAL   IMPACT  OF   PLANT  OPERATION 

Heat   treatment   is   the method   used  by  the  Southern  California Edison 
Company  for   the  control   of   fouling  organisms  within   the  offshore  con- 
duits.     Coastal  power  plants  presently heat  treat  approximately every 
5  to 6 weeks  by raising  the  temperature of the  discharge  to  approxi- 
mately  115°to  125°F  (46°to  52°C).     Presently,  a   study,   as mentioned 
above  under   "Effluent  Limitations",   is  being   cbnducted   to  determine 
the  optimum mode  of  heat   treatment   to  control   fouling  organisms   while 
minimizing   adverse  effect  on marine   life.     This   study consists  of  the 
following: 

(1) Fouling   organism  temperature   tolerance  and  growth  rate 
studies. 

(2) Data  collection on   fish   and  macro invertebrates   lost   dur- 
ing  heat   treatment  operation  at  Unit   1, 

(3) Receiving water  plankton  study. 

(4) Heat   treatment  plankton mortality  study. 

(5) Investigations  of  alternate methods   for  controlling  marine 
fouling. 

(6) Heat  treatment  thermal  plume  assessment, 

(7) Report  on method   to minimize  nekton   entrainment. 

These  studies will  permit  the Regional Water  Quality Control  Board 
to   set   precise   limits  on  the   frequency,   temperature,   and duration of 
heat   treatments.     The  heat   treatment   study  is   in  progress  and  will 
continue  through December  of  1978,   Preliminary data   indicates   that 
it may  be  possible  to  reduce   the   frequency,   temperature   and/or  dura- 
tion  of  the  heat   treatments,   while   still   providing   protection   against 
excessive marine  fouling growth. 



COASTAL POWER PLANTS 3025 

An evaluation of the effect on the marine environment of operation of 
San Onofre Unit 1, and predictions of the effect from Units 2 and 3, 
is made possible by the San Onofre Unit 1 marine monitoring program 
in existence since 1963,  The monitoring program includes both ocean- 
ographic and marine biological studies, and is independent of the moni- 
toring being done for the construction.  This program, conducted by 
consultants, is presently being carried out for Southern California 
Edison Company, by the Lockheed Ocean Laboratory of San Diego, Cali- 
fornia.  An analysis of the environmental monitoring programs and 
the predicted thermal addition, show that there will be no adverse 
effects on the environment from the thermal discharge of Units 2 and 
3 and that protection of the beneficial uses of the receiving waters 
at San Onofre is assured. 

In addition to the above monitoring programs, a completely independent 
program is required as part of the permit process for San Onofre, Units 
2 and 3 by the California Coastal Zone Conservation Commission.  This 
program, as were the ones previously mentioned, is an extensive study 
of the marine environment in order to predict and eventually measure 
the effects of the proposed new generating units.  This work, presently 
in progress, emphasizes the zooplankton and larval organisms, as well 
as evaluates compliance with regulatory requirements of state and 
federal water quality agencies. 

It was specified that the California Coastal Zone Conservation Com- 
mission program should be designed and conducted under the direction 
of an independent Marine Review Committee consisting of 3 persons with 
professional experience in marine biology; one to be chosen by Sou- 
thern California Edison Company, one to be chosen by opponents of the 
project, and one to be chosen by the Commission. 

The Marine Review Committee program plan has been developed around two 
elements.  The first is a comprehensive definition of the marine eco- 
system as it now exists offshore in the vicinity of San Onofre,  The 
second is the development of a predictive model that will utilize data 
from a special biological program, along with data from the operation 
of San Onofre Unit 1, to predict the perturbations that will be caused 
by Unit 2 and 3. 

The special biological program has been developed to cover the main 
ecological elements of the offshore communities and to emphasize those 
groups that were expected to be the impacted most by plant operation. 
The biological program covers 6 major study areas: 

(1) Determination of the area of ocean affected by the power 
plant cooling water intake system. 

(2) Fish population dynamics as influenced by the cooling water 
system. 

(3) Thermal effects on the structure of benthic ocean communities, 

(4) Fish entrapment. 
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(5) Planktonic  organisms entrainment  into  the   intake. 

(6) Development  of mathematical  models   using  data   from  the   above 
elements   to   identify  important  relationships,   test  hypothesis, 
and  redirect   the   program. 

Results  have  not   yet  been  obtained   from   these   studies.     The  cost   of 
these   independent   studies   will  be  borne  entirely by   Southern California 
Edison  and  San  Diego  Gas  &  Electric   Companies. 

CONCLUSION 

The   greatest   impact  of  "borrowing"   ocean  water   for   power   plant  cooling 
purposes  occurs   in   altering   the    marine  ecosystem   immediately  around   the 
cooling   system's   intake   and  discharge   structures.     One  of  the   principal 
environmental   concerns   in  the  design  of   intake   systems   is   possible 
entrainment  of marine  organisms.     In  the  design  of  discharge   systems, 
acceptable  limitations  of waste  heat  additions   to  the receiving water 
bodies and  the  rapid  dissipation of heat  at  the discharge outfall 
should  be  the main considerations.     These considerations  and  efforts 
to mitigate  adverse  effects  to   the coastal  environment have resulted 
in   some   unique  design   features   for  Units   2  and   3. 

Marine monitoring  programs,   which  are  part  of  the   project,   provide 
ongoing   surveys   of  the  effect  of  all   phases  of   plant   construction  and 
operation.     Monitoring   programs  concerned  with   temperature  dispersion 
and   ecosystem  changes   indicate   that   the  San  Onofre,   Units   2  and  3,   out- 
fall   structures  will  have   little   impact  upon  the   San  Onofre   area.     The 
information obtained  can be  applied   to  the  siting  and  design of  future 
power   facilities,   and  will   serve  as   a  contribution  to  basic  biological 
and  oceanographic  research. 

San Onofre Nuclear  Generating  Station Units  2 and  3 will make   it  possi- 
ble   to meet   the  growing  public   and   industrial  demand   for   power,   while 
meeting   the  legal   and  social  constraints  related   to  environmental 
concerns. 
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CHAPTER 173 

FIELD STUDIES OF SUBMERGED-DIFFUSER THERMAL PLUMES 
WITH COMPARISONS TO PREDICTIVE MODEL RESULTS 

by 

A. A. Frigo, R. A. Paddock, and J. D. Ditmars* 

Abstract 

Thermal plumes from submerged discharges of cooling water from two 
power plants on Lake Michigan were studied. The system for the acquisi- 
tion of water temperatures and ambient conditions permitted the three- 
dimensional structure of the plumes to be determined. The Zion Nuclear 
Power Station has two submerged discharges structures separated by only 
94 m. Under conditions of flow from both structures, interaction between 
the two plumes resulted in larger thermal fields than would be predicted 
by the superposition of single non-interacting plumes. Maximum tempera- 
tures in the near-field region of the plume compared favorably with 
mathematical model predictions. A comparison of physical-model predic- 
tions for the plume at the D. C. Cook Nuclear Plant with prototype 
measurements indicated good agreement in the near-field region, but 
differences in the far-field occurred as similitude was not preserved 
there. 

Introduction 

Submerged discharges and multiport diffusers are finding wider use 
as means of disposing of waste heat from once-through condenser cooling- 
water systems for power plants. These discharges appear to be super- 
seding surface shoreline discharges for large power plant applications. 
A reason for employing submerged discharges is that they may create 
greater initial dilution of the effluent than surface discharges. 

The Federal Water Pollution Control Act of 1972 targets heat as a 
pollutant and hence prohibits its discharge into navigable waterways 
such as the Great Lakes. However, Section 316(a) of the Act allows for 
rescinding the no-discharge requirement when it can be deomonstrated that 
the discharge of waste heat will not result in damage to the aquatic 
environment. It authorizes, on a case-by-case basis, the easing of any 
thermal limitation that is more stringent than necessary "to assure the 
protection and propagation of a balanced, indigenous population of shell- 
fish, fish, and wildlife" in the receiving water. This may mean that the 
surface temperature rise and the extent of the plume will have to be 
limited — hence the use of high-velocity submerged discharges. One of 

*Energy and Environmental Systems Division, Argonne National Laboratory, 
Argonne, Illinois, 60439, USA. 
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the requirements for obtaining a 316(a) exemption will probably be a pre- 
diction of the spatial and temporal characteristics of the thermal plume 
from a power plant. Before a plant begins operation, analytical and 
physical (hydraulic) models must be used for prediction. After operation 
has begun, actual prototype field measurements can be made. 

Few predictive models have been verified at prototype scales, and 
little is known regarding the limitations and applicability of many 
models. The evaluation of predictive techniques, through prototype- 
model comparison, is one of the main objectives of the program of which 
a portion is discussed in this paper. 

Argonne National Laboratory (ANL) has been studying the effects of 
power-plant waste-heat discharges into the Great Lakes since 1970. The 
initial effort involved the study of thermal plumes from power plants 
employing shoreline surface discharges. A review of analytical and 
physical modeling techniques for predicting the fate of waste heat in 
large lakes was carried out.1 In addition, a review of available proto- 
type data on thermal plumes was conducted.  This review indicated a 
paucity of field data describing these plumes under various environmental 
conditions. Because it was clear that detailed field data of good quality 
were needed to evaluate the various predictive techniques, ANL began an 
extensive field program to measure the physical phenomena related to sur- 
face shoreline waste-heat discharges into the Great Lakes. Approximately 
75 sets of thermal-plume data along with related physical parameters such 
as lake currents, ambient diffusivities, and meteorological conditions 
were measured at six different discharge sites on Lake Michigan.3>4,5 
The results of the thermal-plume measurements were analyzed and compared 
with model predictions. This four-year effort culminated in a comprehen- 
sive critical evaluation of mathematical modeling techniques for surface 
discharges in which many models were examined and eleven of the most 
promising models were reviewed in detail.6 

In response to recent interest in high-velocity submerged dis- 
charges, ANL began a study of the physical aspects of these discharges 
similar to the program carried out for surface discharges. Again, there 
is a lack of detailed prototype data of good quality for thermal plumes 
from submerged discharges. This study includes field measurements of 
the three-dimensional structure of thermal plumes from submerged dis- 
charges on the Great Lakes and an evaluation of physical and mathemati- 
cal models for submerged discharges. 

Field studies have been conducted at four power plants with sub- 
merged discharges located on the Great Lakes. The power plants being 
studied include the Zion Nuclear Power Station and Donald C. Cook Nuclear 
Plant on Lake Michigan and the Oswego Steam Station Unit 5 and James A. 
FitzPatrick Nuclear Power Plant on Lake Ontario (Fig. 1). Ten sets of 
thermal-plume data have been collected at the Zion site, nine sets at 
Donald C. Cook site, three sets at the Oswego Unit S site, and four sets 
at the James A. FitzPatrick site. In addition to thermal-plume tempera- 
ture data, related information such as limnological, meteorological, and 
plant operating data have been collected for the times of the thermal- 
plume surveys. Results of some of the surveys at the Zion and Donald C. 
Cook plants are discussed in References 7 and 8, respectively. 
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In this paper, the equipment and techniques used by ANL to collect 
and handle thermal-plume and related data are discussed. In addition, 
some results are presented for the case of two adjacent submerged dis- 
charges with thermal plumes which effect each other. Comparisons are 
made between ANL prototype data and pre-operational mathematical- and 
physical-model predictions. 

Field Measurements and Data Handling System 

A measurement and data-acquisition system for relatively rapid 
measurement of the three-dimensional temperature structure of thermal 
plumes from submerged discharges was developed at ANL. The system was 
designed for use aboard a small (7.5 m) boat (Fig. 2). The acquisition 
system (Fig. 3) was interfaced with seven thermistors, a navigational 
ranging system, a depth sounder, and a real-time boat-position plotting 
system. The thermistors were mounted at 0.5-m intervals on a 3-m long 
aluminum bar with streamlined cross section which is towed through the 
water from the boat. Temperature data at seven depths along with water- 
depth data are recorded by the system as a function of time and boat 
position on both paper tape and magnetic-tape cassettes. In addition, 
the aluminum bar can be replaced with a towed thermistor chain which 
was developed to allow the measurement of water temperatures in water 
columns of depths to 10 m. The sampling time interval is variable; 
typically, data were acquired at eight-second intervals. The data acqui- 
sition system allows the collection of data at approximately 1000 points 
over a linear distance of 10 km in one hour. The real-time plotting 
system permits the boat operator to know the boat location at any time 
and, therefore, to adjust the boat's course so as to map completely and 
in varying detail the study area. The plume data, originally recorded 
on the magnetic-tape cassettes, are transcribed onto computer-compatible 
magnetic tapes. These tapes, along with calibration data, are used by 
a computer program to produce plots of the water temperature and bathy- 
metry as a function of position for each of the depths of measurement. 
Isotherms and plume centerlines for. each level are then drawn by hand on 
these plots. Figures 5 and 6 are examples of plume isotherm plots at 
the surface obtained using these techniques. In addition to horizontal 
plots, vertical cross sections through the plume can also be obtained. 
The small dots in the figures are the actual temperature values at the 
location indicated and hence also represent the boat path. The tempera- 
ture values accompanying the bold dots are representative temperatures 
corresponding to particular locations. 

An ambient water temperature survey is conducted before each plume 
mapping. Upcurrent from the power plant, the boat is moved from a loca- 
tion offshore to a location as close to the shoreline as possible along 
a line perpendicular to the shoreline. Ambient water temperatures at 
the surface and six depths are recorded at about 100 locations during 
this survey. Ambient lake currents are measured from the boat at fixed 
locations with a ducted-impeller current meter. In addition, for the 
duration of the field study, current speed and direction are measured 
along with lake temperatures at a fixed position and depth by an in-situ 
current meter/thermograph package. These data are recorded by digital, 
cassette tape recorder. Wind speed and direction, air temperature, rela- 
tive humidity, and lake surface conditions are monitored during each 
thermal-plume field study. Plant operating data and records of wind 
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speed and direction and air temperature from utility meteorological sta- 
tions are obtained from the utility records. In addition, thermographs 
which have been calibrated along with the ANL data acquisition system, 
are installed in the plant to measure cooling water intake and discharge 
temperatures to insure temperature data consistency. 

Measurements at the Zion Nuclear Power Station 

The Zion station is located in northeastern Illinois on the western 
shore of Lake Michigan about 5.1 km south of the Illinois-Wisconsin 
state line (Fig. 1). It consists of two units (Unit 1 to the south. 
Unit 2 to the north) employing pressurized water reactors. Each unit 
is capable of a gross generating capacity of 1100 MWe. Each unit has 
its own discharge structure located 232 m from shore, about 47 m on 
either side of the plant centerline, in about 4.5 m of water (Fig. 4a.). 
Each discharge structure consists of a rectangular box with 14 ports on 
the offshore and outboard edges. The ports are 0.9 m high and 1.6 m 
wide and are oriented at 45° to the box centerline. The discharge flow 
rate at full power operation is about 50 m^/s for each unit and the 
average velocity at the outlet ports is 2.4 m/s. The nominal tempera- 
ture rise of the cooling water is 11 C°. 

Plumes were surveyed at the Zion site on ten occasions. On eight 
occasions cooling water was discharged from only one discharge struc- 
ture. In most cases, the ambient current was approximately shore- 
parallel, and thus was either in the direction of the discharge or in 
a direction opposite to the discharge. An example of the surface iso- 
therms for a single discharge in the direction of the ambient current 
is shown in Fig. 5. Subsurface isotherms also indicate the same gen- 
eral orientation of the plume. The surface isotherms for a single dis- 
charge opposed to the ambient current are shown in Fig. 6. The plume is 
bent in the direction of the ambient current in the far field, and the 
near-field surface dilutions are decreased below those for the case of 
discharge in the direction of the ambient current. Again, subsurface 
isotherms indicate that the plume far field has been bent in the direc- 
tion of the ambient current. The case of discharges from both units, 
one plume with and the other plume opposed to the ambient current, is 
shown in Fig. 7. While two plumes can be distinguished on this surface 
isotherm plot, the far-field region is a combination of plumes from both 
discharges. 

One basis for describing and comparing thermal plumes is an 
isotherm-surface-area plot. The area refers to the surface area en- 
closed within an isotherm of particular temperature or normalized tem- 
perature. The isotherms here are characterized by the excess-tempera- 
ture ratio, 9/90, that is, the ratio of the difference between the 
actual isotherm temperature and the ambient water temperature and the 
difference between the discharge and ambient water temperatures. 
Figure 8 shows the results from the surveys at the Zion site for single 
discharges opposed to the ambient current, and for discharges from both 
units. The envelope about each average line reflects the range of 
values determined from the measurements. This scatter appears due to 
variations in discharge conditions and ambient current magnitude and 
direction which resulted in variation in values of the discharge densi- 
metric Froude number, F , and velocity ratio, K, where, 
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U 
F   = IT- \\/l Un = slot discharge velocity, 

p   B     I U   = ambient current velocity, 

B = slot width, 

Uo Apo and K = TJ- ; —— = discharge density difference. 
a 

The ranges of variation of F and K are shown in Table 1. 

Table 1 

Variations of Parameters for ANL Studies 
at the Zlon Nuclear Power Station 

With Current     Against Current     Double Discharge 

F Range      17.0 - 17.5      14.0 - 23.0 22.6 - 25.2 

K Range        83 - 100 10 - 111 38 - 45 

Single discharges opposite to the ambient-current direction result 
in larger areas for given isotherm excess-temperature ratios than single 
discharges in the direction of the ambient current. In the case of dis- 
charges from both units (double discharge), Fig. 8 indicates that the 
plume of the discharge opposed to the ambient current has an isotherm- 
area relationship similar to that of a single discharge opposed to the 
current. However, that plume of the pair, with the discharge in the 
direction of the ambient current, has larger surface areas associated 
with a given isotherm than a single discharge with the ambient 
current. It appears that interaction or interference between the adja- 
cent discharge plumes is responsible for the increased areas or decreased 
dilution in the downcurrent plume of the pair. Entrainment of the heated 
water from the upcurrent plume into the second plume and thus the block- 
ing of cool ambient water on the upcurrent side results in increased 
temperature elevations in the downcurrent plume over those experienced 
by a single discharge in the direction of the ambient current. 

The degree of interaction between the plumes in the case of dis- 
charges from both units at the Zion site is manifested further by the 
following comparison. Consider a prediction of the isotherm-area rela- 
tion for the double-discharge situation at the Zion site which neglects 
any interaction between the two discharges. In such a case, the total 
surface area associated with a given excess-temperature-ratio isotherm 
would be the sum of the corresponding areas for two single-discharge 
plumes, one discharged with the ambient current and one discharged 
opposite to the ambient current. A comparison of measured total surface 
areas for double plumes and the areas resulting from the linear super- 
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position of single-plume areas is reflected in the ratio, R, shown as 
function of e/0o in Fig. 9. If the superposition were valid and inter- 
actions were thus negligible, the ratio, R, would be 1.0. However, as 
shown in Fig. 9, measurements of double plumes indicated far-field areas 
as much as ten times larger than simple superposition would predict. 
The ranges in R values for a given value of 6/0o reflect the envelopes 
of results, and the dots represent mean values. 

The double-discharge measurements at the Zion site point out an 
interesting feature of the design and evaluation scenarios associated 
with the environmental assessment of thermal discharges. The often 
postulated idea that the critical situation for surface temperature 
fields occurs under conditions of small or zero ambient currents ap- 
pears valid at the Zion site for single discharges but not for double 
discharges. Relatively small ambient currents appear to result in sig- 
nificant interaction between plumes for the double-discharge case with 
increases in surface areas affected over those which would be predicted 
for two non-interacting plumes discharged into a stagnant environment. 

Predictive mathematical models applied to the thermal plumes at 
the Zion site are of two types: a site specific model developed by 
Pritchard and general models for thermal discharges in shallow water 
developed at MIT. 

Pritchard made predictions of plume temperatures and geometry for 
full power operation prior to construction based on a model similar to 
an earlier model for surface discharges. This modeling effort con- 
sidered the case of no ambient lake currents and no significant inter- 
action between plumes. Subsequently, on the basis of field observa- 
tions, the model was modified and refined to include the case of 
bending of the plume into shallow water by currents.10>H Predictions 
for this case reflect the effects of reduced entrainment from below 
the plume, recirculation of heated water through the cooling water in- 
take, and reentrainment of heated plume water following a current 
reversal. Direct comparison between the Pritchard single plume predic- 
tions and the ANL field measurements is not possible as the predictions 
are for seasonal "worst cases." However, a comparison of the isotherm- 
area predictions for the fall/spring cases of bent and unbent plumes 
with the average of the ANL data for single discharge against the cur- 
rent indicates good agreement for 6/80 < 0.5 and conservative predic- 
tions for 6/6 > 0.5. o 

No general models for submerged discharge are strictly applicable 
to the Zion site and discharge geometry. Integral-similarity models 
for buoyant plumes, such as those reported by Fan and Brooks,12 are not 
appropriate for the shallow submergence (depth is only 4.2 slot widths) 
of the Zion discharge structure. Adamsl* studied the behavior of 
horizontal thermal discharges from long, multiport diffusers into shal- 
low water with current directed over the discharge. This model accounts 
for the acceleration of the flow downstream from the diffuser due to 
the addition of the discharge momentum and predicts the dilution of the 
discharge in a well-mixed region downstream of the discharge. Although 
the proximity of the Zion discharge structure to the shoreline does not 
conform strictly to the idealized unbounded flow field of the model and 
the well-mixed region geometry is not predicted by the model, dilution 
predictions in the well-mixed region were found to be about 1.45 (or 
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6/60 = 0.7) for single discharge conditions at the Zion site. Jirka and 
Harlemanl4 provided a more detailed study of submerged diffuser dis- 
charges in shallow water based on a two-dimensional analysis of a long 
slot-type discharge in a channel with no ambient currents. Several 
regimes of flow were found possible depending on the hydraulics of the 
heated water flow on the surface away from diffuser and the entrainment 
flow on the bottom toward the diffuser. The range of parameters for the 
horizontal Zion discharge result in the prediction of a flow instability 
or "full-mixing" region near the diffuser. The uniform vertical tem- 
peratures measured at the Zion site in the near-field region confirm 
that this is approximately the case there. The Jirka-Harleman model 
gave predictions of the discharge dilution in this "full-mixing" region 
to be about 1.8 (or 6/60 =0.6) for single-discharge conditions at the 
Zion site. 

Although the models of Adams and of Jirka and Harleman are not 
strictly applicable to the Zion discharge and although temperature 
measurements do not indicate the extensive, well-defined "full-mixing" 
region postulated for the models, comparisons of model predictions were 
made with near-field surface centerline temperatures for eight single 
plumes measured by ANL. The location of the point of the highest sur- 
face temperature on the centerline occurred between 40 and 100 m from 
the discharge with an average of 70 m, and the corresponding surface 
excess-temperature ratios ranged from 0.49 to 0.73 with an average of 
0.59. There is remarkably good agreement with the model predictions. 
However, the fact that vertically well-mixed conditions actually exist 
in the near-field region is probably the primary factor responsible for 
the good agreement with the effects of finite diffuser length and bound- 
ary geometry being of secondary importance. 

In addition to preoperational mathematical-model predictions of 
the thermal-plume characteristics at the Zion site, physical model 
studies were performed. •" These studies employed an undistorted model 
with geometric scale reduction of 1:25 and Froude and densimetric 
Froude number similitude. The model boundaries appeared to influence 
the model results significantly. Comparison of model predictions for 
single discharges, with and against the ambient current, with the ANL 
field measurements in terms of centerline temperatures and isotherm- 
area plots indicate that the model results underestimate the initial 
near-field dilutions. 

Detailed discussion of the comparisons between the field data from 
the Zion site and the predictions of plume characteristics from mathe- 
matical and physical modeling techniques is found in Ref. 7. 

Measurements at the Donald C. Cook Nuclear Plant 

The Donald C. Cook Nuclear Plant is located near Bridgman, Michi- 
gan on the southeastern shore of Lake Michigan, about 18 km south of 
Benton Harbor (Fig. 1). The two D. C. Cook nuclear reactors are nearly 
identical, pressurized-water units. Each is capable of a gross gener- 
ating capacity of 1090 MWe. During 1975, only Unit 1 was operational. 
The Unit 1 discharge structure is located 365 m offshore, in about 
5.7 m of water. The cooling-water discharge from Unit 1 is through two 
horizontal slots each 9.1 m wide by 0.6 m high, about 0.5 m above the 
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lake bottom (Fig. 4b). One slot is directed offshore while the other 
is set at 70° to the offshore direction. The discharge flow rate is 
48 m3/s and the average discharge velocity is about 4.3 m/s. The nomi- 
nal temperature rise for the condenser cooling water is about 12 C°. 

Plumes were surveyed at the D. C. Cook site on nine occasions dur- 
ing the spring and summer of 1975 by ANL. Comparisons of field data 
with model predictions require careful examination of all prototype data 
over a range of conditions. However, as an example, a limited portion 
of the available data for plumes at the D. C. Cook site is presented 
here. 

Preoperational physical-model studies were undertaken by Alden 
Research Laboratories1^ for prediction of the characteristics of the 
thermal plumes due to the discharges from both of the proposed units of 
the D. C. Cook plant. An undistorted hydraulic model with geometric 
scale reduction of 1:75 was employed and resulted in an area modeled 
which extended about 2300 m along the shoreline and about 1100 m off- 
shore. Temperatures and velocities were scaled to preserve both Froude 
and densimetrie Froude numbers. Near-surface temperatues in the model 
were measured using a fixed grid of 137 thermocouples for a variety of 
submerged discharge designs and of discharge and ambient receiving 
water conditions. Examples of the model-study predictions of near- 
surface isotherms for the case of cooling-water discharge from the 
final design Unit 1 slots only are shown in Figs. 10 and 11.1? These 
figures indicate, in prototype dimensions, the excess-temperature-ratio 
isotherms for the case of a constant temperature ambient receiving 
water, uniform, shore-parallel ambient currents in a northerly direc- 
tion, and maximum cooling-water flows with full-power-generation dis- 
charge temperatures about 11.7 C° above ambient water temperature. The 
magnitude of the ambient current is 6.1 cm/s for the case shown in Fig. 
10 and 15.2 cm/s for the case in Fig. 11. 

Comparison of prototype data with the physical-model results re- 
quires that dynamically similar conditions be found among the proto- 
type surveys. In regard to the near-field dilution of the plume, that 
requires that the same densimetric Froude number, Fs, and velocity 
ratio, K, exist. For the model cases reported above, the densimetric 
Froude number is about 27 for both cases and the velocity ratios are 
65 and 26 for Figs. 10 and 11, respectively. For the small relative 
discharge submergence (water depth to slot width) of 8.5 and large 
densimetric Froude number, laboratory experiments and analysis^ indi- 
cate that "full mixing" conditions may exist in the near-field region, 
similar to those found at the Zion site discussed above. The physical- 
model studies for the D. C. Cook discharge show a vertically well-mixed 
region in the near field for the range of conditions investigated. Pro- 
totype temperature measurements confirm the existence of this near-field 
feature. Analysis, and to a degree laboratory experiments,14 indicate 
that the dilution of the discharge in the near-field "full mixing" 
region is independent of densimetric Froude and is dependent primarily 
on the relative submergence. Since scaling of the relative submergence 
is assured by geometric similitude between model and prototype, dilu- 
tions in "full-mixing" regions in the near field should be comparable 
in model and prototype for cases of similar ambient-current direction 
and velocity ratio, K. Plume characteristics in the intermediate and 
far-field regions, however, are not likely to scale so simply. In the 
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intermediate region, beyond the "full-mixing" region, preservation of 
local densimetric Froude number is probably important to produce proper 
gravitational spreading in the surface region. However, in the inter- 
mediate and in the far-field regions interfacial friction should also 
be scaled properly, and it is not clear that that is possible in an 
undistorted model of this scale.18 Moreover, the far-field mixing is 
primarily governed by ambient mixing processes which may not be scaled 
properly in the model. Thus, complete similitude between a single model 
and prototype plume temperatures is unlikely over the range of regimes 
from the near field to the far field. For the undistorted model studies 
conducted, the comparison between model predictions and prototype mea- 
surements is most appropriate in the near-field region. 

An example of prototype surface-temperature measurements at the 
D. C. Cook site made under conditions providing a degree of similarity 
is shown in Fig. 12. The ambient lake temperature was uniform, and a 
plant power generation at about 80% of capacity resulted in a discharge- 
temperature elevation of 7.4 C° above ambient. The depth-averaged 
ambient current (measured upcurrent and offshore of the discharge) had 
a magnitude of 5.8 cm/s and was directed at about 40° from north or 
about 20° from being shore-parallel as in the model studies. These 
conditions produce a discharge densimetric Froude number of about 54 
and a velocity ratio of about 75. The Froude number associated with 
the prototype case is about twice as large as that for the model tests 
mentioned above. However, the prototype Froude number is large enough 
to indicate "full-mixing" conditions in the near-field region, and such 
conditions are observed in the near-field temperature data. Thus, as 
argued above, near-field mixing should be independent of the exact 
value of densimetric Froude number, and, for similar values of velocity 
ratio, model and prototype similarity should exist. Comparison of 
Figs. 10 and 12 indicates reasonable agreement between the near-field 
surface excess-temperature ratios (e/6o > 0.27). However, the general 
surface-isotherm pattern of the prototype resembles that for the model 
case with larger ambient current (K = 26) shown in Fig. 11. The off- 
shore isotherms in the prototype case are more closely spaced than in 
either model case and do not indicate the proximity to the intake struc- 
tures shown in the model case of K = 65 (Fig. 10). The comparison 
between prototype and model plume centerline excess-temperature ratios 
is shown in Fig. 13. Isotherm-area plots for the prototype and model 
cases are given in Fig. 14. The agreement for these gross plume charac- 
teristics is good, although the prototype data indicate slightly larger 
centerline temperatures and areas. 

Several explanations are possible for the differences between the 
model and prototype surface-isotherm patterns. The prototype ambient 
lake current in the vicinity of the discharge did not appear t.o be 
shore-parallel as in the model study. The current had a component in 
the onshore direction. Moreover, the wind was from the west in an on- 
shore direction and, with the current, may have contributed to the close 
spacing of the prototype offshore isotherms. This effect is not, how- 
ever, realized on the inshore side of the plume. The difference in 
power generation levels, as manifested by lower discharge temperature 
excess in the prototype case, may not be significant in the near-field 
region but certainly affects the intermediate- and far-field spreading. 
Since these regions of the model plumes contain larger temperature 
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excesses than the prototype plume, larger lateral gravitational spread- 
ing would be expected in the model cases than in the prototype case. The 
offshore, far-field region of the model may also be affected by the pres- 
ence of the model boundary. The offshore model boundary is indicated by 
the end of the offshore isotherms in Figs. 10 and 11. Its proximity to 
the plume may result in reduced transport of heat in the downcurrent 
direction and an increase in temperature in that region. 

Evaluation of a physical-model prediction on the basis of a single 
prototype condition, dynamically similar or not, is hardly proper. The 
comparison presented is for the purpose of demonstrating the problems 
associated with such model and prototype comparisons. A comprehensive 
evaluation requires a set of such comparisons for all the prototype data 
obtained. 

Conclusions 

The examples of comparisons between model predictions and prototype 
measurements demonstrate that while predictions of maximum near-field 
temperatures may be reasonably good for these cases, prediction of other 
plume characteristics is not so straight-forward. The cases considered 
have been relatively simple; that is, ambient receiving-water stratifi- 
cation and ambient current shear have been negligible. Measurements at 
the Zion site indicated that the direction of the ambient current was an 
important parameter governing plume dilution and extent. The interaction 
between plumes from the two discharges at the Zion site resulted in 
heated surface areas as much as ten times larger than would be predicted 
by models assuming the superposition of two independent discharges. The 
example of temperature measurements at the D. C. Cook site indicates the 
difficulty of obtaining dynamic similarity for comparisons between physi- 
cal models and prototype cases. The need for prototype measurements at 
submerged discharge sites is clear. Evaluation of predictive mathemati- 
cal and physical models requires detailed measurements of the tempera- 
ture field produced as well as carefully monitoring of ambient conditions. 
Comparisons between model predictions and prototype measurements require 
a reconciliation of the idealizations necessary for model predictions and 
the complex nature of the prototype conditions and an appreciation of the 
capabilities and limitations of the modeling techniques. Only continued 
comparisons of model predictions with carefully gathered and interpreted 
prototype data will enhance the value of either technique for design or 
environmental assessment. 
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CHAPTER 174 

THERMAL DISCHARGES: PROTOTYPE vs. HYDRAULIC MODEL 

Gary C. Parker 
C. S. Fang* , 
Albert Y. Kuo" 

ABSTRACT 

Data on physical parameters in the James River around 
the condenser cooling water discharge of the Surry Nuclear 
Power Plant, taken prior to and during plant operation, were 
analyzed to determine the physical effects of the thermal 
discharge on the area and to compare the prototype distri- 
bution of excess temperature to predictions based on 
hydraulic model experiments. 

The results of this investigation indicated that the 
increase in water temperatures due to the thermal discharge 
did not represent a significant alteration of the physical 
environment outside the mixing zone.  The thermal discharge 
experienced turbulent mixing and entrainment near the out- 
fall and temperatures decreased rapidly in this region. 

Field data on temperature distributions around the 
discharge, when compared to predictions based on hydraulic 
model experiments, indicate that the model predictions 
were conservative. 

INTRODUCTION 

The generation of electrical energy from a steam source 
results in an energy loss as described by the laws of thermo- 
dynamics.  The thermal energy not utilized is rejected from 
the process in the form of heat transferred to the water 
circulating through the condensers of a power station.  This 
heat is ultimately transferred to the atmosphere by conduction 
and evaporative cooling either in closed-cycle systems, 
e.g. cooling towers, or in once-through systems, from the 
surface of the receiving water body. 

Decisions dealing with methods for transferring the 
rejected heat to the atmosphere must be based upon a thorough 
understanding of hydro-thermal dynamics and the effects of 
excess temperature on indigenous populations of aquatic life. 

5F  
Scientists, Virginia Institute of Marine Science, 
Gloucester Point, Virginia U.S.A. 
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The Virginia Institute of Marine Science has been 
conducting a hydrothermal monitoring program since 1971 
at the site of the VEPCO Nuclear Power Plant on the 
James River (Fig. 1). 

The objectives of this investigation have been: 

1) Compare pre- and post-plant operation data 
to determine the physical effects of the 
thermal discharge on the survey area. 

2) Compare field results with predictions of 
temperature distributions made with the 
James River hydraulic model to determine the 
applicability of the hydraulic model to field 
temperature predictions. 

The Surry Nuclear Power Plant consists of two 788 
MW nuclear reactors, the first of which began commercial 
operation in December 1972, the second in March 1973. 
The power plant uses the once-through cooling method. 
Water is drawn into the intake canal on the downstream side 
of Hog Point, pumped through the condensers and out through 
the discharge structure into the James River estuary, up- 
stream from Hog Point.  The shoreline distance between in- 
take and discharge points is about 9.17 km and the intake 
canal is about 2.74 km long. 

Each unit requires 52,987 liters/second of• river water 
to supply condensing and service water needs.  The maximum 
temperature rise through the condensers is 8.3°C. 

FIELD STUDY RESULTS 

A detailed description of the study sampling program 
was given by Parker and iFang (1975) and Fang and Parker 
(1976).  A moving boat sampling scheme was used.  The 
parameters measured were water temperature at depths of 
0.15, 0.9 and 1.8 m, air temperature at 0.9 and 1.8 m 
above the water surface and dew point temperature.  These 
data, along with salinity and dissolved oxygen samples 
taken at fixed stations and meteorological data from nearby 
Ft. Eustis, were deemed sufficient to identify natural 
variations in river conditions and to isolate thermal effects 
of the heated water discharge. 

AREA WITHIN ISOTHERMS 

After isothermal plots of a survey run were drawn, a 
planimeter was used to measure the area within the isotherms 
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which were "closed" around the outfall. 

A graph of the area within excess temperature iso- 
therms as a function of fractional excess temperature, 
Figure 2, indicates that the area (A) within the isotherms 
generally increases logarithmically with decreasing 
fractional excess temperature (6/e0).  An approximation to 
a straight line fit to the data is represented by the line: 

A = (5.6 x 106)e-6-8 <9/eo) 

The data plotted in Figure 2 represent data for plumes 
with plant operation at greater than 907c. capacity.  When the 
data are separated into low and high slack water plumes, 
as shown in Figure 2, it appears that the low slack water 
plumes were slightly larger than high slack plumes, although 
the differences were not significant. 

The area data from 1975 indicate as a rough estimate 
that as the value of 0/6o approaches zero, the area within 
the excess temperature isotherm, 9, approaches 5.6 x 106m2, 
which represents the maximum surface area affected by the 
plume. 

CENTERLINE TEMPERATURE DECAY 

In 1975, plume centerline temperature decay was de- 
termined from isothermal plots for ten selected survey 
runs in August and September.  The selection process was 
based upon the ease of determining plume centerlines from 
the isothermal plots.  Plume centerlines were drawn sub- 
jectively, and distance and temperature along the centerline 
were recorded. 

A graphical presentation of the data, Figure 3 indicates 
an exponential centerline temperature decay approximately 
represented by the equation: 

e/e0 - e-
0002d 

where d is the distance along the plume centerline.  Fractional 
excess temperatures at centerline distances less than 45 m 
from the outfall show much less variation than those at 
greater distances. 

The graph indicates that generally S/80 reaches a 
value of 0.5 within 1050 m of the outfall, indicating that 
a major portion of initial plume mixing with ambient water 
occurs within 1050 m from the outfall. 
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VERTICAL TEMPERATURE STRATIFICATION 

Figure 4 shows a portion of the isothermal plot for 
August 21, 1975, at high slack water.  On this date the 
plant power production was 1487 MW, winds were SE at 
11-12.8 kph.  Four transects, AA', BB', B'C, and DD', have 
been shown in vertical cross section to the maximum sample 
depth of 1.8 m in Figure 5. 

Transects AA' and BB' show a maximum stratification 
of approximately 1.1°C over 1.8 m.  Transect B'C, across the 
mouth of the outfall, shows a hot core of 37.8°C water at 
0.9 m depth at the outfall.  The maximum stratification 
along this transect is approximately 2.8°C over the 1.8 m 
depth.  The plot of transect B'C also shows a sharp tempera- 
ture gradient on the downstream (B') side of the plume, 
with a more gradual gradient on the upstream side.  Transect 
DD', 365 m offshore and parallel to B'C, shows that plume 
temperatures at the centerline have dropped to 35°C.  The 
strongest areas of stratification are on the extreme up- 
stream (D') and downstream (D) ends of the transect.  Figure 
4 shows that these regions are near sharp temperature gradients 
at the surface.  In these regions the temperature gradient 
is a maximum 3.3°C over 1.8 m of depth. 

COMPARISON OF AREAS WITHIN ISOTHERMS 

Areas within excess temperature isotherms for August 
1974 and 1975 are compared in Figure 6.  Water temperatures 
are generally at their peak during August, and as mentioned 
previously, August 1975 power production was continuously 
higher than 90% of capacity.  These factors suggest that 
August 1975 data would represent conditions under maximum 
temperature loading for the river.  The figure indicates 
that excess temperature isotherms enclosed larger areas 
during 1975 than during 1974 and that the differences were 
greater for low values of fractional excess temperature.  The 
line drawn in Figure 6 shows an approximate best fit line 
for the 1975 area data; this line represents an approximation 
for the isotherm area versus fractional excess temperature 
relationship under equilibrium conditions at the Surry 
plant.  The equation for the line shown in Figure 6 is 
given by: 

A - (8.2 x 106) e"
7-2(6/eo> ' 

where A is the area within fractional excess temperature 
6/60.  This equation and the line representing it were not 
calculated mathematically and are given only as approximations. 
An exact equation for such a relationship obviously does not 
exist and for this reason, approximations were deemed 
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Figure 4.  Thermal plume on August 21, 19 75. 
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Figure 5.  Vertical sections AA*, BB', B'C, DD' 
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sufficient for the analysis.  The equation indicates that 
as 6/60 approaches zero, the area within the excess 
temperature approaches 8.2 x 10& square meters.  This 
area represents the maximum area affected by the thermal 
discharge under equilibrium conditions, with close to 
maximum (>907„) power production. 

HYDRAULIC MODEL PREDICTIONS 

Studies conducted by Carpenter and Pritchard (1967) 
on the hydraulic model of the James River estuary resulted 
in predictions of excess temperature distributions 
resulting from the discharge of waste heat by the Surry 
Nuclear Power Station.  One purpose of the present study 
was to compare these predictions to actual temperature 
distributions observed in the field in order to determine 
the reliability of hydraulic modeling as a method of 
predicting the effects of thermal discharges into an estuary. 

The hydraulic model of the James River estuary, 
located at the U. S. Army Corps of Engineers Waterways 
Experiment Station, Vicksburg, Mississippi, covers the 
tidal waterway from Richmond to the mouth and has a hori- 
zontal scale of 1:1000, and a vertical scale of 1:100. 

Two separate sets of experiments were run on the 
hydraulic model.  In the first set the model was run for 
a total of 475 tidal cycles, corresponding to approximately 
246 days of prototype time.  During this set of experiments 
the river discharge at Richmond was at a simulated 56.6 
cms.  In the second set of experiments, river discharge at 
Richmond was at 169.9 cms and the model was run for a total 
of 784 tidal cycles. 

During both sets of experiments a model thermal plant, 
releasing a simulated 12 x 10' BTU-hr~l of waste heat into 
the river, was operating at a location corresponding to the 
Surry Nuclear Power Plant site. 

Temperatures in the model were measured using a rapid 
response thermistor head mounted on a trolley which ran 
across the model on a 4.9 meter unit beam.  The beam could 
be moved to the desired transect and the thermistor sensor 
run across the model to obtain a plot of temperature versus 
lateral distance made on a strip chart recorder. 

The hydraulic model was designed to reproduce the 
prototype velocity and salinity distribution.  The relative 
pattern of excess temperature should be the same for model 
and prototype; however, the model was subject to different 
heat exchange coefficients than prevailed in the natural 
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environment.  It was, therefore, necessary to adjust the 
excess temperature distributions observed in the model to 
take into account the difference in the surface exchange 
coefficients between the model conditions and prototype 
conditions. 

The correction procedure used by Carpenter and 
Pritchard was: 

<VP / <AeV- 1. e > 0.5 eo 

<VP / <Ae>m = 0-9 r ' e-°'15 eo 
p 

where (Ag)p and (Ae)m were areas within excess temperature 
isotherm 9 for the prototype and model, respectively, and 
Ym and Yp were the heat exchange coefficients for the model 
and prototype, respectively.  The initial excess temperature 
at the discharge canal (0o) determines the regions in which 
the two relationships were applied.  For 0.158o <6:< 0.56o. 
the relationship was assumed to have a linear variation 
between the two given ratios. 

The results of these experiments were presented as a 
series of excess temperature isothermal plots.  Figure 7 
shows two of these plots, for high slack water (tidal hour 
0), and for slack water (tidal hour 6). 

For comparison purposes, prototype data had to be 
selected so that heat rejection was as close as possible 
to the modeled heat rejection.  As mentioned previously, 
hydraulic model tests were run for 56.6 and 169.9 cms 
river discharges at Richmond.  This factor should also be 
taken into account for the comparisons, but it was considered 
secondary when compared to heat rejection.  The prototype 
data which had the maximum heat rejection also had river 
discharges in the range 56.6-198.2 cms so that differences 
between model and prototype due to river discharge differences 
were minimal.  This conclusion is justified since it has 
been previously shown that river discharge has little direct 
effect on tidal currents and excess temperature except for 
periods of extreme river discharge. 

The average values of ambient water temperature, wind 
speed, and heat rejection for the prototype data selected 
for comparison with the model were 27.6°C, 9.8 kph, 11.2 x 
10° BTU-hr"l respectively.  These values are relatively 
close to the modeled values of 26.7°C, 8.0 kph, and 12.0 
x 10' BTU-hr~l.  For the purposes of this investigation, the 
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Excess   temperature distribution,   °C,   for an 
ambient water   temperature  of   26.6°C and a 
8.05  KPH wind velocity,   for 2 units  (total 
rejected  heat  =  12  x  10?   BTU HR"1) 
River Flow - 56.6  cms  at Richmond 
Tidal  Hour - 6 

Figure   7.     Typical  excess  temperature  isotherms  as 
predicted by  the  hydraulic model   (from 
Carpenter  and  Pritchard,   1967). 
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effects of the differences between ambient water tempera- 
ture and wind speed for the model and the prototype are 
considered negligible when compared to the effects due 
to the difference in rejected heat. 

Areas within each excess temperature isotherm were 
determined from isothermal plots of the appropriate survey 
runs in 1973 through 1975 using a compensating polar 
planimeter.  These areas, along with the areas within the 
excess temperature isotherms presented in the results of 
Carpenter and Pritchard's report, were plotted and are 
shown in. Figure 8. 

The figure indicates that the lower limit of the 
model data approximately coincides with the upper limit of 
the prototype data.  There are only a few data points which 
lie above the lower limit of the model data.  To determine 
whether the difference between the model and prototype 
data was statistically significant, the means and 95 per- 
cent confidence intervals of the means were calculated 
for the area within the 2.0OC, 3.0°C, and 5°C excess 
temperature isotherms in both model and prototype.  In the 
prototype the area within the 2°C and 3°C isotherms were 
obtained by linear interpolation between the area within 
next higher and next lower whole degree isotherms. 

The means of the area and the 95 percent confidence 
interval of these means are presented in Figure 9.  The 
fact that the confidence intervals do not overlap for any 
of the model and prototype data indicates that the differ- 
ences between the data were significant.  The model enclosed 
areas were significantly greater than the corresponding 
prototype enclosed areas in all three cases.  For the 2°C 
excess temperature isotherm, the model predictions were 
greater than prototype data by a factor of five, while for 
the other two isotherms, model predictions were greater 
than prototype data by an order of magnitude or more. 

The prototype data indicate that the excess heat 
dissipated more rapidly than was predicted by the hydraulic 
model.  The model predictions for the area with the 2°C 
excess temperature isotherms were more accurate than those 
for the higher excess temperatures.  Qualitatively, the 
temperature distributions in the field, as a function of 
tidal phase, were similar to those predicted by the model. 

Lower heat rejection in the prototype was partially 
responsible for the smaller areas within each excess 
temperature isotherm.  Heat rejection on the days compared 
with the hydraulic model predictions were from 8-14 percent 
lower than the modeled heat rejection.  It is assumed that 
at full plant capacity the areas in the prototype would be 
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10-20 percent larger, which is probably an over-estimation, 
the differences between the model predictions and the 
prototype would still be significant. 

Carpenter and Pritchard assumed that in the near 
field region, which they define as 8>0.58o, cooling has 
had little time to act.  To reflect this, the correlation 
factor applied to this area, (Ae)p / (Ae)m, had a value of 
unity. With an average value of B0 of approximately 6.7°C, 
the field data indicate that for values of 8>,508o, the 
ratio (Ag)p/(Ae)m had a value of approximately 0.1. 

For the region removed from the outfall, with values 
of 8<0.158o, Carpenter and Pritchard applied the correction 
factor (Ae)p/(Ae)m =0.9 (Ym/Yp)•  The field data indicate 
that the ratio (A9)p/(Ag)m had a value of 0.2 for values of 
6 =.3360.  Since the field data were compared to the corrected 
model results, the actual correction factor should have been 
of the form 

<Vp / 0.9(^5) <Ae)m- 0.2 

which reduces to 

rp 

It would appear, then, that a more accurate set of 
correction factors than those used by Carpenter and 
Pritchard have the form 

(Vp I  <Vm" °-1'   ei°-50eo 

<Vp / <Vm- °-18 <r>' 6l°-33eo 
P 

with a linear variation for intermediate values of 6. 

The inability of the hydraulic model to predict the 
areas within the higher excess temperature isotherms to 
the same order of magnitude was most probably due to scale 
distortion.  In a discussion of hydraulic modeling, Silber- 
man and Stefan (1970) indicate that it is necessary to 
model three regions:  near field, the joining region, and 
far field, in order to completely model a given plume. 
In the near field region near the outfall, entrainment of 
ambient fluid is the major process to be modeled.  In the 
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joining region, entrainment is still important, but 
buoyancy, surface cooling, and convection are also impor- 
tant.  Surface cooling, dispersion, and convection are the 
most significant processes in the far field.  The different 
physical phenomena involved within each region mean that in 
most situations these regions cannot be combined in one 
hydraulic model. 

One of the most important considerations when modeling 
parts of the plume separately is the placement of the proper 
boundary condition on the separate models. As an example, 
in a far field model, the initial thickness and momentum 
of the plume are determined by the end conditions in the 
joining region. 

Carpenter and Pritchard (1967) have attempted to model 
all three regions of the thermal plume using a distorted 
model.  The model does not accurately model entrainment 
in the near field and joining region.  Field data indicate 
that the heat dissipation was higher in the near field 
than predicted by the model, indicating that entrainment 
was lower in the model than in the prototype.  The correc- 
tion factors used by Carpenter and Pritchard did not account 
for this entrainment in the near field, which resulted in 
predictions which were factors of five to ten time greater 
than the observed field conditions.  The modified correction 
factors, derived from field data and model comparisons, 
can be applied to other sites or to other hydraulic models, 
provided that the discharge geometries and velocities are 
similar and the hydraulic model has the same scale 
distortion. 
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CHAPTER 175 

FLOW FIELD NEAR AN OCEAN THERMAL ENERGY CONVERSION PLANT 

by 

D. M. Sheppard(1), G. M. Powell ^2), I. B. Choi/3' 

The flow field in the vicinity of an Ocean Thermal Energy Conversion 
(OTEC) Plant is extremely complex. The plants will normally be located in 
an area of relatively high surface currents and the location must also be 
such that a large temperature difference exists between the lower layers 
and the surface. Locations that demonstrate this characteristic can in 
many cases be modeled as a two layer.fluid as shown in Figure 1. A number 
of different designs for the OTEC plants are being considered, but they all 
have one thing in common, a large vertical cold water pipe. This pipe ex- 
tends from near the surface to some point in the cold water layer (see 
Figure 1). In some designs this pipe is as large as 40 m in diameter and 
460 m in length. 

Having such a large object penetrating the interface between the two 
temperature layers in the presence of a shear flow can significantly alter 
the character of the interface. The highly turbulent wake downstream from 
the pipe can drastically effect the mixing across this density interface. 

A conventional heat engine cycle is used in the plant with the high 
temperature source being the water in the upper layers and the low temp- 
erature reservoir being the water from the lower depths. \ Since the 
temperature difference is small for this type of plant (20° max.), vast 
quantities of both high and low temperature water must be used. The in- 
take and discharge for the warm water as well as the cold water discharge 
will be in the upper layer; the intake for the cold water will be in the 
lower layer at or near the end of the cold water pipe. 

The flow problem is thus one of a vertical cylinder in a two layer 
stratified shear flow with sources and sinks located along the cylinder. 

Since the integrity of the temperature profile is of the upmost 
importance to the successful operation of the plant, an understanding 
of the flow field is essential. In addition, the possible alterations 
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of the environment could be significant especially if a number of OTEC plants 
are located in the same area. This paper addresses itself to only part of 
this problem and even then only illustrates the need for more work. The 
part considered deals with the wake downstream from a cylinder in a two-layer 
stratified shear flow. A physical model of a typical cold water pipe was 
placed in a stratified flow facility and measurements were made just above 
the interface in the wake region. 

The mixing across a density interface (thermocline) is believed to be 
a function of the turbulent energy present at or near the interface (Long). 
Although this subject is not completely understood at this time, the work 
of Long1, Kato and Phillips2 and others indicates that the erosion velocity 
Ue is proportional to U^- where U-j is the RMS of the turbulent velocity 
fluctuations near the interface. This relationship should hold provided 
the other parameters such as the density jump across the interface and 
the turbulent length scales remain constant. In the undisturbed ocean, the 
primary source of turbulence is the air^sea interaction at the surface. The 
intensity of the turbulence decreases with depth. This is perhaps the rea- 
son for the depth limits on the thermocline. The introduction of a source 
of turbulence at or near the thermocline can, as this paper shows, have a 
significant effect on the level of turbulent energy in this region. 

It is difficult, if not impossible, to model all the significant 
dimensionless groups for a problem such as this. The groups that are of 
primary importance here are 1) interfacial Froude number,  AV    , 

2) pipe diameter to interface thickness ratio, -r,  and 3) Reynolds number 
based on the pipe diameter, VD_ , where AV isthe^ difference in the mean 

v 
velocities between the upper and lower layers, Ap the difference in mass 
density between the upper and lower layers, g the gravitational 
acceleration, h the thickness of the interface,p2 the mass density of 
the lower layer, D the diameter of the pipe, V the velocity of the upper 
layer and v the kinematic viscosity of the water. The first two groups 
were held constant for the model and prototype, but this was not possible 
in the case of Reynolds number. In fact, the Reynolds numbers for the 
prototype and model were quite different, approximately 10 for the 
prototype and approximately 10 for the model. This must be kept in mind 
when drawing conclusions about the prototype from the experimental results. 

Ji 

The experiments were performed in a stratified flow facility 24.5 m 
long,1.22 m high and .61 m wide (for a complete discription of the facility 
see Ref. 3). Sodium chloride was used as the stratifying agent for these 
experiments. The lower .61 m of the tank was filled with salt water 
(dyed red to aid in the flow visualization) and..the upper .61 m filled 
with fresh water. Specific gravity and Brunt vaisala frequency profiles 
are shown in Figures 2 and 3. A pump in the 30 cm diameter pipe connecting 
the ends of the tank is used to circulate the upper layer and create the 
shear flow velocity profile shown in Figure 4. Salt water was continuously 
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added at the bottom of the tank and fresh water drawn from the top during 
the experiments to maintain the interface at approximately the same location. 
A crosswire hot film probe for measuring y and z components of the velocity 
and velocity fluctuations, a high resolution electrical conductivity 
probe for measuring mass density and a glass beaded thermistor for measuring 
temperature. Were attached to a vertically and horizontally traversing 
probe support. The four transducer outputs plus a signal giving the 
location of the probes were digitized and recorded on magnetic tape. The 
data was reduced on an IBM 370 Mod 65 computer. 

The experimental procedure was as follows: The pump was started and 
allowed to run for approximately one and one-half hours so that the flow 
could reach an equilibrium condition. A constant speed vertical traverse 
was made to obtain a mass density profile and locate the position of the 
interface. A stepped vertical traverse was than made to obtain a time 
averaged velocity profile. Next the probes were placed approximately 1 cm 
above the interface and turbulence measurements were made. The cylinder 
was then put in place and turbulence data taken at the positions shown in 
the definition sketch. 

Constant speed traverse were also made during and at the completion 
of the turbulence measurements to precisely locate the interface. 

The results are given in Table 1 and Figures 5-9. The erosion velocity 
(velocity at which the interface recedes) is believed to vary as the cube 
of the RMS velocity near the interface^. Figure 5 is a graph of the ratio 
of the erosion velocity with the cylinder to the erosion velocity without 
the cylinder at the cross sections of the wake shown in Figure 1. 

Although more data points are needed to obtain a complete picture the 
results clearly indicate a substantial increase in the turbulent energy 
present at the interface. The vastly increased mixing was visible to the 
eye and was recorded on movie film (shown at conference). Energy density 
spectra for the horizontal and vertical components of velocity are shown 
both without (Figures 6 and 7) and with (Figures 8 and 9) the cylinders. 
Note the overall higher turbulent energy level in the wake. The vortex 
sheading frequency is also clearly visible in Figures 8 and 9. It should 
be pointed out again that the Reynolds number based on the pipe diameter 
for the model is much lower than for the prototype. At higher Reynolds 
numbers, however, the turbulent energy will undoubtedly be higher and 
thus the mixing in the wake of the prototype would be ever greater. 

No attempts to integrate the erosion velocity over the wake region 
was made since with the large difference in Reynolds numbers the results 
cannot be directly applied to the prototype. The results do however 
indicate that this problem should be investigated further. 
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CHAPTER 176 

ADAPTABILITY OF PREDICTION METHOD OF 
HYDRAULIC MODEL EXPERIMENT FOR THERMAL DIFFUSION 

1) 2) 
By Masanobu Kato and Akira Wada 

1.   INTRODUCTION 

In formation processes of the region of water temperature rise caused 
by the cooling water discharge from thermal and nuclear power stations 
located on the site facing the ocean, flow of discharged cooling water 
itself, current and turbulence existing in the sea region play an important 
role. 

Their motions are predominant in the horizontal direction in the sea 
region.  The horizontal scale of thermal extent is, therefore, extremely 
larger than the vertical scale of thermal extent. 

Therefore, whenever the diffusion experiments of discharged warm water 
in the far field are conducted by hydraulic model method, the model which 
has a difference in the geometrical reduced rate between the horizontal and 
vertical directions, what is called, the distorted model must be used, so 
that the effects of the viscosity and the surface tension on the experimen- 
tal model can be avoided. 

In such a model, the horizontal scale is determined by the relation 
between the size of the experimental water basin and the surface area of 
the sea region to be reproduced. 

But, there is no clear method of choosing the vertical scale, though 
there are some suggestions about it. 

For example, the similarity of the 4/3 power law of the diffusion co- 
efficient gives a relation between the vertical scale and the horizontal 
scale of the hydraulic model. 

On the other hand, the similarity of the surface heat exchange coeffi- 
cient gives another relation between the vertical scale and the horizontal 
scale of hydraulic model if the surface heat exchange coefficients of 
hydraulic model and prototype are not same. 

Therefore, it is better to give some allowance in the determination of 
the vertical scale of the hydraulic model within the range where the repro- 
ducibility of the diffusion phenomena can be conserved. 

To clarify sure the relations between the distortion rate and the re- 
producibility of the phenomena in the model, experiments on the diffusion of 
discharged warm water were conducted by using three kinds of tidal hydraulic 
models having different distortion rates. 

1), 2)   Ocean Environment Section, Hydraulic Department, 
Central Research Institute of Electric Power Industry 

Abiko Chiba, Japan. 
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The selected site as prototype is Takasago Point located in the north- 
eastern part of Harima of the Seto Inland Sea in Japan, where the semi- 
diurnal tidal current is predominant and two thermal power stations in 
operation are located adjacently. 

In this paper the loci of tidal current, the horizontal turbulence of 
meso-scale and far field temperature distributions obtained in the three 
hydraulic models having different distortion rates are compared with those 
of field measurements in prototype. 

From these results, same problems of adaptability for the technique of 
distorted hydraulic model experiment for predicting the diffusion extent of 
thermal discharge are discussed. 

2.   RESULTS OF PROTOTYPE INVESTIGATIONS 

The selected site as prototype is Takasago Point located in the north- 
eastern part of Harima of the Seto Inland Sea, where are two thermal power 
stations in operation adjacently. 

Figure 1 shows the site map of Takasago Point. 
One is Takasago Thermal Power Station of Kansai Electric Power Company 

(total output 900 MW, maximum volume of cooling water 33.5 m3/sec.) and the 
warmed cooling water is discharged into the sea region in front of the power 
station. 

The other is Takasago Thermal Power Station of Electric Source Develop- 
ment Company (total output 500 MW, maximum volume of cooling water 21.8 m3/ 
sec.) and the warmed cooling water is discharged into the inlet beside the 
power station. 

The temperature rise of the discharged cooling water from both power 
stations is about 7°C above the ambient sea water temperature. 

To examine the characteristics of flow in this sea region, the auto- 
correlations and the energy spectra of the flow observed for 15 days running 
at 3 m below the sea surface in the 1 km and 3 km offing of the outlet are 
calculated. 

Figure 2 shows the autocorrelation coefficients of the flow which were 
observed at station - 2 in Takasago Site. 

The autocorrelation of the flow velocity which is parallel to coast 
oscillates periodically and its period of the oscillation is nearly equal 
to the period of the semi-diurnal tidal current. 

Figure 3 shows the energy spectra of the flow which were observed at 
station - 2 in Takasago Site. 

The energy spectrum of the flow velocity which is parallel to coast has 
a maximum energy concentration at the frequency equivalent to the period of 
the semi-diurnal tidal current. 

Judging from these figures, it is evident that the semi-diurnal tidal 
current is predominant in this sea region.  It runs north-westward during 
flood tide and south-eastward during ebb tide. 

The amplitude of the semi-diurnal tidal current is about 30 cm/sec. 
during spring tides. 

The actual measurement of the discharged warm water diffusion range in 
the sea region near Takasago Power Station was carried out by Kansai Elec- 
tric Power Co., Ltd. from January 22nd to February 3rd, 1972, and also by 
Water Temperature Survey Corporation from February 15th to 22nd, 1973. 

The field surveys were conducted at the time of the spring tide both 
in 1972 and in 1973; and the amplitude of the semi-diurnal current was 
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approximately 30 cm/sec. 

The environmental water temperature in the sea region was about between 
9°C to 11°C and the marine condition was mild. 

According to the results of the actual measurement, the area of 1°C rise 
above ambient sea water temperature extended about 2 - 2.5 km along the coast 
on both sides from the outlet and extended about 2 km toward the offing from 
the outlet. 

The area of 2°C rise above ambient sea water temperature extended about 
1 - 1.5 km along the coast on both sides from the outlet and extended about 
1 km toward the offing from the outlet. 

3.   SIMILITUDE RULE OF HYDRAULIC MODEL EXPERIMENT 

(1) Diffusion Process of Discharged Warm Water in the Coastal Sea 
Region 

Although the diffusion phenomenon of discharged warm water is 
extremely complicated and the factors which affect the diffusion process 
are various and numerous, the main process can generally be considered 
as follows: 

In the sea region near the outlet, the main process is the en- 
trained mixing between the discharged warm water and ambient water. 

The discharged warm water itself flows toward to offing through 
the process of mixing, and gradually the flow and turbulence of the 
discharged warm water become smaller than those in the sea region. 

In this sea region, the diffusion process affected by the flow 
and turbulence of the sea controls the formation process of the water 
temperature distribution. Accordingly, for the purpose of predicting 
the diffusion of discharged warm water on the basis of the hydraulic 
model experiment, it is essential to make actual measurement investi- 
gations into the diffusion characteristics in the coastal sea region 
and to verify each factor which controls the diffusion phenomena in 
each case, and finally to discover the similitude rules for reproducing 
these factors on the model. 

(2) Near Field .   . 

In the hydraulic experiment on the water temperature distribution 
formed in the sea region near the outlet, the entrained mixing pheno- 
mena should be reproduced in the model. 

Under the condition that we should correspond the internal Froude 
number of the model with that of the prototype, this phenomenon can be 
expected to be reproduced. 

This condition gives following equations, m means the model and 
p means the prototype. 

Fip = Fim = 
U 
op 

Pa? ~ p0P     • g . h 
(Oop op 

U 
om 

/°sm - i"om      , 
 7,  . g • " jOom      °        om 

(1) 
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internal Froude number 
outfall velocity 
density of the environmental water 
density of the discharged water 
acceleration of gravity 
depth at the outlet 

In the hydraulic model where the Froude Similitude Rule is applied, 
the next relation can be obtained. 

.Asm 
(Oom (2) 

That is to say, the equation described above shows the condition 
that we should correspond the environmental water density and the 
discharged water density of the prototype with those of the model. 

However, as it is difficult to grasp the three dimensional pheno- 
mena concerning the entrained phenomena near the outlet, more detailed 
examination of the similitude rule for reproducing the phenomena is 
considered necessary. 

(3)  Far Field 

In this sea region, the flow and turbulence of the sea play an 
important role in the formation process of water temperature distri- 
bution. 

This process is also affected by the heat exchange process between 
the atmosphere and the sea surface. 

The average flow conditions such as the current trace and the 
topographical current are supposed to be very important factors which 
play a main role as the advective effects to change the diffusion 
pattern of the discharged warm water. 

After integrating the equation of motion in the vertical direction, 
neglecting the stress which acts on the water surface and taking into 
consideration of the stress acting on the sea bed expressed by the 
help of the friction coefficient, the following relations to reproduce 
the average flow conditions may be obtained. 

2E . VR . (JiL)1/2  (3) 

fc„  Y„    7„ "1/2 

t  vXm ;  v Zm ;       w 

m 

-1 

Cm  vXm '   vZm 
SL .(&.)"• (3L) (5) pm   

vv• ' W« >        \J) 

where, 

U, V   : vertically averaged velocities in X and Y directions 
t      :  time 
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C      :  friction coefficient 
X, Z   :  length scales in horizontal and vertical directions. 

The equations (3) and (4) can be transferred to the following 
equation. 

-*=   -   T^ "*    (6) 
Vg Zp    Vg Zm 

where, 

Fr     :  Froude number. 

The equation (6) shows the similitude rule of Froude. 

It is considered that the average flow condition such as the tidal 
current trace or the topographical flow can be reproduced by correspond- 
ing the Froude number of the model with that of the prototype. 

On the other hand, the mechanism and characteristics of the turbu- 
lence which play a very important role in the diffusion process in the 
sea region can be obtained by statistically analizing the results of 
long term continuous observation on the flow velocity fluctuations. 
They can be clearly expressed in the autocorrelation functions and the 
energy spectrum functions. 

According to the results that were obtained using the distored 
model on the reproducibility of the horizontal turbulence which exists 
in the tidal currentP it is shown that the statistical characteristics 
and mechanism of the horizontal turbulence which are expressed in the 
autocorrelation and the energy spectrum can almost be reproduced in the 
model by applying the similitude rule of Froude. However, as far as 
the reproducibility of horizontal turbulence is concerned, it seems that 
some restrictions are given by the Reynolds number and topographical 
features at the site to be investigated for the experiment. 

Accordingly, in order to reproduce the diffusion process in the 
sea region far from the outlet on the model, it is necessary to 
adopt the similitude rule of Froude, and it is also important to check 
the reproducibility of the average flow condition and the horizontal 
turbulence by comparing the results of the model with those of the 
actual measurements in prototype. 

The heat balance between the atmosphere and the sea surface is 
determined by the short wave radiant energy coming from the sun and 
the sky, the long wave radiant energy from the atmosphere and the 
water surface, the transfer of the sensible heat energy and the latent 
heat energy, and by the additional heat energy caused by the discharge 
of warm water. 

The factors which affect the surface heat exchange are the wind 
velocity, the water temperature, the atmospheric temperature, the 
humidity, the cloudiness and so on. 

The rate of the surface heat exchange is usually expressed by 
introducing the surface heat exchange coefficient. 

The relation of the surface heat exchange coefficient ratio can 
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be obtained from the equation of thermal diffusion which is integrated 
in the vertical direction and from the similitude rule of Froude, as 
follows. 

„„ -1 7n    3/2 

where,  K  :  surface heat exchange coefficient 

This relation shows that the model must be given distortion if the 
surface heat exchange coefficient of the model is the same as that of 
the prototype. Actually however, the former is different from the 
latter and the coefficient heat exchange in the model is generally 
presumed to be smaller than that in the prototype because no considera- 
tion is given to the effects of the wind. 

If a correct coefficient of the heat exchange in the model as well 
as in the prototype is obtained, the equation (7) provides a means of 
determining the distortion ratio. However, it is very difficult at the 
present stage to apply the similitude condition regarding the effect of 
heat balance in the hydraulic experiment because of difficulty in ob- 
taining the coefficient of surface heat exchange, 

4.   EXPERIMENTAL METHOD AND MODELING RATIO 

The diffusion basin used for the hydraulic model experiment is 20 m x 
10 m x 1 m, and the tide production equipment is installed at the end of the 
basin.  This air pressure system can produce the change of the water level 
and the flow in the model basin by alternating the air pressure in the air- 
tight chamber.  (See Figure 4) 

Water temperature, current speed and their variations in the basin 
were measured by using thermistors and a supersonic currentmeter connected 
to a data-logger. 

The average flow conditions such as the loci of tidal current were 
measured by photographing the movements of float in the basin from the upper 
part. 

The horizontal length ratio was chosen as 1/1,000 to reproduce the 
prototpye area of 15 km along the coast by 6 km offshore in the experimental 
basin. 

The vertical length ratio was chosen as 1/50, 1/100 and 1/200, so three 
models having different distortion rates were constructed. 

The relations between the values of the prototype (P) and the values 
of three models (m) are shown in the following table. 
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Table 1.  Summary of Modeling Ratios for the Experiment 

Case I Case II Case III 

Horizontal length Xp/Xm = Yp/Ym 1000 1000 1000 

Vertical length Zp/Zm 200 100 50 

Distortion rate (Xp/Xm)/(Zp/Zm) 5 10 20 

Horizontal velocity Up/Um = Vp/Vm 14.14 10 7.07 

Flow rate Qp/Qm=(Xp/Xm)    2-83xl()6    6  3.54xl06 
(Zp/Zm)-"^ 

Time yc» ;Sg-i/2 7°-71  io°  "i.« 

5.   EXPERIMENTAL RESULTS 

(1)  Reproducibilities of Average Flow Conditions and Horizontal 
Turbulence 

Before the experiment of the thermal diffusion, the reproducibili- 
ty of the average flow conditions such as the loci of tidal current and 
the reproducibility of the horizontal turbulence of meso-scale which 
play an important role in the diffusion phenomena in the sea were 
examined. 

Figure 5 shows the loci of tidal current during ebb tide obtained 
in three models having different distortion rates. 

In this figure, the experimental results are indicated as the 
values of the prototype values, and they are compared with the loci 
of tidal current obtained in the field surveys. 

From this figure, it is considered that the average flow condi- 
tions such as the tidal current trace obtained in three models having 
different distortion rates are not influenced so remarkably by the 
variation in distortion rate, and it is also confirmed that the results 
of the field surveys are reproduced in these models. 

The average flow conditions at the time of flood tide are also 
reproduced in the models. 

S. Hayami et al^) proposed the similitude to give the distortion 
rate for the model of tidal current, considering the bottom friction 
in the laminar flow regime, as follows. 

CP (Rep)1/2  a^172 „ (Z^)
5/4                ..    (8) 

1.328     • *Xm ' vZm ;    K> 

They conducted the hydraulic model experiments by the use of three 
models of horizontal length ratio 1/500, distortion rates of 2, 4 and 
8. 

From the experimental results, they concluded that the flow 
patterns of the field surveys were reproduced better in the model 
having distortion rate of 2, which satisfied the relation of equation 
(8). 
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But it is considered to be difficult to determine the distortion 
rate using the relation of equation (8), owing to the fact that the 
value of the Reynolds number varies with space and time. 

Judging from the results of author's experiments and the previous 
works done by others, it may be concluded that the average flow condi- 
tions, such as the loci of tidal current, can be reproduced in the dis- 
torted Froude model not influenced so remarkably by the variation in 
distortion rate. 

But carefull attention must be paid to the fact that large dis- 
tortion rate makes the flow in the model basin three dimensional. 

The characteristics and mechanism of the horizontal turbulence 
are represented remarkably by the energy spectrum which can be obtained 
by statistic analysis of the results of long term continuous observa- 
tion of fluctuations in flow velocity. 

For the purpose of examing the reproducibility of the horizontal 
turbulence, long term continuous measurements of fluctuations in flow 
velocity were conducted at the same point as the field survey spot. 

The energy spectrum of fluctuations in flow velocity obtained by 
the experiments performed in the tidal hydraulic models having three 
different kinds of distortion rates is shown in Fig. 6.  The point of 
measurement is St. 2 shown in Fig. 1. 

The energy spectrum shown in this figure is obtained by excluding 
the oscillating current component in the model which corresponds to 
the semidiurnal current component.  And in the case of the prototype, 
the spectrum is obtained by excluding the semidiurnal current and the 
diurnal current.  The values of the model are indicated as the values 
of the prototype according to the similitude rule of Froude. 

The energy spectra of the flow parallel to coast show the same 
energy level as the level of the prototype in both high and low 
frequency ranges. 

But the energy spectrum obtained in the model of distortion rate 
of 20 shows a larger peak at the frequency equivalent to the period of 
6 hours in comparison with those of other two models and prototype. 

On the other hand, the energy spectra of the flow normal to coast 
obtained in three models having different distortion rate are about the 
same as those of prototype in the high frequency range, but in the low 
frequency range the energy levels of spectra obtained in two models of 
distortion rate of 5 and 20 are lower than that of prototype. 

Due to the results mentioned above, it has been recognized that 
the horizontal turbulence having a fluctuation period of less than 
several hours can be reproduced in the model without being remarkably 
influenced by the difference in distortion rate. But as far as the 
horizontal turbulence having a long fluctuation period is concerned, 
the energy level of the flow normal to coast is lower than the level of 
the prototype, and the isotropy in the horizontal direction is lost by 
the effects of the distortion rate of the model, the topographical 
characteristics of the investigated site, the scale of the experiment 
and so forth. 

(2)  Reproducibillties of Diffusion Phenomena of Discharged Warm Water 

After examing the reproducibilitles of the average flow conditions 
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like the tidal current trace and the horizontal turbulence, experiments 
on the diffusion of discharged warm water were conducted. 

From the experimental results, the reproducibility of diffusion 
phenomena and the effect of distortion on the reproducibility were 
examined. 

The diffusion patterns of discharged warm water obtained in the 
tidal hydraulic models alternate in accordance with change of the tidal 
current. 

The range of water temperature rise spreads toward the north- 
western sea region during flood tide and it spreads toward the south- 
eastern sea region during ebb tide. 

As regards the diffusion patterns of discharged warm water at each 
tidal time obtained both in the hydraulic model and prototype, some 
similar diffusion patterns are recognized, but many different kinds of 
diffusion patterns are also recognized. 

This is due to the fact that the natural phenomena are extremely 
complicated and have lots of random characteristics.  On the other 
hand, the model keeps the so-called regularity comparatively well as it 
is simplified in order to reproduce the main factors in the diffusion 
process of the prototype. 

Also it is due to the fact that there is no simultaneity between 
the data of the field survey because it takes a long time to measure 
one diffusion pattern. 

Accordingly, in examining the reproducibility of diffusion pheno- 
mena by comparing the experimental results with the field survey results, 
it is more reasonable to compare the diffusion range as the envelope of 
all the patterns than to compare the each individual diffusion patterns. 

Figure 7 shows the comparison between the actual measurement re- 
sults of 1°C and 2°C rise in the surface layer and the enveloped range 
of 1°C and 2°C in the surface layer obtained in the hydraulic experi- 
ments conducted under the conditions corresponding to the conditions at 
the time of the actual measurement. 

From the experimental results on diffusion area of the discharged 
warm water obtained in the two models with distortion rate of 5 and 
10, there was no remarkable difference between them.  The diffusion 
areas of the actual measurements in prototype were reproduced in each 
experimental result. 

On the other hand, as far as the diffusion area of the discharged 
warm water obtained in the model with distortion rate of 20 is con- 
cerned, it was found that the variation in the distortion rate gives 
greater effects on the reproducibility of diffusion phenomena as com- 
pared with the results obtained in other two models and in the field 
surveys. 

It is considered that these results are attribute to the fact that 
the flow volume of the discharged warm water in the model experiment 
increases as the distortion rate in the model becomes larger. 

In order to determine the flow volume of the discharged warm 
water in the model having a large distortion rate, therefore, it is not 
enough to apply Froude similarity rule only. 

H. Higuchi et al 3) proposed the similitude to give the distortion 
rate for the model of turbulent diffusion considering the 4/3 power law 
of the horizontal diffusion coefficient, as follows. 
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.(9) 

This relation requires a distorted model having distortion rate of 
10 if the horizontal length ratio is chosen as 1/1000. 

But as far as the results of author's experiments are concerned, 
the diffusion phenomena of discharged warm water are reproduced even 
in the model having distortion rate of 5 which does not satisfy the re- 
lation of equation (9). 

6.   CONCLUSIONS 

Judging from above mentioned results, in order to conduct the diffusion 
experiment of discharged warm water by using the distorted hydraulic model 
applying Froude similarity rule, the distortion rate of model should be 
smaller than 10 within the range where the effects of the viscosity and the 
surface tension can be neglected. 
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Fig.I     Site   map of  TAKAGO   POINT 

St. 2   -3m 

— Parallel to Coast 
— Normal to Coast 

Fig.2   Autocorrelations of flow  velocity (Prototype) 



THERMAL DIFFUSION MODEL 3093 

w 
to 

U)d 



3094 COASTAL ENGINEERING-1976 

distortion rate, 5 
jaas,2i « «, 

T3"28    33     34 ~ 
M3r,T2°33" 

distortion   rate, 20 

*^    20 28 

Fig.5   Comparison between   model and prototype loci of tidal current. 
(Ebb tide) 

0 300 Prototype) Numerals mean prototype 

*&*- Model      ] velocity in   cm/sec 



THERMAL DIFFUSION MODEL 3095 

Q Q 
(09S/UJ)     (j)d 

to 

'O 

o 

•2     o ~ 

E 
ro 

to 

O "o 
(oas/2iu) (j)d 

to 
o o 

(1) (/> 
X 
o —' 

C\J T li 
ro .o 

s)- 
to 

o 
>. -a 

n F 
o 

u o 
c 
o o   X) 

o 
o 
E Q- 

6     £ 
S   a. 

O 

r / 

o 
(oas/3uj)(j)d 

o 

o 
o 

o    2 
5    Q. 



3096 COASTAL ENGINEERING-1976 

temperature  rise, I °C 

temperature   rise,2°C 

Fig, 7   Comparison between model and prototype diffusion  areas. 

(Diffusion areas of model show the areas in which the thermal extents 

at varians tidal phases are enveloped. 
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CHAPTER 177 

HORIZONTAL DIFFUSION IN TIDAL MODELS AND 
SCALING CRITEREA FOR THERMAL-HYDRAULIC MODEL TESTS 

by 
Gerd Flttgge ' 

INTRODUCTION 
Near Brokdorf at the lower Elbe river (West Germany) a 

nuclear power plant is projected. The electric energy output 

shall be 1300 MWe; therefore the waste heat output will be 

about 2600 MWe. The maximum allowed temperature rise in the 

condenser amounts to 10 K. Accordingly the cooling water dis- 

charge is about 61 m /s in case of the provided once through 

cooling. 

For the purpose of the mixing and spreading of the dis- 

charged cooling water by 

mean tidal conditions and storm-tide conditions 

model tests have been carried out at the Franzius-Institut 

of the Technical University of Hannover. 

SCALING CRITEREA FOR THERMAL-HYDRAULIC MODEL TESTS 
With regard to the environmental impact and ecological 

aspekts the temperature distribution has to be determined. 

Therefore the whole far-field region is reproduced in the dis- 

torted model with a vertical scale of 1:100 and a horizontal 

scale of 1:300. 

The scales of the far-field model were selected with regard 

to the reproduction of the turbulent diffusion and with re- 

+) Dipl.-Ing., Scientific Assistant, Franzius-Institut of 
the Technical University of Hannover, Germany 

3097 
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gard to the heat exchange at the water surface due to the 

following scaling criterea for the heat exchange 

j,   x  1-5 
k = J5 = _X   (as outlined in reference (3)) 
r  KM  AH 

where K is the heat exchange coefficient in W/m2-K and 

Xy the vertical scale and X„ the horizontal scale. 

In the laboratory without  wind effects) heat exchange 
2 

coefficient KM of about 15 W/m 'K were measured. For the 

German estuarine areas one assumes significant mean low heat 
2 

exchange coefficients of about 50 W/m 'K, hence the value of 

k in the above mentioned model study is 3.33. 

In regard to the reproduction of the turbulent diffusion in 

the model the Reynolds number should be large enough to 

satisfythat the turbulence is sufficiently well developed. 

The scale of the Reynolds number r is given by this re- 

lationship 

ReM  \ 

where Xv is the vertical scale, index N indicates prototyp 

dimension and index M model dimension. 

A special near-field model was built for the purpose of cool- 

ing water discharge currents, the waste heat recirculation, 

the dilution and dispersion Influenced by the outlet design. 

In the near-field region physical effects such as buoyancy, 

density currents, stratified flows, jet-diffusion and the 

advective and diffusive heat transport processes are pre- 

dominant. Therefore a scale of Is50 and no distortion were 

selected for the near-field model. 
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Figure 1 shows the characteristic values for the water depth 

(tidal level), the current velocity and the reynolds number as 

a function of time. On the left hand the prototype dimension 

and on the right side the values for the undistorted near- 

field model with a scale of 1:50 and the three times distorted 

far-field model are represented. 

The diagram shows that only during a short time before and 

after slack tide the Reynolds number of onethousendfivehundred 

is not satisfied. The dotted line belongs to the far-field 

model. 

DIFFUSION AND TURBULENCE PHENOMENA IN TIDAL MODELS 
The model tests showed a characteristic behavior of the hori- 

zontal diffusion coefficient Dz during the tidal cycle 

(Fig. 2). 

During the well developed tidal current the horicontal diffu- 

sion coefficient is nearly constant. But a short time before 

and a short time after slack tide the horizontal diffusion 

coefficient becomes a maximum. 

This result leads to the question: What kind of physical 

effects induces this behavior of the horizontal diffusion? 

Theoretical considerations lead to the following statement: 

The turbulence is mainly generated through large eddies, the 

energy of which is a function of the mean flow velocity. The 

large eddies transfer their energy to smaller eddies until 

the eddies become so small that they are dissipated by vis- 

cosity effects (1) . 

In turbulence theory distinction is made between: 
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integral scale A (a macro scale) A: :L (1) 

Taylor scale A (a micro scale) A::v *•*" (2) 

v3 1/4 Kolmogoroff scale n  (a micro scale)  n:: (—)        (3) 

where L:   characteristic dimension of length (for example: 

water depth) 

e: energy dissipation per unit mass and unit time 

v: coefficient of cinematic viscosity 

u': turbulent velocity fluctuation 

The turbulent energy induced by the bottom shear in the fluid 

motion per unit mass amounts to: 

T.-L
2
 u   f. -u3 

Es: b_s:^__ (4) 

P L 

1       2 where T. = bottom shear stress (xfa = •«• f^'P'U ) 

fb = bottom shear coefficient 

Assuming that a state of equilibrium exists between induced 

turbulent energy and energy dissipation. 

E = e (5) 

Prom this condition, we derive (Abraham (2)) the following re- 

lationship between the Reynolds number and the scales of tur- 

bulence : 

g :: Re"
3/4 (6) 

£ :: Re"1/2 (7) 

where the Reynolds number is defined as follows: 

~   uL Re = ~ 
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Equation 6 and 7 lead to the following conclusion: 

With decreasing Reynolds numbers the size Of the eddies which 

are dissipated by viscosity (Kolmogoroff scale, Eq. 6) in- 

creases. The size of eddies of which only a small fraction is 

dissipated by viscosity (Taylor scale, Eq. 7) increases also 

with decreasing Reynolds numbers. 

These theoretical arguments lead to the statement, that - a 

short time before and a short time after slack tide, when the 

horizontal diffusion coefficient Dz increases, the turbulence 

spectrum of the flow contains mainly large eddies. 

Therefore the next step of research was to investigate the 

behavior of the turbulence spectrum during the tidal cycle 

- in both models. 

Figure 3 shows in the upper diagram the characteristic current 

velocity as a function of the tidal process and the turbulence 

spectra at the marked points of time in the upper diagram. 

The full-line represents the results of the undistorted model, 

scaled 1:50, and the dotted line represents the results of 

the distorted model, scaled 1:100/1:300. 

The ordinate indicates the velocity fluctuation. 

Diagram A points out, that a short time after low water slack 

the turbulence is not fully developed - in both models. The 

frequency is smaller than two Hertz, that means only large 

eddies exist. 

At time B the turbulence spectrum in the near-field model is 

more developed. 

That means the turbulence spectrum contains also small eddies. 

The predominant eddy size is indicated by the maximum of the 
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curve. The dotted line shows that - at the same tidal point - 

in the distorted model the turbulence is not well developed. 

Only a small fraction of small eddies represented by the 

higher frequency exists. 

At C the turbulence is fully developed. In both models the 

spectrum has nearly the same shape. In comparison to B the 

fraction of large eddies decreases; but the fraction of small 

eddies increases. The total of turbulence intensity - with 

other words the integral of the curve - becomes a maximum. 

At D the turbulence intensity decreases. Mainly the small 

eddies are filtered out by viscosity effects - or with other 

words the range of higher frequencies is dissipated. The range 

of low frequencies has not changed importantly. 

At E and F the intensity of turbulence decreases more and 

more. One can observe that the smaller eddies, that means 

the range of the higher frequencies of the spectrum, in this 

case from four to two Hertz, are filtered out. With other 

words the size of the existing eddies becomes more and more 

uniform. 

At G that means at slack tide there is no turbulence in the 

far-field model (1:100/300). In the near-field model only a 

very small fraction with low intensity of turbulence exists. 

At H the development of the turbulence has started again. But 

at this time only a small intensity of turbulence exists. Only 

large eddies - indicated by low frequencies - are generated. 

At I one can confirm a further development of the turbulence 

spectrum. The spectrum contains mainly large eddies with fre- 

quencies to about two Hertz. 
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At K a fully developed turbulence sprectrum exists. In com- 

parison to G, H, I one can confirm that at first the larger 

eddies are generated and with increasing intensity more and 

more smaller eddies are produced until the turbulence is fully 

developed - as shown in diagram K. 

CONCLUSION 
The statement, that the maximum of the horizontal diffusion 

coefficient Dz a short time before and a short time after 

slack tide is caused by the effects of turbulence - that means 

the turbulence spectrum becomes more and more uniform con- 

taining only large eddies - seems to be verified by the inves- 

tigations in both models. 

As well known the turbulence is of a statistically manner. 

Thereforethe transportation proces is also a statistically 

process - and one can imagine, that the efficiency of the 

transport process is also influenced by the rate of uniformity 

of the eddy size. 

And in regard to the mentioned behavior of the horizontal 

diffusion coefficient, it seems that the increase of the eddy 

size and the uniformity of the eddies after my opinion cause 

this phenomen. But to get sure information about this effect 

and about the magnitudeof this effect for prototype conditions 

field investigations about the variation of the turbulence 

spectrum during the whole tidal cycly will be done as soon as 

possible. 
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CHAPTER 178 

DYNAMICS OF A LONGITUDINALLY STRATIFIED ESTUARY 

by 

Jorg Imberger 

1.  Introduction. 

A partially stratified estuary is defined as one which 
possesses a quite definite longitudinal salinity gradient from 
the mouth to the head of the estuary, but only a very weak 
vertical or transverse salinity structure.  For an estuary to 
exhibit such characteristics it must possess a source of fresh water 
near the head of the estuary, sufficient vertical mixing to overcome 
the potential energy associated with such a fresh water inflow and 
be very much longer than its width to reduce transverse variations. 

If the estuary is very shallow (a few meters) then wind 
generated turbulence is often sufficient to eliminate most or all 
the vertical structure.  Deeper, or very sheltered, estuaries require 
additional strong tidal shears to break up the vertical density 
gradients.  However, in both cases the mixing is usually not 
sufficient to completely homogenize the estuary longitudinally and 
it is found that these estuaries display a near linear salinity 
gradient along the principle axis of the estuary throughout most 
of the spring and summer months. 

Such a density gradient drives a gravitational circulation 
within the estuary which leads to a net transport of salt from the 
sea mouth to the head of the estuary.  Two dimensional theories 
(see for instance Rat tray and Mitsuda (1974)) have been established, 
but In general these greatly underestimate the longitudinal transport 
found in such estuaries and three dimensional circulation effects 
must be considered. 

Fischer (1972) was the first to recognise this fact and he 
carried out a first order analysis which pointed to a greatly 
increased longitudinal dispersion.  However, Fischer (1972) carried 
out his analysis only to first order, not explaining how the transverse 
pressure field, set up by the first order velocity field convecting 
the longitudinal density gradient, is balanced.  It is the purpose 
of this paper to give a rigorous foundation to Fischer's (1972) 
hypothesis that it is the transverse variations in velocity which 
yield the greatest contribution to any longitudinal transport of 
the density or any passive pollutant.  Furthermore, the presented 
theory is applied to a local Western Australian estuary which is 
ideally suited for such a comparison complying strictly to the 
assumptions of the theory. 

In order to facilitate the theoretical work the experimental 
apparatus described in Imberger (1974) was modified and used to 
visualize the flow.  An insulated, completely enclosed perspex 
tank possessing a triangular section and containing water was heated 

*Senior Lecturer, Departments of Mathematics and Mechanical Engineering, 
University of Western Australia, Nedlands, 6009, W.A. 
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at one end and cooled at the other.  The dimensions of the tank 
were 2.58 meters long, 0.45 meters wide and 0.05 meters deep 
at one side and of zero depth at the other.  The flow was 
visualized by the thymol blue technique and the temperature was 
measured with small thermistora. 

The motion was in general difficult to quantify because 
of its three dimensional nature.  However, two features were 
common to all the motions observed.  Firstly, in the central 
sections of the tank, away from the end walls, the motion was 
confined to vertical planes, parallel to the longitudinal 
axis.  The warm fluid at the top flowed towards the cold end 
and the colder undercurrent flowed towards the warmer end wail. 
In the shallow sections the net flow was towards the cold end 
wall, while in the deeper  parts the net flow was towards the 
warmer end wall.  Secondly, the temperature structure was 
approximately independent of the transverse coordinate and dependent 
only on the distance along the longitudinal axis and the depth below 
the upper surface. 

Hence, the experiments indicated that the dominant force 
balance of such a flow is 

• 0, where 

the longitudinal velocity,  p  is the density,  p_ is a reference 
density, e   is the vertical mixing coefficient  for vorticity, 
g  is the acceleration due to gravity and x and z  are the 
horizontal and vertical coordinates.  This balance yields a scale 
for the velocity u  in terms of the longitudinal density gradient 

-r~ and a non-dimensionalizing of the full flow equations, based on 
this force balance, is shown in section 2 to admit a consistent 
perturbation solution very similar to that described by Cormack, 
Leal and Imberger (1974). 

2.  Gravitational circulation in a triangular shaped basin 

Consider half of an idealized estuary as shown in figure  1, 
filled with water which is kept in motion by a longitudinally applied 
buoyancy flux.  The basin is assumed to possess a cover in contact 
with the water.  This is not an essential assumption and a non 
conducting free surface could be treated just as easily.  The result 
with regard to the final mass transport is quite insensitive to this 
boundary condition, yet the pressure field is simplified reducing the 
algebra somewhat.  All sides and top surfaces are considered to be 
non-conducting and the emphasis will be on investigating the flow 
in the central sections of the basin where the flow is essentially 
in the vertical plane.  The end regions where the flow is turned 
are neglected. 

From the experiments described in the introduction the following 
scales are apparent; 



3110 COASTAL ENGINEERING-1976 

P - P0 
Density; —    = 0(Ap), 

°Q 

Horizontal length: x = 0(L) 

Transverse length: y - 0(B) 

Vertical length: z = 0(H) 

Horizontal velocity: u = 0\ 

Transverse velocity: v = 0 

YGr Ez 
\  L 

B Gr e 

L2 

/H Gr E2 Vertical velocity:  w = 0(  ;— 

where Ap is the applied density variation,  Gr is the effective 

3  2 Grasshoff number gApH /e  , e  the vertical vorticity diffusion 

coefficient assumed to be constant and  g is the acceleration due 
to gravity, 

i 

This suggests introducing the non-dimensional variables: 

Gr  e     ' 
Z 

v         B  Gr  e 
z 

;       y* 

H Gr  e 
z 

'   v           2 
E
zPoGr 

i 

P-PO 

" VP~: 

L2 
L2 

- X 
B 

H2 

*       z 
; z* = 5 

Interest here centres on very shallow, long estuaries with aspect 
ratios 

Al = f '  A2 = I and A3 = I 
all being very small. However, for a perturbation scheme to be 
applicable, these must be ordered. The most realistic limit is 
obtained by setting 

2 
A_ = A,   A = aA  and A, • aA where 

2 
a is the ratio B /LH as H + 0, L + ».  The Bousinesque approximation 
to the full equations of motion for the mean components of the velocity 
may thus be written: 
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a A Gr(uu + vu + wu ) = -p + Xa u  + XA u  + u  , (1) 
x    y   '  z     x      xx     yy   zz 

a  A Gr(uv + vv + wv ) = -p. +aXAv  + a XA v  + a A v  .   (2) 
x    y    z     y       xx       yy      zz 

a A Gr (uw +vw -f ww ) = -p + 0 + a W w  + aX A w  + a A w , (3) 
x    y    z     z xx       yy      zz' 

a2A4GrPr(u6 + v6 + w6 ) = Xa2A4Q  + X2A20  + 8 (4) 
x    y    z xx       yy   zz v ' 

u + w + w •= 0 , (5) 
x   y   z    ' 

E     e e 
where X = —^ = —  ,  Pr = — and all asterisks have been dropped. 

The scaling has captured the dominant physical, processes and 
an appropriate solution may be sought in the form, 

<Kx ; A) = <j> + A2 <(,„ + A4 <f>, + ... , (6) 
0      z      <• 

where $ represents the variables u, v, w and  p. 

Substituting this expansion into the above and expanding terms 
leads to: 

(7) 

(8) 

(9) 

e = o , (10) 
°zz 

u  + v  + w  = 0 , (11) 

0(A2) .   p  - u        = Xu (12) 
2x    2zz °yy 

2 
p = a  v  , 
2y "zz 

p  - 9       = 0 , 

e = -xe 
2zz "yy 

u  + v  + w  = 0 , 

0 
0(A): P 

°x 
u 

°zz 
= o , 

P 
°y 

= o , 

p e. 
0 

= o , 
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2 2 
OCA1*): p       - u -  -Gra   (u u      +vu      +wu     )  + Xa u '(17) 

kx tzz 0   0X 0   0y 0   0Z 0XX 

+    Xu 
2 

2 2 
p >=  Xa v + a v , (18) 

4y °yy 2zz 

2 
p       -     6       = a w , (19) 

"z " °zz 
2 ? 

8 = a PrGr(u  9       +v6       + w 6     )   -  Xa  8 
"zz 0   0X 0   0y 0   0Z 0XX 

- xe       , (20) 
yy 

u     + v     + w     = 0   . (21) 
<•„ 1v *, 

The solution to the problem may now be carried out in stages. 
Consider the zeroth order problem. 

Equation (10) implies 

8 = f (x,y) z + f (x,y) , 
0   J 0 

but at z = 0, 8  ~ 0 which requires that  f  =0. 
°z 1 

Also equation (9) together with equation (8) prohibit  f.  to be 
a function of y.  Hence 0 

f  - f (x), (22) 
0     0 

where  f  must be determined from higher order equations and the 
0 

end boundary conditions. 

Eliminating the pressure from equations (9) and (7) yields 

u    = f  , (23) 
0„, 0V 

which allows u  to be determined 
0 

u3 f ->   3       *   2 \       $"„   (    2 
u(y,z)=^-f     (2^+3z    +£) 0  /  z_ 

0 U    °xV   h3      h2        h/        h     \h2      h/ 
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where h is the local depth   equal to -y and U  Is the 
net volume flux towards the lighter end of the basin.  This may be 
determined from equations (8) and (7) which require 

u     =0. (25) 
"zzy 

The total net flux over the triangular section shall be assumed to 
be zero, thus substituting equation (24) into equation (25) leads to 

Vy)= 3o "fey3 (1 + f^ (26) 

Equation (15) and the no flux boundary at  z - 0 require that 

6 - f (x,y), (27) 
2    2 

where  f (x,y)  must still be determined. 
2 

Integrating equation (20) from - h to zero with respect to z 
yields 

-9  (z = -h) = a2PrGrf U  - 2a2f  h - X0  h, (28) 
"*z °x °x      °xx     2yy 

which is only possible if 

f  = kx ,  where k is a 
0 

constant - determined by the flow in the end regions.  For the two 
dimensional analogue Cormack, Leal and Imberger(1974)solved the 
end regions to show that  k could itself be expanded in a power 
series of A.  Here k will be taken as experimental data since the three 
dimensional motion in end regions where the flow turns is far too 
complex to solve in closed form. 

The heat flux  0  (z = -h)  is strictly non-zero since 

Phillips (19 70) type boundary layer always exist 
at a sloping wall in a stratified fluid.  However, the heat flux 
necessary to drive such a layer at small angles is very small, 
certainly not an appreciable proportion of the flux convected by U 
and  0   may thus in the first instance be set to zero at        " 

"z 
z = -h.  If desired a wall boundary layer could be added with 
small modifications resulting to the main flow. 

Setting 8  (y = -1) = 0 and  0 (y = - T) = 0 completely 
2y 2      5 

determines the second order temperature field. 
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2 2 
e
2
(y)~-BvMJ>r~     Oy5 + *.yA + y + 0.1M6)  • (29) 

Eliminating the pressure from equations(13) and (14) and 
substituting equation (29) into the resulting equation yields, 

,   ,    PrGr k2 , / , 4  3 , 1  . ,, 3  .,2  .   2,     .,„. 
v (y, z) = Y~  (i + K y +

M'(2Z  - 3z y + zy )     (30) 
288a 0 " ' '      -.oo..2    4  15 >   60 

Equation (11) allows a strcamfunction  ip   (x,y)  to be defined such 
that ° 

v = ty and w = - ip 
0   °Z °y 

From equation (30) \\>       may thus be determined 
0 

i i       ^  PrGr k2  2,    .2, y4 , 4  3 , 1  . «n 

*0(y'Z)S"T^r^Z (y _Z) (4 +15y + 60>" (31) 
5/0 a 

The flow represented by equation (31) is depicted in figure  2 
and it consists of two opposing eddies. 

Eliminating the pressure from equations (12) and (14) and 
substituting for u  allows  u  to be determined. 

0 2 

k    3    2     2   6U2(x>y)   2 
u (x,z,y) = -^r (2z - 3z y + 2y ) +  ^  (z  - zy)       (32) 

y" 

and U  may be determined from equations (12) and (13): 

.3     , 

Vy)   "     72" (y + 5 } ' (33) 

Finally, substituting u , 8 and 6 into equation (20) allows 
0   0    2 

the determination of the 4th order temperature field: 

2„  „    , 2 5 4 32 5 2 
„   .       .        a PrGr  k       ,,z zy.zy y     s   ,   z 
VZ>y)   -  24—    {(5 2    +    3       -60)  + 2- 

(y + j )(z  - y)2}   , (34) 

where the integration constant has been chosen so that 
8 = 0, z = hy  and y = - A . 

** 5 

The quantities, so far determined allow the mass transfer to be 
computed correct to OCA^). Higher order terms may however easily 
be derived. 
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Longitudinal mass transfer 

The convective mass transfer in the  x  direction is given by 

0 ° IlBCre Ap   ° ° 
q  =      o u dz dy =   |  |  6*u*dz*dy* 

-B -h -1 y 

0 0 
HBGre Ap 

{(0*u* )A2 +(0*u* + 0*U*)A''} dz*dy*      (35) 
J  J    2 0       4 0    2 2 
-i y 

Substituting from section 2 for 8 , u , 0 , u and  0  and carrying 
0   0   2   2      it 

out the integration yields 

q = - HBD k3 , (36) 

where 

D =     _^_        ". ZL   HJ-^~    {1.286  x  10"'   + 6.81  x  1CTJA"X +  }. 
K Ap   2„ 2  2,2 ., r„ 
» v       a  Pr Gr A  ,, .„, „ ..-7 , , „. „ ,,,-5.2, 

So far the flow has been considered steady, but since there is 
a net flux from the estuary mouth to the head of the estuary the 
salinity will build up there.  In line with Taylor's (1954) argument 
it will be assumed that the time scale of this change is large 
compared to the flow establishment time.  Furthermore, if it 
is also assumed (again following Taylor(1954) that the gradients 
of  f (x)   are small enough   for the above theory to hold, at least, 

0  x 

locally, then a mass balance, averaged across any cross-section 
yields the relationship 

(37) 
dx     2  It 

Substituting equation (36) into (37) yields an equation 
for 0 (x) 

0 

39       ,d9 x2 d?0 __ __ ^       J , (38) 
dx 

which may be viewed to the equivalent to Taylor's (1954) mean 
diffusion equation, the only difference being that the tracer 
here is the salinity itself which also drives the motion.  The 
exact anology for the two dimensional flow is discussed in more 
detail in Imberger (1974). 
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The exact solution of equation (38) is difficult to obtain 
for a bounded domain 0 <  x < I,.  For comparison with experimental 
work it is sufficient to note that equation (38) admits a self 
similar valid in the unbounded domain 

(39) 

2 
x 

yielding a time scale for salinity adjustments at the end of an 
enclosed estuary of the order of 

T-  U.3*107^4V,   ' • (40> 

K Pr Gr A 

4.  Application to the Harvey Estuary 

The Harvey estuary situated about 80 km south of Perth is a 
long, shallow coastal lagoon, behind and parallel with the late 
Pleistocene dunes. Fig.  3 shows the general bathymetry of the 
basin and indicates the suitability of the Harvey for testing the 
above theory.  The principle axis of the basis is oriented along 
the direction of the major wind system which blew consistently from 
the south with a mean velocity of between 6 and 10 km/hr for most 
of the study period. 

The measurements were initiated in July   1974 when the fresh 
water inflow for the season was at its maximum.     The stations 
at which the salinity and temperature were measured are indicated 
on fig. 3  and the actual values recorded are listed in table 1. 
All measurements were recorded from a small dinghy with a standard 
induction salinometer. 

Figure 4 shows the average salinity plotted against distance 
from station 140 for the period July to April.  The fresh water 
inflow had ceased almost completely by October 1974.  Table 2 shows 

that the variations with depth are indeed small past station 150 
consistent with the assumption of a well stirred lagoon.  Table 2 
lists the comparison of the experimental findings with those 
predicted from the above theory.  All the assumed values of constants 
are shown and it is seen that the response time for salinity 
variations at the southern extreme (station 180 and 190) due to 
applied changes at Station 140 are predicted quite well.  Careful 
probing of the deepest depressions along the central trough showed 
evidence of pools of saltier water (usually 1 or 2  /oo higher) 
of about 5 to 10 cm thickness underlying the well mixed water above. 
This indicates that the 1.5 meter depth is on the limit of wind mixing 
and salt replenishment by salt wedge underflow does take place on the 
more calm days.  It was very difficult co estimate the magnitude 
of the contribution to the salt transport by this later mechanism 
as little is known about the entrainment across a density interface 
under surface waves.  However, the lateral extent was no more than 
300 meters i.e. 1/10 of the width.  Assuming a fully active layer 
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^ -1 
of thickness  h = 5 cm with a velocity  (Ap gh )2  = 0.02 m sec  and 

0 0 

a salinity gradient  Ap/ L = 5.5 * 10   leads to a flux 

of  0(h b u9 ) =8.75 x 10  compared to 1.9 x 10~ m sec"  for 
0 0 x 

the slow circulation mechanism. 
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Station 
Distance km 

140 
0.00 

150 
3.35 

152 
.4.90 

160 
11.05 

180 
14.20 

190 
17.80 

Date Depth 
Temp  Sal 

C   /oo 

Temp Sal 

C  /co 

Temp  Sal 
o„  o, C   /oo 

Temp  Sal 

C   /oo 

Temp  Sal 
o„  o , 
C   /oo 

Temp  Sal 
o„  o . C   /oo 

10th 
July 
1974 

0.0 13.7  7.0 13.2  5.0 15.0 1.3 

Aver- 
age 

13.7  7.0 13.2  5.0 15.0  1.3 

13th 
Oct 
197/. 

0.00 

1.00 

1.50 

18.5  13.4 

18.4  14.0 

18.2  15.0 

17.6 11.6 

17.6 11.6 

16.9 13.6 

17.9  8.9 

17.9  8.9 

17.9  8.9 

17.8  7.7 

17.8  7.6 

17.8  7.7 

17.8  7.7 

Aver- 
age 

18.36 14.13 17.3 12.2 17.9  8.9 17.8   7.6 4.8 

13th 
Nov 
1974 

0.00 

0.50 

1.00 

1.50 

22.5  17.0 

22.5  17.0 

22.0  17.2 

21.7  17.6 

21.2 13.6 

20.0 13.5 

19.5 13.6 

19.2 14.2 

21.2  13.0 

20.6  12.8 

19.6  13.02 

19.6  14.5 

22.4 12.4 

21.2  12.4 

20.5 13.0 

20.5  13.0 

22.8 11.9 

22.2 17.2 

21.3 12.6 

20.6  12.6 

23.2  11.2 

21.8  17.2 

21.0  12.3 

20.6  12.4 

Aver- 
age 

22.1  17.2 19.9 13.7 20.2  13.3 21.15 12.7 21.7  13.5 21.6  12.2 

7th 
Jan 
1975 

0.00 

0.50 

1.00 

1.50 

31.6 22.5 30.5 

22.5 30.5 

22.5 30.5 

22.5 30.5 

21.3  26.3 

21.3  26.5 

21.3  26.5 

21.3  26.8 

21.0  26.5 

21.0  26.5 

21.0  26.5 

21.0  26.5 

21.1 26.2 

21.2 26.3 

21.2  26.3 

Aver- 
age 

31.6 22.5 30.5 21.3  26.5 21.0  26.5 21.1  26.2 

20th 
Jan 
1975 

0.00 

0.50 

1.00 

1.50 

27.0  31.3 

21.9 31.5 

21.3  32.0 

21.2  32.2 

21.8  30.3 

21.6  30.3 

21.2  30.4 

21.1  30.7 

21.7  29.6 

21.5  30.1 

21.4  30.5 

21.3  30.5 

23.0  29.3 

22.5  29.3 

22.4  29.3 

21.8  29.6 

Aver- 
age 

22.8  31.7 21.4  30.4 21.4  30.1 22.4  29.3 

23rd 
Apr 
1975 

0.0 18.0 38.1 18.0 37.6 21.0 36.9 

Aver- 
age 

18.0 38.1 18.0 37.6 21.0 36.9 



Pr = 1 5 
Gr = 3. 7   x   10 

T = 34 days 
T = 1- •2 month! 

LONGITUDINAL STRATIFICATION 3119 

Assumed constants 

Length L =18 km 
Depth  H = 1.5 m 
Half width B = 1.5 km __ 
Aspect ratio A = 8.3 x 10 

-3 
Aspect ratio A„ = 10 

-2 
Aspect ratio A  = 8.3 x 10 

Ratio       a  = 83 _, 
Applied density difference Ap/p„ = 10 . „   . 
"Vertical vorticity exchance coefficient  e  = 10 m sec 

z 
Ratio of horizontal to vertical exchange 

coefficient X = 80 
Turbulent Prandtl number 
Turbulent Grasshoff number 
Predicted time response 
Observed time response 
(from fig. 5.2) 
Predicted magnitude of 

/     o O Q   A <"*\ 

vertical salinity variations 0 ja PrGrk x 10  —\k 

= 2.5 x 10"5 °/oo 

Predicted magnitude of , 2„ „  , 2  .    „ 
u  J   - i   -i • • „     • ...    _ /o PrGrk  Ap   2, -3\ horizontal salinity variation 0 ! —  — A 10  | 

V   x ) 
= 0.32 °/oo 

Predicted maximum net flow along principle „  _1 
axis  Q(y = -1) = 0.03m sec 

Note: The last three quantities were not measurable. 

Table 2. 
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INDIAN   OCEAN 

PEEL   INLET 

32°33'- 

32° 39- 

CONTOUR   INTERVAL   0.5 m. 

SCALE 
0 5 

32° 1.5- 

115° 39' 
 I  

115°/.5 
 I  
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40- 

MEAN   SALINITY 

30- 

20- 

10- 

140 150 152 160 180 190    STATION 

o 23-06-75 
A 20-01-75 
D 07-01-75 
O 13-11-74 
• 13-10-74 
A 10-01-74 



CHAPTER 179 

INTERFACIAL INSTABILITY IN STRATIFIED FLOW 

by 

Richard H. French* 

I. INTRODUCTION 
When heated water from a thermal power plant is discharged onto the 

free surface of an estuary or river, a density stratified flow consisting 
of superposed layers of hot and cold water is established. Such a flow is 
characterized by an initially stable interface at which there is zero 
velocity difference and a decaying density difference. Since it is known 
that after the density difference has decayed sufficiently the interface 
will be destroyed by turbulent eddies generated at the bottom boundary, it 
is pertinent to inquire if the point of interfacial stability can be easily 
located. It is the purpose of this paper to examine the question of inter- 
facial stability in the presence of boundary generated turbulence and in the 
absence of interfacial shear. 

Although the problem of interfacial stability has been previously in- 
vestigated, scant attention has been given to the case of a two layer flow 
without shear in the presence of boundary generated turbulence. Keulegan 
(1949) investigated a turbulent current of fresh water moving over a quiescent 
pool of saline water. He concluded that the stability of the interface could 
be adequately described by a single dimensionless parameter, the "Keulegan" 
number: 

where u is the mean velocity of the upper layer and since the lower layer was 
at rest, u is also the velocity difference across the interface, v the kinematic 
viscosity of the lower fluid, Apthe density difference across the interface, "p 
the density of the upper, flowing fluid, and g the local acceleration of gravity. 
Interfacial instability was defined as the point at which the rate of mixing 
suddenly increased; the critical value of id was found to be 180. 

Maxwell, et al (1975) studied arrested thermal wedges and arrested cold 
water intrusions. They concluded that for arrested thermal wedges an increase 
in bed roughness caused a corresponding increase in the interfacial friction 
factor; but in the case of arrested cold water intrusions changes in bed rough- 
ness had no affect on the interfacial friction factor. Although others have 
investigated the problem of interfacial instability; e.g., Sherenkov (1971) and 

*Assistant Professor, Hydraulic and Water Resources Engineering, Vanderbilt 
University, Nashville, Tennessee. 
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Plate and Friederick (1975), the results have not been conclusive. 

In the case of Keulegan's investigation, the critical value of K' 
should not be viewed as a constant; rather, it is a variable dependent not 
only on fluid viscosity but also on the turbulence present in the two fluids. 
Turner (1973, p. 118) has indicated that boundary generated turbulence may 
cause an interface to become wavy; a condition which leads to interfacial 
instability at values of Kl substantially lower than Keulegan's critical 
value. Plate and Friederick (1975) have noted that field data demonstrates 
that in some cases buoyant plumes from thermal power plants are not observed 
upstream of the outlets even though the densimetric Froude number for the 
flow is less than one. Destruction of the interface by boundary generated 
turbulence could account for these observations. 

The conclusions of Maxwell, et al (1975) verifies the conclusions of 
Turner (1973, p. 116-118) regarding the mechanisms of mixing in stratified 
flows. For an arrested thermal wedge, the mixing is controlled by turbulence 
generated at the bottom boundary, while in the case of an arrested cold water 
intrusion, the lower layer is stationary relative to the bottom and no turbulence 
is generated at the boundary. In the former case, boundary generated roughness 
is important while in the latter case it is unimportant. 

Although these previous investigations have aided in understanding the 
mechanisms of turbulence generation in layered, stratified flow, they have 
dealt with arrested wedges rather than the environmentally important case of 
discontinuous vertical density profiles and continuous vertical velocity pro- 
files. In this case, there is no shear at the interface, and interfacial 
stability is dependent on the stratification and the turbulence generated at 
the bottom boundary. In the particular case of a decaying density difference 
across the interface, an interface which is initially stable may at some point 
become unstable; and, presently, the literature offers no practical criterion 
for determining the point of instability. 

II. EXPERIMENTS 
The experiments for this research were performed in a glass flume 12.2 

meters long, 1.2 meters deep, and 0.4 meters wide at the Richmond Field Station 
of The University of California, Berkeley. The experimental apparatus is shown 
schematically in Figure 1. The upstream end of the flume was connected to a 
mixing chamber into which fresh and saline water were injected by diffuser pipes. 
At the downstream end, there was a vertical slotted weir. 

Saline water was injected at the entrance beneath the splitter plate by a 
15.2 cm. diffuser pipe which was connected to a constant head tank. This water, 
which originated in San Francisco Bay, was first pumped to a holding pond 
(capacity 378 cubic meters), and from the holding pond to the constant head tank. 
The maximum sustainable saline water flow rate was 0.028 m3/s. Fresh water, 
supplied by a 10.0 cm. city water main to the fresh water constant head tank, 
was injected above the splitter plate by a diffuser identical to the one used 
for the saline water. The maximum sustainable fresh water flow rate was 0.071 m3/s. 
Within the mixing chamber directional vanes and fine mesh screening were used to 
damp initial turbulence. Additionally, the walls of the chamber and contracting 
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section were brought to glass like smoothness by repeated applications of 
epoxy paint. 

Once a steady flow was established, the fresh water layer was dyed at the 
flume entrance to identify the position of the interface. At Station 30, ten 
meters downstream of the flume entrance, a visual determination of interfacial 
stability was made, and the results were documented by photographing the inter- 
face. The photographs were taken with a Hasselblad 500 EL camera using a Zeiss 
Distagon wide angle lens (f = 50 mm.). In addition, vertical salinity and 
velocity data were gathered at Station 30, and the water surface slope was 
determined. 

Velocities were measured by a pitot-static tube connected to a PACE P7D 
differential pressure transducer, and the amplified signal of the transducer 
was recorded on a strip chart for later analysis. A vacuum system attached to 
the pitot-static tube was used to collect water samples, and the conductivities 
of these water samples were determined with a Beckman RC-19 conductivity bridge. 
The conductivities were converted to salinities by interpolation in a table re- 
lating temperature and conductivity to salinity, Tiphane (1962); the salinities 
were converted to densities by the empirical formulas of Eckart (1958). 

The bottom boundary shear velocity, u*, which was considered a direct 
measure of the turbulence generated at the bottom boundary, was computed by 

u* = v'gKsi (2) 

where R is the hydraulic radius and Sf the slope of the energy grade line. 
Since the bottom of the flume was horizontal, Sf was taken as the slope of the 
free surface. Although the sides of the flume were glass, the bottom was 
roughened by placing angular stones, approximately 2.5 x 1.2 x 1.2 cm, by hand 
in a single layer of uniform surface height. The value of uft calculated by 
Equation (2) was adjusted by the method of Vanoni and Brooks (1957) to account 
for the fact that the boundary roughness was not uniform; i.e., while the bottom 
boundary was hydraulically rough, the side walls were hydraulically smooth. 

A wide range of depths and salinities were used; the input salinity was 
limited to a maximum of 20 /oo, because the source of the saline water was San 
Francisco Bay which never became more saline. The minimum salinity was 2 /oo 
because at lower salinities the mixing was so strong that the flow quickly be- 
came homogeneous. 

III. EXPERIMENTAL RESULTS 
Before describing the experimental results, three terms must be defined in 

the context of this research. 

Stable Interface (Figure 2): A density interface between two homogeneous 
fluids of different densities across which little or no mixing takes place. 
In Figure 2, the interface is seen as a sharp line crossed by no noticeable 
eddies. In this situation, the interface will remain sharp, and the flow 
will remain layered. 
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Unstable Interface (Figure 3): This term specifies a density interface 
across which there is active mixing. In Figure 3, there are large, 
violent eddies crossing the interface in both directions; and after a 
finite period of time, the sharp interface will be destroyed and a con- 
tinuous system of stratification established. 

Transition Interface (Figure 4): This term specifies the case where 
the interface can be considered neither stable nor unstable. In Figure 4, 
although there are eddies crossing the interface, they are neither as 
large nor as violent as those in Figure 3; and it is not clear that the 
turbulence is of sufficient magnitude to completely destroy the interface. 

It was assumed that in a stratified, two layer flow where the turbulence 
was primarily generated_at the bottom boundary the stability of the interface 
was a function of (u*, u, D, g -^£, v) where u* is the corrected bottom boundary 

_ P 
shear velocity, u the average velocity of the flow, D the total depth of flow, _ 
g the acceleration of gravity,-£• the maximum change in density across the flow,p 

the average density of the flow, and v the kinematic viscosity of the flow. From 
this array of variables, the Buckingham TT - theorem states that three dimension- 
less groups can be formed: 

g & D (3) 

Ro 

Ku 

u* 

vgM 
(4) 

and u* 
— (5) 
u 

R is the ratio of the fractional change in buoyancy across the flow and 
the depth of flow to the turbulent energy generated at the bottom boundary. As 
defined by Equation (4), the Keulegan number, K , is the inverse product of a 

UTJ ^   u^ 
Reynolds number, IR = —, and a densimetric Froude number, B?D = —^-—; i.e., 

Ku = 5~i^ W 
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The experimental data are tabulated in Table 1. It should be noted that 
in most cases the friction factor associated with the bottom, £ , was sub- 
stantially larger than the friction factor associated with the glass walls, 
f . It is also noted that £. varied over a wide range of values, apparently 
as a function of the Reynolds number; however, the correlation between f, and 
IR is very low. Thus, it is hypothesized that the variation in f, must be 
either due to random experimental error or the effects of the stratification. 

Interfacial stability is plotted in Figure 5 as a function of R and K . 
In this figure, the "line" delineating the zone of unstable interfaces from 
the zone of stable interfaces -- the line is the zone of transition interfaces -- 
is well-defined and slopes downward from left to right. In addition, three 
points extracted from field data gathered by Motz and Benedict (1971) downstream 
from the Widows Creek (Alabama) Steam Plant are plotted. The first point is 
near the point where the thermal plume enters the Tennessee River, and the third 
point is approximately one mile downstream. Point one clearly represents either 
a stable or transitional interface and at point three sufficient heat has been 
lost that the interface is unstable. 

Figure 6 demonstrates the dependence of the results on the parameter u^ ; 
i.e., the data plotted in Figure 5 consists of a family of curves with a - 
separate curve for each value of u^ . In Figure 6, small values of u^ are 

u 

u_ 
seen to correspond to relatively large values of K , and large values of u* 
correspond to small values of if. Thus, the zone of transition inter- — 
faces is a band intersecting the u^ curves. 

IV. CONCLUSION 
When the bottom boundary is the primary source of turbulence, Figure 5 

demonstrates that it is possible to classify the stability of density inter- 
faces between homogeneous fluids on the basis of two dimensionless parameters, 
R and K . This system includes the densimetric Froude number, which has pre- 
viously Been the sole criteria of interfacial instability, and a term which 
accounts for the generation of turbulence at the bottom boundary. Field veri- 
fication of the results presented here is presently being sought, and it is 
hoped that once this is accomplished these results will be of use in analyzing 
the effects of non-conservative stratifying agents discharged into the environment. 
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CHAPTER 180 

NUMERICAL MODELING OF DISPERSION IN STRATIFIED WATERS 

by 

George C. Chrlstodoulou 
2 

Jerome J. Connor 

ABSTRACT 

A numerical model is developed for the quantitative description of the 

dispersion process in a two-layer system which represents an approximation for 

a natural coastal water body during the summer season when a distinct thermo- 

cline usually exists. The formulation is based on the convection-diffusion 

equation, vertically integrated between the layer boundaries. Layer vel- 

ocities and thicknesses are assumed to be obtained from a separate hydrodynamic 

model. The quantification of the physical processes of entrainment and mixing 

through the density interface as well as the horizontal dispersion mechanisms 

is discussed. 

The finite element method is chosen for numerical implementation because 

of its flexibility in grid layout and easier handling of spatial and temporal 

variability.  Triangular elements with linear interpolation functions are used 

for the spatial discretization, while a simple implicit iterative scheme based 

on the trapezoidal rule is employed for time integration. The method is shown to 

be unconditionally stable, for an arbitrary grid and both one- and two-layer 

problems, when there is no iteration and the parameters are constant. General 

convergence criteria required by the iteration procedure are developed and 

expressed in terms of the basic parameters of the problem and are subsequently 

confirmed by numerical experiments. Verification of the model is performed by 

comparison with analytical solutions derived for counterflow conditions. Finally 

the model is  applied to a particle dispersion experiment carried out 

recently in the Massachusetts Bay and comparisons with field data are presented. 

Research Assistant, Ralph M. Parsons Laboratory for Water Resources and 
Hydrodynamics, M.I.T., Cambridge, Mass., U.S.A. 
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INTRODUCTION 

Coastal dispersion problems have received considerable attention in recent 

years, due to the rapid growth in the development of the coastal zone and the 

increasing concern for the impact on the coastal environment. Mathematical 

models of the hydrodynamic processes involved have been developed in the past 

based on the assumption that flow parameters and concentrations are approximately 

uniform over the water column, resulting in a depth-averaged treatment of the 

problem. This approach is justified to some extent by the characteristic shallow- 

ness of coastal water bodies, as compared to their horizontal dimensions. However, 

the assumption of uniformity is no longer valid during the summer season, when a 

significant stratification usually exists. 

The presence of a strong thermocline suggests the idealization of the flow 

field as a two-layer system.  This is the simplest stratified case and it is 

felt that it has to be studied prior to proceeding to a multilayer approach, for 

understanding the fundamental physical behavior of dispersion in a layered system. 

Multilayer or quasl-three dimensional models of the transport of constituents are 

presently being incorporated into large multipurpose computer codes [1, 8, 9] 

utilizing finite difference techniques.  Such models will require difficult and 

costly verification studies and extensive field data (especially boundary 

conditions) for their proper application to a given area. A simpler two-layer 

model needs less "tuning" and is much more economical, while still providing a 

good approximation to the actual conditions when a distinct thermocline exists. 

In this paper, problems associated with properly describing the dispersion 

of matter in a two-layer system are investigated. First, the mathematical 

formulation is presented and the modeling of the physical processes involved is 

discussed.  Then, the details of the finite element method are examined and, 

in particular, its stability requirements in this class of problems are established. 

Lastly, the applicability of the numerical model to real world problems is 

addressed. 

MATHEMATICAL FORMULATION 

The present model is intended to describe the dispersion of an arbitrary 

constituent, possessing vertical mobility, in a two-layer coastal water body of 

variable bottom topography and boundary geometry.  The velocity field in both 

layers as well as the layer thicknesses will be assumed known, presumably 
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obtainable through a separate hydrodynamic model.  By uncoupling the hydrodynamic 

and dispersion models, the same flow pattern can be used to investigate very 

economically the spreading of several different substances and to experiment with 

different source locations, loading strategies, parameter values, etc. However, 

this can only be done provided that the constituent of interest does not affect 

significantly the flow field or the density structure. 

The mass balance of a constituent is expressed by the 3-D convection- 

diffusion equation: 

3 
3t (uC+qx)_ 97(vc+qy)_ 3i-((w"ws

)c+(lz
) + P (1) 

where 

u, v, w are the water velocities in the x,y,z directions 

w is the particle settling velocity, positive downward 

q ,q ,q are diffusive fluxes in the x»y,z directions 

p represents generation or decay of the constituent 

Integrating between the layer boundaries (Figure 1) and using Leibnitz's rule, 

one obtains for the top layer 

rT1 3     fn 3     fn fn 

cdz= - 7cr  I        (uc+q  )dz - •»— (vc+q   )  + pdz M 3t J_h w 3x 

,D1 
Dh, 

+[c(~ - »hr8)-qB]n + tc(— •»*-»8)-q1]_hi 

-F 1 1 «-i 

?•-«, 

-K 

Figure 1:  The Two-Layer Idealization 

The terms in brackets represent fluxes through the free surface and 

interface, respectively. The kinematic condition at the surface requires 
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However, the interface, defined as the position of steepest density gradient, 

is not necessarily a material surface. We may write in general 
Dh- 

[W + -^-hx 
= We 

and refer to the relative velocity, w , of the water particles with respect 

to the layer boundary as "entrainment" velocity.  This is considered positive 

when directed upward, indicating net water motion from the bottom to the top 

layer. The other component, q , of the interfacial transport is a diffusive 

flux and can be expressed in terms of the difference in concentration between 

the layers. Approximating the concentration at the interface as the average 

value of the two layers, the overall transfer is expressed as: 
c 4-c 

Q21 = (we-ws)c-hl 
_ql = (we_Ws) "V^ +  "'^l1 (2) 

In large water bodies, the erosion of the quiescent lower layer by the upper 

layer, moving under the influence of wind or other driving mechanism, is 

explained by the one-way transport of water toward the turbulent layer. 

In coastal areas, both layers are quite turbulent and possess velocities of the 

same order of magnitude, hence water exchange both ways through the interface 

should be anticipated. Denoting the respective volumetric rates per unit area 

by m21 and m  (Figure 2), the net transfer of material is: 

Q21 = m21C2 _ mi2Cl (3) 

By comparing Equations (2) and (3) it is evident that 

We = m21 - ml2 (4a) 

a = (m21+m12)/2 (4b) 

Several experimental and theoretical investigations in 1-D two-layer 

systems have been carried out in the past mostly with one layer quiescent, 

as reviewed in [3, 15, H], The one-way rate of transport, usually measured by 

the thickening of the moving layer, has been expressed with different velocity 

and length scales so that at first only a qualitative agreement between them is 

evident. Upon careful examination, however, it may be seen [5] that a rather 

general expression in terms of the mean flow characteristics can be given, 

as follows: 

_ 10"3U. 
mji " "IT— 1,J = 1.2 (5) 
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where the overall Richardson number for a 2-D flow is defined as 

Rl 
s P 

° (\ - Y 
where H is the average layer thickness, i.e., half the depth. 

Figure 2:  Schematization of Interfacial Transport 

We introduce now the following notation 

cdz = c-H 

u - u+u", v - v+v", c = c+c" 

where the overbar denotes layer average value and the double prime spatial 

deviation from that average- Then, Equation 2 takes the form 

3C, 

3T+ l^iV+ !F<VI> = -k\-h\ + pi (6) 

where P.. includes source,decay and interfacial flux terms, and the total 

dispersive fluxes Q , Q  are approximated as follows: 
xl  yl 3c       9c 

"+q )dz - H. (E   —i + E   •—) 
x     1 xx„ 8x    xy. 3y ' 

"1 X 

Q -- <uV 
1    J-ni 

fn S'cl 3E1 
Q  -    . (v"c"+q )dz = H.(E   —• +  E   —A 
yl    J"hl      y yXl  8x   yyl 8y 

(7a) 

(7b) 

The dispersion coefficients 

„d E =[ ] + e 
E   -E 
xx   xy 

-  E    Eyy •   - yx   JJ 

comprise a second order tensor consisting of a shear-dispersion part and an eddy 

diffusivity part. The analogy of the effective horizontal spreading due to 

nonuniformity of the velocity profile to the turbulent diffusion process has 
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been shown initially by G.I. Taylor [14] for flow through a pipe and later 

by Elder [7] for flow in an open channel. By extending their arguments to the 

case where both u and v velocity components are present, one may prove the 

validity of Eqs.(7a, b) with shear dispersion coefficients given by [5] : 

4 -iff [f u"d?i2dz (8a) 
J
0     X     Jo 

Eyy " I f f [  f V"d?]2d2 (8b) 
•" 'o     z       'o 

Exy " Eyx = I f f tf U"d?][f V"d?ldZ (8C) 
^   '     •'o z 'o      •'o 

where E is the vertical eddy diffusion coefficient. 

The horizontal turbulent diffusion term accounts for mixing due to horizontal 

eddies. Based on the theory of locally isotropic turbulence, the well-known 

4/3 law is derived. According to [12] 

E=be
1/3L4/3 (9) 

where 

e is the rate of energy input 

L is a length scale and 

b is a numerical constant of order 0.1. 

As the cloud size increases, larger scale motions are being incorporated 

into the diffusion term, explaining the length dependence of the diffusion 

coefficient.  It should be clear, however, that this depends on the detail 

of specification of the advection processes.  In the case that the velocity 

field is specified at certain grid points and the cloud increases beyond the 

level of discretization, internal mixing is now (partly) described by the 

advection terms, and hence the length scale of Equation (3) should be related 

to the grid size. 

An alternative expression for e, based on mixing length arguments, is 

[2,6]: 

where 

e = L2/^ (10) 

2<fS)2 + 2(^)2+ # + |V 
3x     ay     ay  ax 

This has the advantage of using the readily available mean velocity gradients 

instead of the energy input. According to [6], the sub-grid saale eddy 

coefficient is modeled by a length scale an order of magnitude smaller than 
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the grid stze. However, the resolution of the flow field description 

associated with spatial averaging in the hydrodynamic model employed has 

to be taken into account and the coefficient increased accordingly. 

THE FINITE ELEMENT METHOD 

For each layer, the governing equation has the form (6).  The boundary 

conditions are (Figure 3) 

1) Essential, i.e., the concentration is specified on the boundary 

segment S : C = C* 

2) Natural, i.e., the normal concentration gradient, or, equivantly,.the 

normal dispersion flux, is specified on the boundary segment S : 

<L - Q* ^—^5t 

Figure 3:  Solution Field and Boundary Conditions 

In seeking an approximate solution, the partial differential equation and the 

flux boundary condition are multiplied by a weighting function (w) and the residual 

R over the domain is required to vanish:        * 

R= ff {|£+3ii£l+31icl + |_q +|_Q -F}wdA + 
jj 8t   3x     3y   3x • x  3y y 

+ f  (Q* - VwdS = ° (11) 

q 

Employing partial integration, this is rewritten as 

+    Q*wdS = 0 . (12) 
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It should be mentioned that the trial function C is required to satisfy 

the essential boundary condition and the weighting function to satisfy the 

homogeneous form, i.e., w = 0 on S . 

Expression (12) is called the symmetrical weak form and involves only 

first derivatives of both trial and test functions, which can therefore be chosen 

from the same solution space.  In the finite element method the domain is sub- 

divided into elements and the total residual is evaluated as the sum of element 

residuals.  By introducing interpolation functions within each element, the 

continuous problem is transformed to a discrete one, with the concentrations 

at the nodal points as unknowns. Triangular elements with linear interpolation 

functions are used herein, as in the one layer model [10].  Setting 

C = NCe    w « AC = N ACe 

the element residual becomes: 
d<f 

Re =   (ACe)V -=- - Pe) +  (ACe)T Fbe 

dt                 .     ~ 
where         f f    • 

Me=   II     NTN dA 
~        A6 ~ ~ 

T                    T 
((      T          s                a               9N             8N 

E - )11? <p - i(Sc) - i("c) + ^r \ + if ydA 

(13) 

(14a) 

(14b) 

**   /    (      N
bTQ*dS (14c) 

Carrying out the summation over all elements for each layer results in: 

R = I  Re= (AC)T(MC -• P + Fb) = 0 
e 

and since AC is arbitrary, 

MC = I  - Fb = f (15) 
This constitutes a set of linear ordinary differential equations and is 

integrated by using an implicit iterative trapezoidal scheme, as follows: 

(1+1) At -l.g(i)     f 

£l,t+At  Sl,t + 2 " ltl,t+At  5l,t; (16a) 

sKt-s2,t
+f ?-1<f£Lt + !2,t> (16b> 

Since the geometrical matrix M is time-invariant it has to be inverted only 

once.  By lumping all other terms in the £ vector, maximum flexibility in 

handling time variability of any or all of the relevant parameters and loadings 

is achieved.  In addition, any non-linear relations of the various terms to the 

concentrations can be readily handled in this way.  In practice, the iteration 
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continues until either the change in concentration between current and previous 

values is below a specified tolerance or the number of iterations reaches an 

imposed upper limit. 

STABILITY ANALYSIS 

Expanding the p vector leads to the following form of the matrix equation 

for each layer 

MC 4- AC + KC + DC = S (17) 

where A is associated with advection, K with dispersion, D with decay and 

S includes sources and boundary conditions. The trapezoidal integration rule 

is expressed as follows 

+ f<5n«afl> <18> 

To investigate the stabiXity of the scheme, we consider the homogeneous case, 

i.e., S = S t1 » 0, and assume the various matrices are constant over the time 
~n  ~n+l 

step.  We note that the geometrical, decay, and dispersion matrices, being 

composed of individual symmetric positive definite sub-matrices, also have these 

properties.  Continuity considerations and the compatibility of inter-element 

velocity expansions [5], leads to: 

AC - - ATC + [  u NbT Nb dS Cb (19) 

q 
where the superscript b denotes boundary quantity and u is the velocity 

normal to the boundary (positive outwards). Writing the advection matrix 

as the sum of a symmetric and a skew-symmetric part 

•A « A + A ~s  ~ss 

it is seen that the former usually vanishes since normally S refers to land 

boundaries where the normal velocity is zero. 

By writing 

?n+l " i
C,n (20) 

where a is the amplification matrix, one may set 

C = Xn $ (21) ~n     ~ 
where X  is an eigenvalue of a. 

The necessary condition for stability is 

||a|| < 1 or |X| < 1 
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T 
Substituting (21) into the homogeneous form of (18), premultiplying by $ 

and noting that, according to the above discussion 

T 
= m > 0 

* 85 = 

= K > 0 

= d > 0 

= ia ss 

we obtain for X 

X  {m 
+ f (K+d+ia ! „)} = m -^ (K+d+ia ) s        2        ss 

or, 

,  [m-|£ (K+d)]2 + a2 

X    =  ' , ~ <  1 (22) 
[m + |S-(<+d)]Z + a^ 

This indicates that the scheme is unconditionally stable for an arbitrary 

grid. 

However, the time step is always limited by the desired detail of des- 

cription of the time variability of inputs or parameters of the problem. 

When the matrices K, g, A are actually variable, it becomes uneconomical to 

form and invert matrices of the form M + -r-  (A + K + D) every time-step. 

This is a basic reason for resorting to the iteration procedure discussed 

earlier, which may be written in expanded form: 

«Ci+t1)= W " f^+?USn " f^+5«>n+l?n+l (23) 

For convergence of the iteration, however, a restriction on the time step 

is required. The general sufficient condition 

I |M_1 ft (A+K+D) I I < 1 (24) 
leads to 

2 
At < 

i IM-1 (A+K+D) I I 
the more restrictive condition: 

At < t \ =— (25) 
|M-XA| I + I \*\\ I + I \£\\ I 

Unfortunately, (25) is not practical in this form, since one does not have 

an explicit relation between the time step and the parameters of the problem. 

An approximation to it can be obtained by considering a single element only, 

forming the matrices and evaluating their norms, i.e., their eigenvalues.  For 

uniform velocity U, isotropic dispersion E and decay rate k, the resulting 

expression for an equilateral triangle of size As is [5]: 

At <  /XU 1 8E  £ <26) V7 75- + —2+ 2 
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This was obtained using the average eigenvalue of the M K matrix. The 

same result is arrived at for a right triangle, when the flow is parallel to one 

of the legs of the right angle, of size As. The conclusions reached at the element 

level can be conservatively generalized for the whole domain, provided the "worst 

case" element is considered. 

A similar analysis for the two-layer problem shows that the time integration 

scheme is again unconditionally stable, with no iteration. The latter requires 

a restriction on the time step analogous to (25). Another term has now to be 

added in the denominator to account for interfacial mixing, i.e., ||M E||. 

Evaluating this term for a single triangle results in the addition of a'12  in 

the denominator of (26), where a'<.  is the interfacial mixing rate normalized by 

the layer thicknesses. This term is usually small and consequently the time 

step is essentially governed by the "worst" layer. 

Experimental confirmation of condition (26) was attempted by means of test runs 

carried out in the 1-D grid shown in Figure 5.  The contribution of the decay term 

was of the order of 1% and thus neglected.  For each run, a point was plotted on 
2 

the plane of the non-dimensional coordinates (UAt/As, EAt/As ). These points are 

shown in Figure 4 along with the theoretical bound (26) . The symbols used are 

defined in Table 1.  It is seen that runs corresponding to points within the "safe" 

area always converge well, while outside the theoretical boundary more or less 

significant errors are present, eventually leading to instability a little further 

outside. Further, the line E/UAs = 1/2 is seen to exactly separate runs with and 

without significant upstream negatives and spatial oscillations due to the 

approximation of steep concentration gradients.  This condition, analogous to finite 

difference schemes, was derived theoretically [5] and earlier empirically [10]. 

Thus, accuracy considerations actually reduce the acceptable area to a fraction of 

the safe region for iteration convergence. Additional runs, carried out in 

2-D test grids, as well as grids of natural water bodies, compiled in [5], show 

the theoretical limit to be still approximately valid. 

VERIFICATION AND APPLICATIONS 

To test the correctness of the model structure, comparisons with analytical 

solutions are desirable. However, the availability of analytical solutions is 

restricted to  very simple flow conditions.  In Figure 6, the numerical model is 

compared with the solution for an instantaneous point source in the top layer of 

a 1-D counterflow. A unit load is distributed between the three nodes at x = 0 
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UAt 
O5o too     As 

Figure 4 Comparison of Theoretical Bound on the Time Step with 1-D Runs 

Table 1 

Definition of Symbols used in Figure 4 

Symbol Error after 
10 Iterations 

Negatives as 
Percent of Peak 

Remarks 

0 < 1% < 10% Good, smooth solution 

• < 1% > 10% 
Iteration converges well, but 
result exhibits oscillations 

A < 10% . 

< 10% 

< 10% 

> 10% 

Iteration error goes down 
rapidly as time proceeds 

+ 

X 

> 10% 

> 10% 

< 10% 

> 10% 

lit. Error does not always decrease 
[rapidly (some may eventually blow up) 

e -) - Blows up 
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of the grid of Figure 5, and the results adjusted to yield values per unit width 

of the channel. A unit depth is assumed for each layer. Zero concentration is 

specified at the ends of the grid and zero flux is prescribed along the side 

boundaries. The parameters used are 

U - - U = 0.05 m/sec 
2 

E. = E   = 0.01 m /sec 
-4 

a = 5 x 10  m/sec 

K = 0 

It may be observed from Figure 6 that the lower layer concentrations are two 

orders of magnitude smaller than those of the top layer. This supports to some 

extent the treatment of the interface as a barrier. However, it may not hold 

for longer time periods and is certainly not valid for substances possessing 

vertical mobility. Irrespective of that, it should be clear that a great advantage 

of the two-layer treatment is the more detailed description of the velocity field. 

In this particular counterflow case the depth-average velocity is zero, implying 

a stationary peak of the depth-averaged concentration distribution located at 

the origin. As shown in Figure 6, this is far from the actual depth-averaged 

concentration distribution of the two-layer system. Further verification studies 

can be found in [5], 

To establish confidence in the predictive capability of the model and the 

degree of its applicability under natural conditions, further verification, 

consisting of comparisons to real-world cases, is necessary. For this purpose a 

dispersion experiment was carried out by M.I.T., sponsored by the Boston Edison 

Co., in the vicinity of the Pilgrim Nuclear Power Station (PNPS) on the 

Massachusetts coast (Figure 7) in August 1975.  Five hundred pounds of small 

fluorescent sphalerite (ZnS) particles were introduced into the water and 

their motion subsequently monitored for 5 days by boat and by helicopter. 

Also, two current meter stations had been installed prior to the experiment as 

indicated in Figure 7 by dots. 

The finite element grid used was the same as in the previous applications of 
2 

one-layer models to the Bay. The value of the dispersion coefficient, 30 m /sec, 

and the difference in tidal amplitude between the ends of the open boundary, were 

kept the same as established for the one-layer models [13]. The circulation model 

used to obtain velocity inputs is that of Wang and Connor [16].  Since it requires 

both layers to extend over the whole domain, some nodal depths had to be increased 
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to at least 15 m in order to avoid intersection of the interface with the bottom. 

The position of the interface was set at 8 meters as initial condition, consistent 

with available information [4]. However, much more detailed data are needed for 

the specification of interface motion along the ocean boundary.  In view of 

lack of such data at present, the interface was assumed to be linear along the 

boundary and various cases, e.g. remaining fixed over the tidal cycle or 

moving with the same amplitude as the free surface, were examined. Actual 

time-varying wind data were used in the computations. 

1 1      s 1 |    •"- 1 1 

CAPE A NN      jL 

L ' 

-42*20'C^^JK: £+ Py 
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~ i 

-42" 00' 
PLYMOUTH \j$y\ 
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1 I 
70'40' 

1                     1 
70*20' 

1 

Figure 7 Mass. Bay Finite Element Grid and 
Location of the MIT Experiment 
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The experimental results were reduced to layer-average concentrations by 

averaging together samples taken above and below the thermocline to yield a 

single representative value for each layer.  The resulting plots, in particles/It, 

are shown in Figures 8 and 9 corresponding to 2 and 3 days after the dumping 

took place.  The plume is seen to move slowly to the southeast, approximately 

parallel to the shore and later extending to the east. 

In the dispersion simulations the shaded triangle was loaded over a period 

of three timesteps.  The area of the triangle is quite large in comparison to the 

actual source and as a consequence one should expect unrealistically large plume 

areas for short times.  The interfacial mixing rate is set at 10  m/sec and the 

settling velocity at 7.3 x 10  m/sec, based on an average particle size of 7 

microns.  The computed concentrations 2 and 3 days after the injection are shown 

in Figures 10 and 11. Taking into account the initial spreading of the source, 

good qualitative agreement with respect to the size and location of the plume 

as well as the peak values is observed. 

CONCLUSION 

The objective of this study was to investigate the problem of dispersion 

in coastal water bodies under conditions of strong stratification.  The two-layer 

idealization was adopted as a useful extreme case and, at the same time, the 

easiest to handle mathematically.  The ability of the two-layer treatment to handle 

transport between the layers is important, whether or not the constituent of 

interest has some vertical mobility, in providing a refined picture of the dis- 

tribution over the depth. A further advantage of the two-layer formulation, 

evident from both ideal and real-world applications, lies in the more detailed 

description of the velocity field. However, the sensitivity of the results to 

variations in the flow field points out the necessity for using realistic current 

input. 

Additional fundamental research is needed for better understanding the turbulent 

mixing processes in stratified environments.  Also, field monitoring programs are 

required to provide reliable inputs, primarily on the behavior of the interface 

along open boundaries of the domain under consideration.  It is believed that the 

present two-layer model, providing an extreme-case picture of the response of the 

physical system, can be a useful tool in coastal dispersion studies. 
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ToprLayer BottoA Layer 

Figure 10    Computed Concentrations at Day D+2 

Noul.«<   M.I. Top Layer ""-'"' "'" Bottom Layer 

Figure 11 Computed Concentrations at Day D+3 
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CHAPTER 181 

DETERMINATION OF THE INTERFACIAL EDDY DIFFUSION COEFFICIENT 
OF A HIGHLY STRATIFIED ESTUARY 

by 

Yu - Hwa Wang* 

INTRODUCTION 

Estuaries may be sequentially classified into highly stratified, mod- 
erately mixed and vertically homogeneous.  An important difference between 
moderately stratified or vertically homogeneous estuaries, and highly strat- 
ified estuaries (salt wedges) is that, in the former, tidal currents are 
sufficient to cause turbulent mixing of fresh water and sea water over the 
full depth of the estuary.  In the latter, a distinct interface or interfac- 
ial layer exists which separates the two nearly homogeneous layers.  The 
vertical advectlon of salt in this two-layer flow is the dominant process in 
maintaining the salt balance.  This paper presents an analytical model describ- 
ing this process.  Experiments have been conducted in the laboratory to com- 
pare with the developed theory. 

A large number of publications concerning estuarine dynamics are avail- 
able for moderately mixed and vertically homogeneous estuaries.  Relatively 
little information, however, is available for highly stratified estuaries. 
In an earlier work Keulegan (1949) defined the critical velocity of the upper 
layer at which the entrainment of the salt water layer starts. A summary of 
Keulegan's work may be found in Chappter 11 of the book, "Estuary and Coast- 
line Hydrodynamics" edited by Ippen (1966).  Recently Partheniades et. al. 
(1975) reviewed Schijf-Schonfeld's analytical work and Keulegan's experimental 
data with regard to the length, shape and shear stresses of a saline wedge. 
Wang (1975) compared his laboratory measurements of interfacial stresses with 
Lock's Theory. 

THEORETICAL DEVELOPMENT 

For a steady, incompressible, viscous, two-layer, stably stratified 
estuarial type flow, the governing equations are: 

t + Vf =\f# Bottom Layer (1) 

*Assistant Professor of Coastal Engineering, University of Florida, Gainesville, 
Florida, 32611 
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3u ,   3u 3-^u 
u — + v -^—- - V 

3x    3y   2 
3y 

Top Layer (2) 

3x  3y 
Continuity (3) 

The salt balance equation is: 

3c .   3c  „ 32c 
(4) 

The symbols and coordinates are referred to in the following sketch. 
V is the velocity in the y-directlon and E the eddy diffusion coefficient. 
Subscripts 1 and 2 refer to the bottom and top layers. 

Figure 1. Definition Sketch 
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From laboratory observation, a highly stratified estuarial flow can be 
maintained if the flow of both layers are fairly uniform.  However, this does 
not exclude turbulence from the vicinity of the interface due to the insta- 
bility of the interface and the breaking of interfaclal wavelets (Browand and 
Wang, 1972; Rumer, 1974; Wang 1975).  It seems justified to assume self-sim- 
ilarity of velocity profiles such that: 

•jj- = * ( f ) - * (n) (5) 
1 

where $ is a function to be determined, and &  is a vertical length scale such 
as the thickness of the viscous layer at the interface.  This self-similarity 
assumption is analogous to the case of approximate self-similarity of the vel- 
ocity profiles in turbulent wakes and boundary layers discussed by Townsend 
(1956).  The observed self-similarity of concentration profiles facilitates 
the integration of the salt balance equation (4). 

With equation (5), the interfacial shear stress is given by: 

Ti = » ( •£ K^ = *~ u •' (0) (6) 
i      dy y+o  o   l  l 

the interfacial friction factor is defined as (Lock 1951) 

(7) 

Eliminating T. between equation (6) and (7), we have 

/ v 3ul      r<v1
D?V^) (8) 

3y 
y^0-  "i   -ii"  i 

Let 

\ = \   <• 6" > = y J  v x 
1        l 
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integrating equation  (8)  and applying the condition 

u -*• u      when y -»• 0- 

We obtain 

u = f U n    + u. (9) 
ill i 

The continuity equation  (3)  implies 

. /"(-!"-) 3y -If.un2 J~- 
J 3x '     J       4    i  i   i "« U x (10) 

substituting (9) and (10) into the salt balance equation (4) and applying the 
chain rule we have 

to? + E ( f i T    T 2 >  3n  ° (11) 

1 

Let 

3n      w 
the equation (11) may be solved, 

P = A()Exp [_fi_-r-^-I-] 

Integrating to get 

.( f   lvii + ^v Si 
r      AI i4E3        U    E 4    '     P   .   . C = A   / e x 35 + A^ (12) 
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Near the interface 

Therefore, 

£ < 1 and f « 1. 

|f lv£
3| << I ^i v 5f_ 

1 4 E 3      U E 4 
1 

Neglecting the cubic term, we have 

n 

C = A 
0 
J   e   "j*4 35+Ai 

The conditions are: 

C ( n = -°° ) = C implies A «• C 
1        1   1 

n 

/ ^«+\ - v/1" 0 1    OV g   i 

Where 

1 i v 
4 U E 

1 

Then, 

A = -( C 
1    2  V " 

(13) 
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Substituting 6 , A and A into equation (13), we obtain the concentration 
distribution     °     J 

C = -( C - C ). 
1    2 

-Kz 
3? + C (14) 

The concentration gradient at the interface is obtained by differentiating 
equation (14) with respect to y. 

_3c 

3y 
-( C 

y*o 
(15) 

For a given station from the river mouth, E is ready to be determined if the 
concentration gradient and velocity at the interface are known. 

EXPERIMENTAL RESULTS AND DISCUSSION 

Two streams of salt water of different concentrations C > C , are 
1   2 

brought to the open channel entrance to form a two-layer type flow field. 
The velocities of both layers are adjusted by control valves.  For a given 
concentration difference AC = C - C , the degree of mixing at the inter- 

1    2 
face is proportional to the velocity differential AU = U - U .  For this 

1    2 
experiment, the AU is maintained in such a way that the interface is sharp. 
The bottom layer is dyed red for visual observations. A standard TSI hot- 
film probe is used for velocity measurement.  Variations in electrical conduc- 
tivity is used to detect the variations in concentration.  Both hot-film sensor 
and conductivity probes are mounted together in the same probe holder.  The 
velocity profile and concentration profile at various x-stations are obtained 
simultaneously by traveling these two probes slowly across the interface. The 
interfacial velocity u and the concentration gradients are obtained from the 

velocity and density profiles. 

The theoretical concentration distribution is compared to the measured 
profile in Figure (2).  The theory gives a less steep slope at the interface 
than was actually measured.  The discrepancy may be explained as the following: 

In the process of integration a common vertical scale length is 
used.  This means the theory is developed under the considera- 
tion that viscous layer thickness &    and diffusion layer thick- 

ness tS is of the same order of magnitude 
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A close examination of the measured data reveals  that  in the experiment 

T"1 
p 

The viscous layer thickness &    is plotted against longitudinal x-axls in 

Figure (3), and the diffusion layer thickness S    versus x is shown in Figure 

(4). 

For a given x-station, equation (15) indicates that the eddy diffusion 
coefficient E is inversely proportional to the square of the concentration 
gradient at the interface.  For this experiment run, 

theory      ~ 6-2 
E 
measured 

It may be concluded that the relative size of the viscous layer thick- 
ness and diffusion layer thickness is important in determining the eddy dif- 
fusion coefficient. The developed theory herein predicts concentration dis- 
tribution and eddy diffusion coefficient E for 6 = $   .  The theory gives 

larger E values and less steep slopes of the concentrations profile at the 
interface when 6 > 6 , smaller E va 

u'   P 
slopes at the interface when 5 < 6 

interface when 6__ > 6 , smaller E values and steeper concentration profile 

P 
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CHAPTER 182 
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ABSTRACT 

Viscous perturbed velocity field induced by interfacial waves is 
solved to the first order in terms of wave amplitude for sharply strati- 
fied flows described in a curvilinear coordinate system assuming that the 
external velocity is uniform and constant along the interface. A new type 
of formula for the interfacial friction coefficient is proposed based on 
the theoretical result on viscous dissipation in the boundary layer along 
the interface. The interfacial friction coefficient is supposed to be in- 
versely proportional to the square root of the product of the Reynolds 
number of a moving layer and the densimetric Froude number to the fifth. 
The new formula agrees with observed data better than the best empirical 
law does especially in the range of large Reynolds number.It is found 
out, however, that the proportional constant may be affected by stabil- 
ity of the two-layered flow system concerned. 

INTRODUCTION 

The behavior of saline wedges is directly concerned with the munic- 
ipal, industrial or agricultural utilization of estuarine waters. The 
form of the interface and the length of arrested saline wedges have been 
analyzed by the one-dimensional scheme as the case of varied flows in 
open channels. However, we have to estimate the value of the interfacial 
friction coefficient from the bulk hydraulic parameters to perform the 
prediction in a closed calculation scheme. 

One of remarkable flow patterns observed in a two-layered flow sys- 
tem is the generation of interfacial waves and its existence for a rela- 
tively wide range of flow conditions. Therefore, the flow regime changes 
from laminar to turbulent via stable transition zone with interfacial 
waves. When a whole flow system reaches turbulent condition we have an- 
other flow pattern, that is, well mixed estuaries which have density gra- 
dient not in vertical direction but in horizontal direction. Although the 

3169 
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flow regime in the upper layer( fresh water) is turbulent, the flow re- 
gime near the interface is considered in the transition zone due to the 
suppression of turbulence by the sharp density gradient. In this analysis 
mixing between two layers is assumed very weak or none. If there exists 
moderate mixing between two layers, it is supposed that the density dis- 
tribution may change and the thickness of the mixed zone will develop a- 
long the interface. In this case the flow system develops to a different 
condition from what was assumed initially. Thus we are concerned espe- 
cially with the case of abrupt interface with stable infinitesimal inter- 
facial waves at the interface as the first approximation of the fresh- 
salt interface. 

Theoretical approaches are classified into two types. One is to con- 
sider the energy dissipation of the formation of interfacial waves. This 
way of approach was initiated by Keulegan(1949) for inviscid fluids. He 
derived an expression for the interfacial friction coefficient assuming 
that the dissipation took on the same value as for surface waves in con- 
tact with air. He also formulated the additional shearing resistance due 
to the mixing. Since the liquid crossing the interface is initially at 
rest and after crossing the interface it acquires the velocity of the 
current, the current must suffer momentum loss. 

Shi-igai(1965) extended the Keulegan's approach to a fresh-salt two- 
layered flow system. He expressed the flow field by means of the velocity 
potential. However, interfacial waves were considered to suffer from vis- 
cous dissipation. Thus, a virtual shear flow was considered in his analy- 
sis. Summarizing the characteristics of interfacial waves, he proposed 
that the interfacial friction coefficient was inversely proportional to 
I|I where i^=ReF(j

2. Here Re is the Reynolds number of a moving layer and F<j 
is the densimetric Froude number. 

Hamada(1966) calculated the dissipation of infinitesimal waves form- 
ed on the interface of viscous stratified fluids. He utilized the theo- 
retical results of the Rayleigh-Taylor instability problem. His final re- 
sult is summarized that the interfacial friction coefficient is inversely 
proportional to the square root of I)J. However, the theory is built up on 
the basis of no external flow field, which disagrees with the real situa- 
tion of salt-water wedges. 

Another theoretical approach treats with skin friction and momentum 
loss due to entrainment of fluid particles from a stationary layer. If 
we consider the laminar condition for a stationary saline wedge, we can 
theoretically derive a velocity distribution for both layers and calcu- 
late shearing stress of the type of skin friction. In the laminar flow 
the interfacial friction coefficient is inversely proportional to the 
Reynolds number of a flowing layer. 

Valembois(1963)-considered the shearing stress at the interface as 
the sum of a laminar part and a turbulent part. The turbulent part is ex- 
pressed by the mixing velocity across the interface. Although he obtained 
the order of magnitude of these components by utilizing four among forty 
six experimental data of Lofquist(1960), he did not mention the general 
behavior of the mixing velocity any further. 

Recently Pedersen(1972) investigated the mechanism of entrainment in 
two-layer stratified flows. With the use of the momentum and work energy 
equations, both with respect to the net entrainment, the interfacial 
friction coefficient is found to be equal to the non-dimensional entrain- 
ment velocity. The details of the entrainment velocity, however, remained 
vague with respect to hydraulic parameters of a flowing layer since the 
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interfacial friction coefficient appeared to be a minor objective in his 
paper. 

As was briefly reviewed there are several components which contribute 
to the friction at the interface of a stratified flow. Referring to the 
proposed functional relationship it is said that when the Reynolds number 
is very large and the stratification is stable, which is encountered in 
saline wedges in estuaries, the magnitude of laminar friction is much 
smaller than that of the friction due to interfacial wave formation. In 
addition, as long as we consider a two-layered flow system the mixing be- 
tween two layers remains weak. Therefore, it is supposed that the friction 
due to the mixing does not play a dominant role in sharply stratified 
flows with which we are concerned in this paper. The objective of this pa- 
per is to construct a more advanced theory on the interfacial friction un- 
der the existence of interfacial waves. Main flow is divided into two parts, 
that is, an inviscid part and a viscous perturbed part so as to improve 
previous theories. Then, boundary layer along the wavy interface is ana- 
lyzed and the interfacial friction coefficient is derived from viscous dis- 
sipation in the boundary layer. 

THEORETICAL CONSIDERATIONS 

The definition sketch of a two-dimensional two-layered flow system is 
given in Fig. 1. The coordinate system (x,y)   is a moving frame with the 
celerity of interfacial waves, o.  We have stable infinitesimal interfacial 
waves at the interface. The velocity distribution in the upper layer is 
assumed uniform. This is because the flow of the upper layer is considered 
turbulent, though the flow regime near the interface is in the transition 
due to the suppression of turbulence by the density difference. Since the 
relative importance of skin friction with the resistance due to interfa- 
cial waves diminishes as the Reynolds number becomes high, the velocity 
distribution is not essential in this analysis. The salt-water layer is 
assumed stationary. If we consider this motion as a relative motion, the 
situation is general. 

The coordinate system (x,y)  is transformed into a curvilinear coordi- 
nate system (£,n) by utilizing a conformal mapping. 

£ = C + iri=z-iae (1) 

y=a-cos(kx) 

Fig. 1. Definition sketch of a two-layered flow 
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where z=x+±y,  a is  the amplitude of an infinitesimal interfacial wave, 
and k is  the wave number.   From Eq.   (1)  we obtain 

—ky —kv 5 = x + a e        sin kx,       n = y - a e    '  cos kx (2) 

Jacobian of the transformation is calculated as 

J = 1 + 2ak e~ky cos kx + 0(a2) (3) 

The interface is expressed by rpO if we neglect the effect of the order 
of a2. 

The vorticity transport equation for a steady motion is expressed by 

U .   VW - M. vf - vV2«tf - V(l/p)A Vp (4) 

where U   and u}   are velocity and vorticity vectors, respectively, v the 
kinetic viscosity of the fluid, p the density of the fluid, p the pres- 
sure, V a gradient operator, • inner product, and A vector product. 
Equation of continuity for an incompressible fluid is explained by 

V -U    = 0 (5) 

Equation (5) is an exact expression for the equation of continuity even 
in the case of slight density variation due to a solute and is a passable 
expression to the first order approximation under the density variation 
caused by both temperature and concentration( Yih,1965). The equation of 
continuity in the curvilinear coordinate transformed by Eq. (1) is 

J {^(J-1/^) +^(J-!/2v) } = 0 (6) 

where u  and V  are 5 and n components of velocity, respectively. Equation 
(6) is satisfied by the stream function, X,  defined by 

Ti/2 9X T1/2 9X ,_,. u = J1'z T— ,       v = -J1!^ — (7) 

In a two-dimensional problem vorticity has just one component perpen- 
dicular to 5~1 plane. Therefore we can treat vorticity as a scalar denoting 

| CO | = (o. Further, the second term of the left-hand side of Eq. (4) van- 
ishes in case of a two-dimensional problem. Because a sharply stratified 
flow is considered in this analysis, density gradient and pressure gradi- 
ent are parallel each other. Therefore, the second term of the right-hand 
side of Eq. (4) also vanishes in this case. Equation (4) is thus rewritten 
as in Eq. (8). 

- J1/2 || • Jl/2 |S + jl/2 fl. jl/2 iffl . VJD2(0 (8) 
95 dr\ dT\ dt, 

where ui = -JD2Z and D2 = 32/3g2 + 92/3n2. 
Now perturbation method is applied to solve Eq. (8). Stream function 

defined in Eq. (7) is expanded in power series as shown in the next equa- 
tion. 
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X = X0 + EXJ  + e2X2 +  (9) 

where the suffix of X  stands for the order of a perturbed representation 
and E.= ak.  We assume the external flow is inviscid. Therefore, XQ  is ob- 
tained by the inviscid theory. X±   is composed of a wave component, X\   , 
which is also calculated by the inviscid theory and a viscous component, 
^1 . Substitution of Eq. (9) into the definition of vorticity yields 

ID = -JD2X = (J)Q + en) i + e2u)2 + 

= -{ 1 + 2ee kn cos k? + 0(E2) }•( D2X0 + ED
2
XX + E

2
D
2
X2 +••) 

= -£D2X! - e2( D2X2 + 2e"
kT1 cos k^-D^ ) + 0(E3)       (10) 

Since XQ  is derived from the inviscid theory, it provides irrotational mo- 
tion. Thus the perturbed expression for vorticity begins with the first 
order in terms of E. 

The equation in e is obtained as follows by substitution of Eqs. (9) 
and (10) into Eq. (8). 

According to the Kelvln-Helmholtz problem, the inviscid solution of the 
stream function is given by 

(Ui-c)a 
V "   (Ui-c)y H . . -.  sinh k(y-hi) cos kx 1  '   sxnh khj       J     y 

-kn        (Ui-c)a 
= (Ui-c)n + (Ui-c)ae   cos k? +  . . ,. sinh k(n-hi) cos k5 L ^ Sinn ktii 

+ 0(a2) 

where f  is the stream function, Cj the velocity of the upper layer, and h\ 
the depth of the upper layer. The stream function defined by Eq. (9) is 
thus obtained up to the order of e as 

X0 - (Ui-c)n 

{     1     -kn Ui-c xl = ^(Ui-c)e   cos k£ + k slnh khi sinh k(n-hl) cos k5 + Xiv 

= XX + Xx (12) 

Following Eq. (12) we obtain 3Xg/3£ = 0. Therefore, we can simplify Eq. 
(11) further as 

Oh-c) — = vD2^ (13) 

In addition length scale along the interface is considered much larger 
than that of the direction perpendicular to the interface. Hence 3/3£ << 
3/3n and 32/3£2«32/3n2 may hold to reduce the governing equation as in 
the following expression. 
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, 3(Di    3z«>i (ui-c) it= v -w- (U) 

where IOJ = -3uj/3n. Here uiis the first order component of perturbed ve- 
locity. 

Now the velocity component along the interface is developed in power 
series through Eq. (7). 

UQ + euj + e2u2 + 

3Xn 3Xi _kn 
= -^- + E{ ~ +  (U1-c)e Krl cos k£   } + 0(e2) (15) 

3n    3n 

Boundary conditions under which Eq. (14) is to be solved are determined 
as follows. As was previously mentioned the interface is expressed by 
1=0 to the order of e. Fundamental scheme on the velocity of this paper 
is that we allow velocity gap in the external flow but we impose no-slip 
condition for perturbation velocities. Therefore, we have 

3Xi 
w 

ui = 0   at n = 0,    ui = -r—   at n = °° 

The second condition shows that viscous effect vanishes as the distance 
from the interface increases. If we denote wavy and viscous parts in the 
perturbed velocity separately, we obtain the following expression from 
Eqs. (12)3 and (15)2. 

-kn ul = ul + ul + (Ui~c)e   cos k£ 
{      W    V (16) 

ui  = 3Xi /3n,    ui  = 3Xi /3n 1w LW iV      V 

Thus we obtain the boundary conditions in terms of the first order viscous 
perturbed velocity, uj . 

ul = (Ui-c)coth khj cos k5       at  n = 0 

at  n 
{  v (17) 

The governing equation (14) is again rewritten in terms of uj . 

32ux    33ux 
(Ul-c) 777- = v TT <18) dt,dr\ 3n 

Integration with respect to n produces Eq. (19). 

3ui    32ui 
Oh-c) —J- - v  f + H(5) (19) 

3?     3n2 

Integration constant H(C) is considered pressure gradient referring to a 
momentum equation. 

The solution to Eq. (19) is obtained with boundary conditions of Eq. 
(17) for the case of H(5) equals zero, which represents constant external 
velocity. This is the case that the interface is parallel to the water 
surface and would be the first approximation even for the case of slightly 
inclined interface. 
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ux = (c-UOcoth khi e~Bn cos(kS+6n) (20) 

where 

6 = / (c-Ui)k/2v (21) 

Vorticity is thus calculated up to the first order. 

u = EUj = -E3UI/3TI 

= 6(c-Ui)ak coth khL e  {cos(k£+en) + sin(k£+Bn))    (22) 

In order to obtain a real value for g in Eq. (21), the condition 
c >, Vi  must be hold. The interfacial wave propagating downstream satisfies 
this condition. A more detailed description will be given as follows. Let 
us denote Ap=p2-pi and g'Hg-Ap/pj, where Ap is the density difference be- 
tween upper and lower layers and g  is the acceleration of gravity. For the 
case of a stationary lower layer and of a slight density difference, which 
is treated in this paper, the condition c >_ Dj can be rewritten on use of 
the Inviscid theory as 

g' >, kUj2 coth kh2 (23) 

where h2  is the thickness of the lower layer. For long waves we can approx- 
imately express coth kh2=l/kh2. Thus Eq. (23) reduces to 

(l/F^H^/hj) > 1 (24) 

where 

(25) 

4 PI 
ghl 

is the densimetric Froude number. The value of Fa is less than unity in 
density currents like as saline wedges. Therefore, the condition of Eq.(24) 
is ordinarily satisfied unless the thickness of the lower layer is extreme- 
ly small. For deep water waves we can put approximately coth kh2=l. Then 
we obtain the relationship for the wave length X 

A > 2Trh!-Fd
2 (26) 

Equation (26) shows that interfacial waves whose wave length is shorter 
than that given by Eq. (26) are unstable. Since we can expect to have real 
values for g for usual hydraulic conditions as shown in Eqs. (24) and (26), 
we can accept Eq. (22) as a basis for further investigation. 

Viscous energy dissipation is generated in the boundary layer, the 
thickness of which is the order of 1/6, along the interface. In this anal- 
ysis the boundary layer is only considered along the upper surface of the 
interface. This may be acceptable under the assumptions adopted in this 
analysis that the lower layer is stationary, the density profile is dis- 
continuous at the interface and the amplitude of interfacial waves is in- 
finitesimal. The mean energy dissipation per unit area is given by 

E = -u /o ">2 dn (27) 

where &  is the thickness of the boundary layer and overbar denotes the 
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average over a wave length.   Substituting Eq.   (22)   into Eq.   (27)  we obtain 

E = -(l/2)ne(c-U!)2a2k2  coth2kh! (28) 

where the outer edge of the boundary layer is approximated by n=oo. 
This energy dissipation must be fed by the mean flow of the upper lay- 

er. The resistance stress to the upper layer,T, is thus obtained by divid- 
ing the rate of energy dissipation by the mean flow velocity of the upper 
layer and turning the sign following the definition of the resistance 
stress. 

• T - - E/Hj (29) 

Interfacial friction coefficient, f^, defined by 

T = (1/2) f^2 (30) 

is then obtained on use of Eqs. (28),(29),'and (30). 

where 

fi = 72  V1/2<F" "1)5/'2(khl)1/2a2k2 coth2kh! (31) 

RP - ^ (32) 

is the Reynolds number of the upper layer. It is noted that in this anal- 
ysis the energy dissipation is not caused by the maintenance of interfa- 
cial waves but by the viscous perturbed velocity field which is induced 
by the presence of interfacial waves. 

It is found out that the interfacial friction coefficient is inverse- 
ly proportional to the square root of the Reynolds number of the moving 
layer. In order to study the dependence on the densimetric Eroude number 
we have to specify the magnitude of interfacial wave celerity which is 
obtained by the inviscid theory. 

_ Ujcoth kh!+{g'(coth khj+coth kh2)/k-Ux
2coth kh^oth khj}1/2 

C ~ coth khi + coth kh2 

For a real value of 6 only plus sign of the square root is considered. 
This expression can be simplified in two extreme cases of long waves and 
deep water waves. Further analysis on the frictional coefficient is devel- 
oped for these cases. 
(a) The aase of long waves:    We can put approximately coth kh^l/khj ,and 
coth kh2=l/kh2. From Eq. (33) We obtain 

c       h2 + {Fd-
2h2(hx+h2)  - hxhz)1/2 

U^ ~ hi  + h2 

(i) h2 » h1 

In this case Eq. (31) reduces to 

fi = 0.707 (ReFd5)-1/2 (kh^1/2 a2k2 coth2kni (34) 

(ii) h2 = hx 
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In this case Eq. (31) is rewritten as 

f±  = 0.125 V1/2 (.^2¥d-
2-l  - l)5/2(kh1)

1/2 a2k2 coth2khj  (35) 

For very small values of F<, Eq. (35) reduces to the same type of formula 
as Eq. (34). 

f± =  0.297 (RgF^)-1/2 (khj)1/2 a2k2 coth2khj (36) 

(b) The case of deep water waves:     In this case coth khj and coth kb.2 are 
approximated to be unity. From Eq.(33) we obtain 

c/Uj = (l/2){ 1 + A/(7Th,Fd
2) - 1 } 

Substitution of the above expression into Eq. (31) yields 

tt  = 0.125 Re~
l/2 {A/drhjFj2)-! -l}5/2(kh!) x/2a2k2 coth2khx (37) 

A few remarks on Eq. (37) are added. For the shortest waves that satisfies 
Eq. (26) f^ reduces to zero. In that case the celerity of the interfacial 
wave is identical to the mean flow velocity. Thus the upper layer does not 
suffer from the energy dissipation. The longest wave that satisfies the 
deep water condition is written as A=2hi. For this wave we can simplify 
Eq. (37). If we assume the densimetric Froude number F<j is much smaller 
than unity, Eq. (37) gives the relationship  f^ « (RgF^5)~1'2. 

COMPARISON WITH MEASURED DATA AND DISCUSSION 

There have been several experimental works and field observations on 
saline wedges. Reported data of the interfacial friction coefficient are 
rearranged on the light of a newly developed formula. Referring to Eqs. 
(34), (35) and (37), the frictional coefficient depends on the wave char- 
acteristics even in specified cases. However, none has been reported ex- 
plicitly about the wave length, the amplitude, and the celerity of inter- 
facial waves. Therefore whichever formula we choose, certain magnitude of 
scattering of data around the estimated relationship will be inevitable. 

Previous formulae claim the type of relationship 

f± = a ijTn (38) 

where a and n are constants and ty =  RgF^2. Because no observational re- 
sult explains the amplitude and the wave length of interfacial waves as 
mentioned above, we have to simplify Eq. (31) in order to compare the the- 
oretical result with reported data. The newly derived formula is approxi- 
mated as in Eq. (39) excluding the effect of the characteristics of inter- 
facial waves. 

f± = m (ReFd
5)-!/2 (39) 

where m  is a proportional constant. This type of formula is chosen in con- 
nection with Eqs. (34), (35) and (37). Note that for very small Fd Eqs. 
(35) and (37) reduces to the same type of relation as Eq. (34). 

The observed data are shown in Fig. 2 in the relationship between f^ 
and ReF<j

5. Detailed values of fi, Re, and F^ of each data are listed in 
Table 1. A full line in Fig. 2 shows Eq. (39) in which m=0.085. The au- 
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thor's experiment^ Tamai,1964) was performed in a flume 15cm wide and 420 
cm long and interfacial profiles of stationary saline wedges were recorded 
for a bottom slope of 1.27/100. Values of the interfacial friction coeffi- 
cient were selected to produce the best fit interfacial profile by the nu- 
merical integration of a one-dimensional open channel equation for two-lay- 
ered flows. The determined interfacial friction coefficient is thus consid- 
ered the average value over the interface. The Reynolds number of the upper 
layer remains constant even for an inclined interface because of the con- 
stant discharge per unit width. The representative depth of the upper lay- 
er to calculate FJ is chosen at the mid-point of intruded saline wedges. 

Lofquist(1960) performed his experiment in a horizontal flume 23.3cm 
wide and 30m long. In his experiment a heavier salt-water layer moved under- 
neath a stationary fresh-water layer. Mean shear stress with respect to 
width at the interface were calculated from the slope of the interface, bed 
shear stress, and velocity gradient. Although friction coefficient is given 
with respect to the maximum velocity in the paper, the conversion to the 
definition of Eq. (30) is available utilizing the listed quantities. 

Nakamura and Abe(1970) observed the behavior of a saline wedge in the 
Kuzuryu River. Values of the interfacial friction coefficient were calcu- 
lated by the equation 

i      "l        Q Ahi     U,2   AB , 
fi " 2 V2 h^hl <-<l-*d

2) st + (Ap/Pl)gB Ax" 
}        (40) 

Here we assume a stationary lower layer and B  is the width of a channel. 
Symbol A explains finite difference in the marked quantities and i is a 
coordinate axis taken to the direction of fresh-water flow. It is noted 
that the resulted interfacial friction coefficient through Eq. (40) is 
considered a local value at a certain position in two-layered flows. 

Suga and Takahashi(1971) performed a field observation in the Tone 
River and experiments in two flumes. One is 80cm wide and 100m long and 
the other is 30cm wide and 30m long. Values of the interfacial friction 
coefficient were computed by Eq. (40). Other data reported previously 
cannot be rearranged in Fig. 2 because the data are tabulated only with 
the value of ijj which is the sole parameter in the existing formula, Eq.(38). 
Thus the value of Re and Fd cannot be obtained separately. 

In fi versus tp diagram the best fit empirical formula was the case 
that ct=0.2 and re=l/2 in Eq. (38). But the value of n  to explain the trend 
of the data measured in the Tone River that is one of the largest rivers 
in Japan is about 6/5. Therefore, the empirical formula fails to explain 
the behavior of the interfacial friction coefficient in the largest range 
of i|i. The trend of the data obtained in the Tone River which are indicated 
in solid circles in Fig. 2 seems to follow a line 

t± =  0.025 ( ReFd
5 )"!/2 (41) 

The trend agrees with what the new formula, Eq. (39), predicts, though the 
magnitude of coefficient is different from other groups of data. 

Generally speaking scattering around the solid line 

fi = 0.085 ( ReFd
5 )-1/2 (42) 

in Fig. 2 is smaller than that shown in fi versus \j>  diagram by previously 
proposed formulae. The data reported by Lofquist(1960) illustrated by sol- 
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id reversed triangles in Fig. 2 behave differently from others. Previously 
only four cases in forty six of Lofquist's experimantal results were re- 
ported by Valembois(1963). Present analysis revealed that the different 
relationship held for a set of all forty six data. The magnitude of the 
interfacial friction coefficient remains almost unchanged regardless of 
the value of the abscissa. This is partly because Lofquist performed his 
experiments with a moving denser fluid while a lighter upper layer remain- 
ed stationary and therefore the results might be affected more strongly by 
bottom shear. Although the trend is not so clear as Lofquist's data, the 
data obtained in the Kuzuryu River expressed by open circles in Fig. 2 
shows nearly the same feature. 

The measured data follow the trend explained by Eq. (42) on the whole. 
As mentioned above, however, there is a more appropriate formula like Eq. 
(41) for a special group of data. The variety of the magnitude of coeffi- 
cients of the derived formulae is discussed from the standpoint of the 
stability of a two-layered flow system. Equation (43) is an interpretation 
of the reciprocal of the Keulegan number by Turner(1973). 

Here 6 denotes the thickness of the boundary layer and x  is the length of 
contact of two layers along the interface. In field observation like the 
case of the Tone River the length of the contact of interface measured 
from the saline wedge toe may be much larger than that encountered in ex- 
perimental flumes. Thus the Keulegan number observed in natural streams 
is expected much smaller than the critical value if it exists at all. 
Therefore, the stability of field data may be higher than that obtained 
in experiments. 

The amplitude of the lowest internal mode obtained by Phillips(1969) 
is expressed for n«Nm  by 

Nm 
a2k2 „ ( — )-2 j-1 

n 

where n  is the frequency of an internal wave mode, Nm  the maximum Brunt- 
Vaisala frequency ( N2{-(g/p)(3p/3y)}1I2  ), J  the local Richardson number. 
Substitution of this expression into the derived relationship, Eq. (34), 
yields 

ft = 0.707 (RgFd
5)-1/2 (kh^"3/2 (n/Nm)

2 J"1 (44) 

This suggests that the higher the stability of a two-layered flow system 
is, the lesser the magnitude of the interfacial friction coefficient will 
be, which explains the feature of the observed data qualitatively. 

One more comment on the field data is added. Values of the interfacial 
friction coefficient were calculated by Eq. (40) which was applicable only 
to steady motions. Since tidal motion affects the behavior of saline wedges 
continuously, we would have measured various hydraulic quantities under un- 
steady conditions in reality. This discrepancy from the assumed condition 
may explain the scattering of field data. 
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CONCLUSIONS 

An advanced theory on the interfacial friction of sharply stratified 
two-layered flows is developed. Because the magnitude of laminar friction 
is much smaller than that of the friction due to interfacial wave forma- 
tion in case of the large Reynolds number, the theory is formulated under 
the existence of interfacial waves. The solution to a governing equation 
is obtained to the first order in terms of wave amplitude by perturbation 
method. No-slip condition is imposed for the first order solution and ex- 
ternal flow velocity is assumed uniform and constant. In this theory it 
is considered that the energy dissipation is caused by the viscous per- 
turbation velocity field which is induced by the presence of interfacial 
waves. 

Based on the theoretical result a new type of formula for the inter- 
facial friction coefficient is proposed discarding the detailed proper- 
ties of interfacial waves which have not been reported in available form. 
It is said that the agreement between the proposed relationship, that is, 
f^ is proportional to  (ReFd ) ' , and the observed data is better than 
that demonstrated by the best empirical formula, f^ x   (ReF,j

2)_1/2. 
Scattering of data may be attributed to the stability of two-layered flows. 
It is pointed out that the proportional constant in the new formula de- 
creases its magnitude as the stability increases. 

This study has explained the hydrodynamic feature of the interfacial 
friction coefficient under the existence of interfacial waves with no mix- 
ing between two layers. In order to determine the more detailed feature 
of the derived expression, it is still needed to obtain reliable data from 
which we can specify the interfacial wave characteristics and to develop 
a more refined theory which can take account of the effect of viscosity 
even in the zeroth order principal velocity or of the accelaration of the 
external flow. 
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Table 1 - Interfacial Friction Coefficient 

£=Ap/p1 

Experiment,  Reporter:   Tamai c.g.s. unit 

Run hi Ul vlO2 E-102 Vio-3 F
d f±'102 

1 7.1 4.47 1.240 1.05 2.56 0.523 1.67 
2 7.2 4.26 1.275 1.00 2.42 0.508 1.60 
3 7.1 4.21 1.275 1.00 2.35 0.505 1.45 
4 7.2 3.99 1.275 1.00 2.26 0.474 1.58 
5 7.1 3.90 1.275 1.00 2.18 0.468 1.58 
6 7.1 3.76 1.275 1.00 2.10 0.451 1.34 
7 6.6 3.89 1.240 1.05 2.07 0.472 1.74 
8 5.6 4.64 1.312 1.15 1.99 0.584 0.93 
9 5.7 4.23 1.312 1.15 1.84 0.528 0.96 

10 5.7 3.98 1.312 1.15 1.73 0.498 1.07 
11 5.7 3.84 1.312 1.15 1.67 0.480 1.20 
12 5.7 3.51 1.312 1.05 1.61 0.459 1.50 
13 5.5 3.69 1.312 1.15 1.55 0.470 0.98 
14 6.7 2.87 1.275 1.00 1.51 0.354 2.00 
15 6.8 2.65 1.275 1.00 1.42 0.324 2.32 
16 5.5 2.91 1.210 0.95 1.32 0.407 2.08 
17 5.2 2.65 1.240 0.95 1.11 0.381 2.46 
18 5.1 2.33 1.275 0.95 0.934 0.338 3.18 
19 4.7 1.70 1.275 0.90 0.630 0.264 4.82 

Experiment,  Reporter:   Lofquist c.g.s. unit 

Run hi Dl vlO2 e-102 Re-10-3 Fd fi-103 

3 7.13 3.54 0.952 1.18 2.65 0.375 10.7 
4 7.02 4.83 0.956 1.11 3.55 0.538 7.44 
6 7.27 5.41 0.928 1.07 4.24 0.618 11.3 
7 6.47 1.55 0.928 1.19 1.08 0.180 8.95 
8 7.10 2.38 0.904 1.19 1.87 0.204 4.58 
9 7.19 3.42 0.900 1.20 2.73 0.371 4.67 

10 7.21 4.59 0.902 1.17 3.67 0.504 7.20 
11 7.47 4.96 0.889 1.13 4.17 0.545 7.12 
12 6.92 2.52 0.842 2.08 2.07 0.211 6.77 
13 6.84 3.86 0.835 2.09 3.16 0.326 3.90 
14 6.93 4.98 0.828 2.08 4.17. 0.408 4.99 
15 7.22 5.70 0.849 2.10 4.85 0.466 7.31 
16 7.25 6.72 0.844 2.04 5.77 0.555 5.47 
17 6.92 2.49 0.870 3.00 1.98 0.173 5.77 
18 7.13 4.64 0.855 3.02 3.87 0.316 5.58 
19 6.96 6.20 0.872 2.89 4.95 0.438 4.29 
20 7.11 6.94 0.864 2.92 5.71 0.483 4.58 
21 7.27 7.71 0.860 2.88 6.52 0.535 6.01 
22 7.37 8.27 0.856 2.86 7.12 0.570 6.75 
23 6.90 2.51 0.875 3.92 1.98 0.153 6.35 
24 6.90 5.04 0.857 3.97 4.06 0.305 5.92 
25 7.10 7.05 0.849 4.01 5.90 0.418 5.55 
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Table 1 (continued) 

Run hi »1 v-102 e-102 Re-10-
3 Fd fi-103 

26 7.15 8.08 0.869 4.18 6.65 0.468 4.38 
27 7.25 8.75 0.863 3.94 7.35 0.517 4.61 
28 7.17 9.03 0.853 3.75 7.59 0.551 4.67 
29 7.51 4.01 0.896 4.80 3.36 0.210 4.47 
30 7.01 7.20 0.881 4.73 5.73 0.394 3.32 
31 6.97 8.50 0.867 4.65 6.83 0.471 2.68 
32 7.19 9.05 0.880 4.72 7.39 0.490 3.66 
33 7.14 10.01 0.873 4.60 8.19 0.552 3.56 
34 7.32 10.20 0.872 4.68 8.56 0.550 4.57 
35 7.06 4.74 0.920 5.74 3.64 0.232 3.34 
36 7.09 6.95 0.924 5.61 5.33 0.346 3.69 
37 7.04 8.31 0.905 5.67 6.46 0.404 3.63 
38 7.12 9.13 0.922 5.67 7.05 0.453 2.90 
39 7.23 9.75 0.914 5.64 7.71 0.481 3.36 
40 7.32 10.45 0.900 5.32 8.50 0.528 4.05 
41 7.12 4.62 0.945 7.55 3.48 0.211 2.80 
42 6.88 7.50 0.937 7.55 5.51 0.326 3.11 
43 6.88 9.88 0.925 7.40 7.35 0.434 3.48 
44 7.21 10.60 0.927 7.68 8.25 0.446 3.66 
45 7.27 12.47 0.911 7.60 9.95 0.525 3.92 
46 7.37 13.71 0.887 6.86 11.39 0.605 6.69 

Kuzuryu River, Reporter: Nakamura c.g.s. unit 

Run hi Ul v-102 e-102 Re-10-5 Fd fi-lO1* 

1 120 32.5 0.869 2.06 4.49 0.660 3.94 
2 130 20.7 0.861 2.06 3.13 0.404 2.46 
3 135 17.5 0.842 2.06 2.81 0.335 45.0 
4 175 26.2 0.841 2.06 5.45 0.441 35.0 
5 177 19.0 0.841 1.96 4.00 0.326 6.16 
6 180 19.1 0.842 2.06 4.08 0.317 15.5 
7 272 33.4 0.964 1.96 9.42 0.462 27.2 
8 185 34.0 0.928 1.96 6.78 0.570 10.8 
9 170 31.8 0.907 2.06 5.96 0.543 6.78 

10 182 21.8 0.892 1.57 4.45 0.412 12.8 
11 225 25.6 0.907 2.06 6.35 0.380 20.8 
12, 134 26.3 0.960 1.96 3.67 0.519 10.3 
13 148 20.3 0.963 1.96 3.12 0.381 5.10 
14 135 19.0 0.950 1.77 2.70 0.393 8.44 
15 135 38.8 0.960 1.96 5.46 0.762 29.2 
16 185 20.2 0.960 1.96 3.89 0.339 18.6 
17 188 31.9 1.063 2.15 5.64 0.507 17.8 
18 66 27.5 1.098 2.19 1.65 0.731 4.96 
19 124 10.5 1.105 2.18 1.18 0.204 26.8 
20 131 8.9 1.105 2.15 1.06 0.170 31.4 
21 135 9.0 1.072 2.30 1.13 0.163 3.82 
22, 130 10.4 1.075 2.23 2.35 0.364 7.04 
23 125 23.0 1.075 2.26 2.67 0.437 15.6 
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Table 1 (continued) 

Run hi "l v-102 E-102 Re-10
-5 Fd fi'10" 

24 82 31.5 1.140 2.27 2.27 0.738 3.06 
25 90 26.5 1.145 2.26 2.08 0.594 6.00 
26 110 18.2 1.147 2.24 1.75 0.371 10.9 
27 105 16.2 1.147 2.16 1.48 0.344 49.8 
28 120 12.5 1.143 2.01 1.31 0.257 26.2 
29 125 24.9 1.140 2.25 2.73 0.474 27.8 
30 150 23.8 1.137 2.25 3.14 0.414 4.92 
31 156 14.0 1.135 2.05 1.92 0.250 19.7 
32 195 40.5 1.188 1.96 6.65 0.662 3.22 
33 205 35.5 1.179 1.97 6.17 0.564 11.7 
34 253 24.2 1.188 1.97 5.15 0.346 20.4 
35 324 37.2 1.510 2.30 7.98 0.435 37.8 
36 254 31.2 1.425 2.21 5.56 0.420 12.0 

Tone River, Reporter: Suga c.g.s. unit 

Run hi Di V e- Re-10-5 Fd fi-105 

1 245 17.0 / / 4.17 0.315 104 
2 305 23.0 / / 7.02 0.347 66 
3 335 24.0 / / 8.04 0.337 60 
4 365 22.0 / / 8.03 0.602 12 
5 385 24.5 / / 9.43 0.346 38.6 
6 410 16.0 / / 6.56 0.227 89.4 
7 240 52.0 / / 12.5 0.922 2.66 
8 300 53.0 / / 15.9 0.798 4.20 
9 315 56.0 / 1 17.6 0.862 1.58 

10 330 39.0 / 1 12.9 0.594 7.3 
11 350 31.0 / 1 10.9 0.524 9.2 
12 140 39.0 / 1 5.46 0.955 2.4 
13 230 45.0 / 1 10.4 0.901 3.4 
14 260 34.5 / 1 8.97 0.792 6.0 
15 290 37.0 / 1 10.7 0.712 10.0 
16 320 40.0 / 1 12.8 0.639 12.0 
17 350 34.5 / I 12.1 0.530 18.0 
18 50 58.0 / 1 2.9 0.924 5.0 
19 240 49.0 / 1 11.8 0.928 2.2 
20 290 49.0 / 1 14.2 0.656 13.2 
21 330 43.0 / 1 14.2 0.563 14.8 
22 355 38.0 / 1 13.5 0.560 11.7 
23 380 41.5 / 1 15.8 0.508 11.7 
24 160 11.0 / 1 1.76 0.509 84 
25 310 11.0 / 1 3.41 0.167 386 
26 350 5.0 / 1 1.75 0.124 620 
27 410 6.0 / 1 2.46 0.090 688 
28 450 6.0 / 1 2.70 0.088 566 
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Table 1  (continued) 

Experiment, Reporter: Suga c.g.s. unit 

Run hi UX V e-102 Re-10~
3 

Fd . fi-103 

1 12.75 5.23 0.60 6.67 0.605 7.40 
2 13.30 5.01 0.60 6.67 0.568 6.92 
3 13.75 4.85 0.60 6.67 0.541 5.94 
4 14.10 4.73 0.60 6.67 0.521 4.68 
5 14.40 4.63 0.60 6.67 0.505 4.82 
6 14.75 4.52 0.60 6.67 0.487 6.62 
7 15.15 4.40 0.60 6.67 0.468 7.60 
8 15.70 4.25 0.60 6.67 0.443 11.2 
9 16.40 4.07 0.60 6.67 0.415 12.5 

10 17.25 3.87 0.60 6.67 0.385 14.3 
11 14.59 9.14 0.60 13.3 0.989 0.760 
12 16.54 8.06 0.60 13.3 0.820 4.88 
13 17.49 7.62 0.60 13.3 0.754 3.80 
14 18.54 7.19 0.60 13.3 0.691 7.48 
15 21.35 6.25 0.60 13.3 0.559 7.50 
16 21.85 6.10 0.60 13.3 0.540 6.58 
17 22.35 5.97 0.60 13.3 0.522 6.48 
18 22.80 5.85 0.60 13.3 0.507 5.90 
19 23.20 5.75 0.60 13.3 0.494 5.98 
20 23.65 5.64 0.60 13.3 0.480 6.72 
21 24.15 5.52 0.60 13.3 0.465 7.08 
22 24.65 5.41 0.60 13.3 0.451 7.36 
23 25.20 5.29 0.60 13.3 0.436 7.84 
24 25.80 5.17 0.60 13.3 0.421 7.82 
25 26.40 5.05 0.60 13.3 0.406 7.90 
26 27.10 4.92 0.60 13.3 0.391 8.56 
27 28.00 4.76 0.60 13.3 0.373 10.9 
28 23.20 8.62 0.60 20.0 0.740 6.36 
29 23.75 8.42 0.60 20.0 0.715 4.16 
30 24.20 8.26 0.60 20.0 0.694 3.28 
31 24.60 8.13 0.60 20.0 0.678 2.88 
32 25.00 8.00 0.60 20.0 0.662 3.18 
33 25.55 7.83 0.60 20.0 0.640 3.56 
34 26.20 7.63 0.60 20.0 0.617 4.20 
35 27.20 7.35 0.60 20.0 0.583 4.66 
36 11.34 5.88 1.0 6.67 0.560 6.6 
37 12.09 5.51 1.0 6.67 0.509 6.8 
38 12.74 5.23 1.0 6.67 0.470 6.4 
39 13.34 5.00 1.0 6.67 0.439 6.2 
40 13.79 4.83 1.0 6.67 0.418 4.6 
41 14.24 4.68 1.0 6.67 0.399 6.0 
42 14.79 4.51 1.0 6.67 0.377 7.0 
43 15.39 4.33 1.0 6.67 0.355 7.2 
44 16.14 4.13 1.0 6.67 0.330 7.8 
45 14.37 9.28 1.0 13.3 0.785 4.12 
46 14.97 8.91 1.0 13.3 0.739 4.92 
47 15.57 8.56 1.0 13.3 0.696 4.60 
48 16.07 8.30 1.0 13.3 0.664 5.82 
49 16.67 8.00 1.0 13.3 0.629 5.90 
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Table 1 (continued) 

Run hi Dl V £-102 Re-10~
3 

*d fi-103 

50 17.27 7.72 / 1.0 13.3 0.597 9.47 
51 13.10 7.63 / 1.0 10.0 0.694 6.44 
52 13.80 7.25 / 1.0 10.0 0.626 6.40 
53 14.45 6.92 / 1.0 10.0 0.585 6.02 
54 14.95 6.69 / 1.0 10.0 0.555 5.84 
55 15.40 6.49 / 1.0 10.0 0.531 5.44 
56 15.90 6.29 / 1.0 10.0 0.505 6.18 
57 16.40 6.10 / 1.0 10.0 0.484 6.16 
58 16.95 5.90 / 1.0 10.0 0.460 7.18 
59 17.55 5.70 / 1.0 10.0 0.437 6.66 
60 19.54 8.53 / 1.0 16.7 0.620 2.94 
61 20.19 8.26 / 1.0 16.7 0.590 4.16 
62 20.94 7.96 / 1.0 16.7 0.559 5.14 
63 21.74 7.68 / 1.0 16.7 0.528 5.46 
64 22.54 7.39 / 1.0 16.7 0.500 5.68 
65 23.34 7.14 / 1.0 16.7 0.474 6.14 
66 24.24 6.88 / 1.0 16.7 0.448 6.78 
67 25.24 6.60 / 1.0 16.7 0.422 7.06 
68 26.34 6.33 / 1.0 16.7 0.396 6.98 
69 22.00 9.09 / 1.0 20.0 0.622 4.10 
70 22.50 8.89 / 1.0 20.0 0.602 4.70 
71 23.10 8.66 / 1.0 20.0 0.578 5.32 
72 23.70 8.44 / 1.0 20.0 0.557 5.40 
73 24.30 8.23 / 1.0 20.0 0.536 5.42 
74 24.95 8.02 / 1.0 20.0 0.515 5.76 
75 25.65 7.80 / 1.0 20.0 0.494 .5.92 
76 26.35 7.59 / 1.0 20.0 0.474 5.14 
77 27.20 7.35 / 1.0 20.0 0.453 5.56 
78 11.59 11.50 / 3.0 13.3 0.632 4.44 
79 12.24 10.89 / 3.0 13.3 0.583 4.20 
80 12.84 10.38 / 3.0 13.3 0.542 4.74 
81 13.44 9.92 / 3.0 13.3 0.507 5.16 
82 14.09 9.46 / 3.0 13.3 0.466 6.66 
83 14.74 9.05 / . 3.0 13.3 0.437 6.74 
84 15.49 8.61 / 3.0 13.3 0.405 6.96 
85 16.19 8.24 / 3.0 13.3 0.379 6.42 
86 16.94 7.87 / 3.0 13.3 0.358 6.26 
87 14.20 14.09 / 3.0 20.0 0.699 3.23 
88 14.70 13.61 / 3.0 20.0 0.664 3.60 
89 15.20 13.16 / 3.0 20.0 0.632 3.92 
90 15.70 12.74 / 3.0 20.0 0.602 4.16 
91 16.15 12.38 / 3.0 20.0 0.577 3.44 
92 16.55 12.09 / 3.0 20.0 0.556 3.48 
93 17.00 11.71 / 3.0 20.0 0.534 4.76 
94 17.60 11.36 / 3.0 20.0 0.507 5.40 
95 13.05 5.10 / 1.0 6.67 0.449 23.0 
96 13.45 4.95 / 1.0 6.67 0.434 20.8 
97 13.80 4.83 / 1.0 6.67 0.417 18.7 
98 14.10 4.76 / 1.0 6.67 0.407 17.3 
99 14.10 4.63 / 1.0 6.67 0.391 18.1 

100 14.70 4.54 / 1.0 6.67 0.379 16.8 
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Table 1 (continued) 

Run "1 Ul V e-102 Re-10
-3 

*d fi'103 

101 14.95 4.45 1.0 6.67 0.370 15.4 
102 15.20 4.39 1.0 6.67 0.361 15.5 
103 15.45 4.31 1.0 6.67 0.352 17.1 
104 15.75 4.23 1.0 6.67 0.342 20.0 
105 16.10 4.14 1.0 6.67 0.332 21.2 
106 16.45 4.05 1.0 6.67 0.321 21.6 
107 16.85 3.95 1.0 6.67 0.310 23.8 
108 20.70 6.44 1.0 13.3 0.455 8.12 
109 21.00 6.35 1.0 13.3 0.445 5.94 
110 21.20 6.29 1.0 13.3 0.438 4.82 
111 21.40 6.23 1.0 13.3 0.432 4.86 
112 21.60 6.17 1.0 13.3 0.427 5.52 
113 21.85 6,10 1.0 13.3 0.420 6.18 
114 22.10 6.03 1.0 13.3 0.412 6.86 
115 22.40 5.95 1.0 13.3 0.404 7.58 
116 22.70 5.87 1.0 13.3 0.396 7.60 
117 23.00 5.80 1.0 13.3 0.389 7.60 
118 23.30 5.72 1.0 13.3 0.381 7.62 
119 23.60 5.65 1.0 13.3 0.373 8.26 
120 23.95 5.57 1.0 13.3 0.365 8.84 
121 24.30 5.49 1.0 13.3 0.358 9.30 
122 24.70 5.40 1.0 13.3 0.349 10.3 
123 25.15 5.30 1.0 13.3 0.339 11.8 
124 13.60 6.62 1.0 3.38 0.576 11.5 
125 14.00 6.43 1.0 3.38 0.551 10.2 
126 14.35 6.27 1.0 3.38 0.532 9.18 
127 14.65 6.14 1.0 3.38 0.515 8.06 
128 14.90 6.04 1.0 3.38 0.502 7.46 
129 15.15 5.94 1.0 3.38 0.490 7.56 
130 15.40 5.84 1.0 3.38 0.479 7.62 
131 15.65 5.75 1.0 3.38 0.467 7.66 
132 15.90 5.66 1.0 3.38 0.456 8.42 
133 16.20 5.56 1.0 3.38 0.443 10.7 
134 16.60 5.42 1.0 3.38 0.428 11.9 
135 17.00 5.29 1.0 3.38 0.412 11.4 
136 17.40 5.17 1.0 3.38 0.397 12.0 
137 17.57 3.79 0.6 6.67 0.374 23.4 
138 17.97 3.71 0.6 6.67 0.362 19.2 
139 18.37 3.63 0.6 6.67 0.351 20.1 
140 18.77 3.55 0.6 6.67 0.339 20.8 
141 19.17 3.48 0.6 6.67 0.329 21.4 
142 19.57 3.41 0.6 6.67 0.318 22.1 
143 19.97 3.34 0.6 6.67 0.308 22.6 
144 20.37 3.27 0.6 6.67 0.300 20.0 
145 . 20.67 3.23 0.6 6.67 0.293 17.3 
146 20.97 3.18 0.6 6.67 0.286 17.5 
147 21.27 3.13 0.6 6.67 0.281 17.8 
148 21.57 3.09 0.6 6.67 0.276 17.8 
149 21.87 3.05 0.6 6.67 0.270 19.4 
150 22.17 3.02 0.6 6.67 0.265 19.4 
151 22.47 2.99 0.6 6.67 0.261 17.2 
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TIDAL RESPONSE OF TWO-LAYER FLOW AT A RIVER MOUTH 

by 

Shizuo Yoshida* 

and 

Masakazu Kashiwamura** 

ABSTRACT 

This paper describes various features of tidal effects on the behavior 
of a salt wedge and on the mechanism of mixing between the salt water and 
the fresh water in the vicinity of a river mouth.  The studies have been 
performed through experiments, field observations and throretical 
considerations.  The condition upon which the fresh water begins to show 
an intermittent flow-pattern owing to an increase of the tidal action, 
and the criterion of a transition of the mixing type from negligible 
into intense, were obtained, with two dimensionless parameters X and 6. 
The former parameter X  is given by A = A0/U0T0, in which T0 is the tidal 
period, A0 is the tidal amplitude of the sea level, and U0 is the temporal 
mean velocity of the fresh water at the river mouth.  The latter parameter 
9 is the so-called Keulegan number.  Besides, it came evident that a tidal 
motion of the salt wedge couldn't be understood without a consideration of 
the internal wave inside the mouth, which were induced by the tide, in 
addition to a direct effect of the tide. 

1. Introduction 

Since early times, in Japan, river mouths have been utilized in many 
ways, for example, as fishery ports, navigation harbors, suppliers of 
water for irrigation and industries, etc.  The river mouth, in this 
meaning, is considered to be an important base for all industries. 
Recently, with a growth of utilization of the river mouths, a serious 
problem has attracted public attention.  It is water pollution.  Saline 
pollution owing to the salt wedge has widely been known from old times, as 
a main difficulty to agriculture, chemical industries and to citizens' 
lives.  Nowadays, in addition, sewage poured from citizens'lives, and waste 
from industries have come a new matter of the utmost concern, since'they 
give a damage to coastal fisheries, and its results rebound to human life 
again, as a danger against human health. 

* Research Assistant, Department of Engineering Science, Hokkaido 
University, Sapporo, Japan. 

** Professor of Engineering Science, Hokkaido University, Sapporo, Japan. 
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To solve those problems, studies on the two-layer flow at a river 
mouth have an important role.  Prediction of a length or a form of the salt 
wedge, control technique of its lengthl), an estimate of the area of river 
water expanding over the sea, outflow patterns varying with a degree of 
river discharge^),3),4),5) etc. are those of already revealed to a certain 
degree, which have greatly served to increase a correct comprehension on 
mechanics of the problems.  Most of them, however, have been investigated 
under a tideless condition, and many studies concerning the tidal effect 
are, at present, left unsolved yet. Needless to say, there have been many 
studies related to a tidal estuary, but most of them are directed to 
established types of mixing, namely, intense mixing or moderate mixing, 
where tidal variations of flow, level and saline concentration, from time 
to time, are usually ignored, and instead, temporal mean values are 
important. 

The present authors intend, hereby, to describe a fine mechanism of 
the two-layer flow which varies in response to the tide.  They deal, first, 
with an equipment for experiments and a method of measurements, which were 
adopted in the study, in Section 2, next, with a relationship between 
outflow patterns of the fresh water and the tide in Section 3, third, with 
a periodical motion of the salt wedge due to the tide in Section 4, and 
finally, with a problem of tidal mixing between the fresh water and the 
salt water, and also with a contribution of the tide to a transition from 
the negligible mixing type into the intense mixing type in Section 5. 

2.  Experimental Equipment 

In order to observe the whole behavior of the two-layer flow which 
extends widely from the upstream of a river to the open sea, an equipment 
was designed as shown in Fig. 1, so as to consist of a large water vessel 
and a long straight channel which connects to the vessel at right angles. 
The vessel and the channel correspond to the sea and a river, respectively. 
Since they are made of transparent acrylic acid resin, for the purpose of 
marking dye in water being observable from outside.  A tide generator is 
specially devised so that the water level may follow any curve of 
hydrographs.  Its block diagram is shown in Fig. 2.  Salt water in the 
vessel is separated by a wide vinyl sheet on the bottom, from water which 
is pumped in and out from below to change the water level.  Thus, the 
salt water is moved bodily up and down, and is kept undisturbed. 

As a movie camera is insufficient to observe the whole behavior of 
the salt wedge, another optical method is additionally adopted.  The 
diagram of the optical system is shown in Fig. 1.  Light pulses emitted 
from a xenon lamp intermittently at constant intervals, are made parallel 
by a concave mirror, and reflected perpendicularly at many plane mirrors 
which are lined up along the channel.  Many light beams thus divided 
penetrate the channel transversely, pass through narrow slits of 0.3 mm 
in width, which are attached on the other side of the channel, and arrive 
at a long sheet of photosensitive paper, which moves along the channel 
by 0.3 mm, synchronously with every arrival of pulses.  Since light is 
reflected or refracted at the water surface and the interface, both levels 
are exposed on the sheet, from time to time.  Thus, a tidal change of the 
surface and the interface can be obtained at 10 cm intervals along the 
channel.  The behavior of the two-layer flow outside the mouth are 
caught with a 8 mm movie camera, by the aid of fluorescein sodium liquid 
as a tracer. 
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3.  Tidal Change of Flow Pattern 

An appearance of outflow pattern varies depending on only the amount 
of a river discharge, if it is assumed tideless.  When the discharge grows, 
the outflow pattern approaches an extreme type called the E pattern, which 
resembles a turbulent jet of homogeneous fluid.  On the other hand, if the 
discharge falls off, it reaches the other extreme type called the A 
pattern, whose stream lines extend slowly in all directions over the sea 
without turbulence.  According to experiments, three transitional types 
lie between those extreme two, and they are called the B, C and D patterns. 
All patterns are shown in Fig. 3 (1), and they can be classified with two 
parameters, which are the Keulegan number 6 and the Reynolds number R 
respectively, where 8 = (veg)1'3/!!,, and R = U0b/v.  The symbol b is a 
cross-sectional mean velocity of the fresh water at the mouth, v is a 
kinematic viscosity, and £ = (pj- pj)/p2, where Pj and p£ are densities of 
the fresh water and the salt water respectively.  The classification is 
shown in Fig. 3(2). 

When the tide exists, every pattern varies from time to time.  At a 
flood tide, it has a trend to approach the A pattern, and at the ebb tide, 
it changes toward the E pattern.  A degree of the tidal range dominates 
a change of the pattern.  According to experiments, if an amplitude of the 
tide level is small, or a tidal period is long enough, the change is small, 
and the fresh water always flows out from the mouth over the whole tidal 
period.  However, when the amplitude grows up excessively, or the tidal 
period decreases below a certain value, the fresh water sometimes stops or 
flows upstream at the flood.  If it develops extremely, the fresh water, 
which has flown out at the ebb, cannot return into the river even at the 
flood, and it produces a special pattern, an "intermittent flow", every 
tidal cycle.  In such a case, mixing of the fresh water and the salt 
water develops, and an adoption of the two-layer theory becomes impossible. 

Two examples are shown in Figs. 4 and 5, which are those transferred 
from movie films.  The former one is photographed on condition that the 
discharge is 6.70 cm3/s, the tide amplitude is 1.70 cm, the tide period 
is 1380 sec and e = 0.018.  If tideless, the upper values are those of the 
B, or C pattern, whose condition is 6R0-13^= 0.673. However, the tide 
lets the fresh water change its flow pattern from time to time.  Under 
the above condition, the upstream flow doesn't occur even at the flood. 
According to tidal hours, the flow pattern varies in such a manner that 
it shows the pattern C at the high and low waters, B at the flood, and 
E at the ebb.  Fig. 5 is another example under condition that the 
discharge is 2.89 cm3/s, the amplitude is 2.29 cm, the tidal period is 
360 sec and e = 0.020.  If tideless, the flow pattern belongs to B 
somewhat close to A with a relationship, 8R0'137= 0.849.  Compared with 
the former case, in this case, the discharge and the period are so small 
that the tidal effect is strong.  At every hour of the tide, the pattern 
shows A or B at the high and low waters, D at the ebb and an upstream 
flowing pattern at the flood, when the surface at the mouth is occupied 
by the salt water, namely, this type is an intermittent flow. 

Other experimental results are all situated between those two cases, 
where sometimes the fresh water stops at the ebb, or sometimes the fresh 
water flows upstream in a type different from the intermittent flow. 

Next, a criterion, upon which above various types occur, will be 
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discussed.  Since a condition on which the fresh water flows upstream seems 
to arise, when the tidal current exceeds a temporal mean velocity of the 
fresh water, the ratio of both velocities will be a dimensionless parameter 
which dominates this problem.  An intensity of the tidal current can be 
regarded as a function of A0/T0, where A„ is the amplitude of the tidal 
level and T0 is the period.  Therefore, the ratio X,  which is represented 
by X  = A0/U0T0, should be a parameter required.  In addition, the velocity 
Ho  of the fresh water is so deeply related to the.two-layer flow system 
itself, that this problem seems to have a relation also to the Keulegan 
number 6. , 

Thus, by using those two parameters X  and 8, various patterns are 
classified as follows. 

Xd <  1.22 x 10-1*: The fresh water always flows out, over the whole 
tidal period. 

X8 = 1.22 x 10_lt: The fresh water stops at the flood. 
1.22 x 10-lt< X6  <  1.63 x 10"1*: The fresh water flows backward into 

the river, at the flood, but it is no intermittent 
flow. 

XQ =  1.63 x 10-lt: The salt water covers the surface temporarily in 
the vicinity of the mouth, at the flood. 

A6 > 1.63 x 10-1*: The intermittent flow occurs. 

Those conditions are shown in Fig. 6.  The value of U0 is evaluated 
from the equation U0 = (egQ/b)

1'3, which is derived from two equations, 
Q = bhjU„ and U0

z/egh = 1, where Q and hj are temporal mean values of the 
discharge and a depth of the fresh water at the mouth, respectively. 
There arises a question whether the conditions thus obtained from experi- 
ments are valid for natural rivers or not.  This will be discussed again 
in Section 5, with some theoretical consideration. 

4.  Tidal Change of Two-Layer Flow and Its Propagation 

Problems of a stationary two-layer flow inside the river mouth are 
more or less related to those of the salt wedge.  A prediction of a form 
of the salt wedge plays an important part for solving problems of this 
kind, and it is possible from the theory after Schijf-Schonfeld, by using 
a coefficient of interfacial resistance.  Physical properties of the 
interfacial resistance have not fully been revealed yet, but studies on 
those are growing through experiments and field observations, along a 
definite line to relate the resistance with a certain parameter IJJ, which 
is composed of the Reynolds number R and the interfacial Froude number 
F±,   as i|> = RFi2. 

Studies on the dynamical behavior of the two-layer flow which is 
under the tidal effect have been also developed in some degree mainly 
through field observations.  For example, a front of the salt wedge is 
formed steep at the high water and is flattened at the low water; The 
surface level moves with not always the same phase with that of the 
interface; the salt wedge advances at the flood and retreats at the ebb, 
while the fresh water continuously flows down over the whole period, etc. 
Those are nowadays well-known facts, though fairly empirical. 

The authors conducted a series of experiments with high accuracy on 
those problems, and also made field observations to test experimental 
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results. 

(a)  Results of Model Experiments and Analyses 
First, a change of the vertical distribution of velocity due to the 

tide is examined.  Figs. 7 (1), (2), (3) and (4) show some examples. 
Observational points are 2.75 m upstream from the mouth, in cases of (1) 
and (2), and 1.3 m in (3) and (4).  The discharge of the fresh water 
increases, in order, from (1) to (4).  Fig. 8 shows a tidal change of 
salt concentration in the surface water (in electrical conductivity, uy/cm) 
at the mouth, at various values of discharge.  Fig. 9 shows the same at 
different places inside the mouth.  Throughout experiments, the tidal 
change of the level is given to move sinusoidally.  If the discharge is 
small, for example, Q = 1.91 cm3/s in Fig. 8, the salt water occupies the 
surface for some distance from the mouth at the flood, and it suggests 
an intermittent flow.  This case belongs to a condition of the intermittent 
flow, X6 > 1.63 x 10-1*, and the shape of the fresh water is sketched 
as shown in Fig. 10.  When the discharge increases, the intermittent or 
upstream types disappear and the fresh water flows down every tidal hour, 
but on the other hand, the salt water beneath the fresh water, moves 
upstream and downstream according to the tidal hours.  Such a case has 
frequently been experienced in field observations as shown in Fig. 7(5). 
However, the change of the interfacial level is more remarkable in field 
than in experiment. 

As described above, the level, interface, velocity and salinity, 
change periodically with the tide at every point along the channel, and it 
suggests that those variations may propagate along the channel.  Obser- 
vations at two points, one of which is 50 cm upstream from the mouth and 
the other 350 cm, provide some properties of those propagations.  Two 
examples are shown in Figs. 11 and 12.  Experiments were performed with 
dye as a tracer and a movie camera.  Fig. 11 is an example of no discharge, 
when the tidal periods are 33.3 sec and 100 sec.  Both curves are 
different in phase with each other, where an exactly opposite trend can 
be found.  This is because of that the case of 33.3 sec is resonant with 
the proper period of the channel which is 31.9 sec.  According to a 
detailed observation at the upstream point, a change of velocity and 
level is observed always to have a phase difference ir/2, the former being 
ahead of the latter.  This fact is Understood from a consideration that 
there occurs a cooscillating tide in the channel caused by the tide 
outside.  Fig. 12 shows an example with the discharge 12.0 cm3/s.  The 
approximate behavior is almost the same with that of no discharge, since 
the amount of the discharge is relatively small.  In those two examples, 
the effect of the external wave which is caused by the tide is dominant 
on the motion of water inside the channel, where the interface between 
the fresh water and the salt water moves at the same phase with the 
water surface. 

The tidal current induced in the channel is next examined theoreti- 
cally, in order to compare the observed results with it.  If the channel 
has a constant depth and its length is small compared to the wave length 
of the external wave, equations of motion and continuity are given at the 
first approximation for an inviscid two-layer flow, as follows. 

3uj   8 
h^JT+u^-^  = 0 (1) 
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(2) 

(3) 

3n2 

eg ^ (4) 

where t is time, x is a coordinate along the channel from the mouth, m 
and n2 are vertical deviations of the surface and the interface from their 
temporal mean values, h and u are depth and velocity at each layer, and 
subscripts 1 and 2 represent the upper and the lower layers.  By combining 
four equations, the next form of u  is derived. 

d'*u1 3ltu1 3Sn 

(6- -1) 

(6- -2) 

(6- -3) 

(6- -4) 

g (hj + h2)  + Eg2h!h2   = 0   (5) 
at1* 3t23x2 3X1* 

By introducing new symbols Cs as a velocity of the external wave, and 
C-^ as the internal wave, such as Cs

2 = g (hj + h2), and Ci
2 = egh1h2/(hj+h2). 

a general solution, xi\  = f(mx + at) + F(mx - at) is obtained from Eq. (5) 
under the condition e«l, where a/m = Cs ±  which represents both Cs and C± 
together.  Similarly u2, m and n2 are given in the same form with uj. 

11 = 1l0 cos (mx " 't) 

ghi 
"2 

= (1 7)110 cos (mx - at) 
^s ,1 

g ,      . 
ux = -— mo cos (mx - at) 

°s,i 
cs,i     Shl 

u2 «   (1 -  )nio cos (mx -at) 
"2      CS)1

2 

Since the upper end of the channel exists, it can be assumed that the 
velocity u = 0 at x = X which is the distance from the mouth.  Furthermore, 
putting the tide level m = n10cos (at + e) outside the mouth, solutions 
are given as follows. 

cos{m(x - V)} 
ni = nio   cos (at + e) (7-1) 

cos ml 

ghj    cos {m(x - I)} 
n2 = (1 )n10  cos (at + e)     (7-2) 

CS)i       cos m 

g     sin {m(x - I) } 
u1  =  mo  sin (<?t + e) (7-3) 

Cs £      cos mZ 

CS)i      ghi      sin {m(x -I)} 
u2 =  — (1 -   )mo   sin (at + e) (7-4) 

h2      Cs ±2 cos mil 
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Substituting experimental values which are shown in Fig. 12, as njo = 0.2 
cm,' T = 100 sec and I  = 450 cm, into Eq. (7-3) , the value, UJQ * U20 = 
1.36 cm/s is found.  This value is consistent well with the cross-sectional 
mean velocity, 1.2 cm/s, which is calculated from the lateral velocity 
distribution.  Besides, the phase difference of the velocity and the level 
which has already been described as ir/2, is also explained by those 
equations. 

As pointed out like those, changes of the level and the velocity 
owing to the tide with the period 100 sec, coincide with those estimated 
from Eq. (7-3), where the propagation is based on the external wave.  This 
fact, however, is not always true, because the interface grows remarkable 
with a distance from the mouth, and also with an increase of the tidal 
period.  Such an example is shown in Fig. 13.  These pictures are obtained 
through the technique by using the light-beam system which has already 
been described in Section 2.  Since a propagation of the surface level 
is very fast, owing to its dependence on the external wave, the time 
difference cannot be detected at any station, but on the other hand, the 
interface is recognized to delay with a distance from the mouth.  This 
means that the interface is affected more strongly by the internal wave. 
The experiments were made under condition that Q = 9.67 cm3/s, e = 0.0067, 
riiO = 1.0 cm, T = 1623 cm and a time interval of every exposure is 8.92 
sec. 

In order to investigate how the phase difference of the surface and 
the interface is related to the tidal period, experiments were repeated 
in a direction toward a decision of the time delay 6 of the interface 
behind the surface, at various points along the channel.  The results are 
shown in Fig. 14, in which Q = 10 cm3/s and mo = 0.27 cm.  From this 
figure, it can be understood that an increase of <5 is approximately linear 
against x.  Its gradient <Si has a trend to grow steep with an increase of 
the tidal period.  This means that a change of the interface propagates 
upstream with a certain velocity which depends on the tidal period.  The 
velocity V is estimated undoubtedly as the reciprocal of &±.     The 
dependencyof V on the tidal period is seen also in Figs. 15 (1) and (2), 
in which the discharge or the tide amplitude is taken as a parameter, 
where the amplitude is very small compared with the whole depth. 

From those results, it is found that V is exceedingly large at the 
period of 100 sec and the phase difference between the surface and the 
interface is negligible, but it decreases with a growth of the tidal 
period, and finally it converges to a certain small value.  Those final 
values become to be independent of the tide amplitude, but they depend 
on only the discharge.  Convergent values are very close to those 
calculated from the following equation which gives the velocity of an 
internal wave. 

• / 
U2hj + Ujh2    /  hjh2    (ux - U2)

2h1h2 

h2        hj + h2    (hi + h2) 2 
(8) 

This coincidence proves that a change of the interface brought by 
the tide has a property of the internal gravity wave. 

In conclusion, a short period of the tide produces only the external 
wave at both the surface and the interface, but a sufficiently long period 
of the tide causes the external wave at the surface and the internal wave 
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at the Interface.  There is no theory sufficient to explain all those 
phenomena in detail yet, but it is not only interesting but also important 
for a study on the salt wedge.  Under the condition of a long period, it 
must be noticed that a velocity of the flow in the salt layer also 
propagates with the velocity of the internal wave, although a velocity 
of the fresh water shows that of the external wave.  Then, the surface 
level rises and falls almost simultaneously everywhere along the channel, 
nevertheless, the interface delays in time behind the surface, with an 
increase of the distance, because a propagation of the velocity of the 
salt water is very slow.  In an extreme case, when the surface rises, the 
interface at a certain point may sometimes fall.  It is possible that the 
origin of the internal wave is situated at some place inside the river 
mouth, from paying attention to Fig. 14.  Needless to say, the occurrence 
of the internal wave is due to the tide, but the mechanism in what manner 
the tide passes through the mouth is still unknown and it belongs to the 
future study.  If the tidal period is short enough, the effect of the 
internal wave disappears inside the mouth, and the interface rises and 
falls simultaneously at any point, as shown in Fig. 14. 

(b)  Field Observation of the Two-Layer Flow and Analyses 
Figs. 16 and 17 show examples of field observation, at two stations 

along the Teshio River in Hokkaido.  One is 0.5 km upstream from the 
mouth, and the other is 5.1 km.  Observations at both stations were made 
at every one hour over the whole period of 25 hours.  Since the Japan Sea 
to which the Teshio River opens, has a small tidal range of about 30 cm 
at its maximum, the length of the salt wedge is little affected by the 
tide.  The relationship between the length and the river discharge is 
shown in Fig. 18.  In the case of Fig. 16, as the discharge is about 90 
m3/s, the length of the salt wedge is estimated about 15 km.  In Fig. 17, 
the length is expected 22 km, since the discharge is 44 m3/s.  According 
to the hydrograph obtained at the station of 18.3 km from the mouth, the 
change of the water level coincides with the tide, except flood days. 
This means that the external wave caused by the tide can travel for a 
great distance along the river without decay. 

The surface level, interface velocity, water temperature and 
electrical conductivity were observed.  It is noticeable that the change 
of the velocity contains irregular components whose periods are smaller 
than the tide, at the lower station.  It seems to have been caused by 
the stormy weather which produces a seiche with a long period.  After 
eliminating those components, the careful comparison of tidal components 
of the level, interface and velocity with each other, will lead to 
understanding that they are waves rather progressive towards upstream, 
than standing waves which have been discussed in the preceding section. 
This is evident from the fact that there is no reflection from the 
upstream of the river and the tide is caught without decay even at a 
very far station upstream from the river mouth. 

In such a case, Proudman's solutions seems to be adoptable.  The 
velocity is calculated from Eq. (6) as ujo = 10.7 cm/s.  This is very 
close to the cross-sectionally averaged value 13 cm/s, while the value 
at the center of the flow is 20 cm/s, as shown in Fig. 13.  As described 
like those, since all the changes are thought progressive, there can be 
a phase difference at two stations upper and lower.  However, the 
external wave is estimated as 7 m/s in velocity and its travel time is 
only 11 minutes over the distance of 4.6 km between both stations. 
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Therefore, the time difference of the surface level is not detected between 
the two stations.  For the purpose of finding of the detailed relationship 
between the surface and interface levels, enlarged figures are shown in 
Figs. 19 (1) and (2), in which the interface is defined as a level of 
30,000 uoVcm ±n  electrical conductivity.  A representative type of the 
vertical distribution of electrical conductivity which corresponds to 
density, is shown in Fig. 20.  The time difference of the surface level 
and the interface is negligible at the lower station, but not at the 
upper station as easily expected.  There are 3-4 hours in Fig. 19 (1) and 
2.5-3 hours in Fig. 19 (2).  They are approximately the same with values 
of the' internal wave which passes through two stations, where the former 
is calculated 3.1 hours and the latter 2.7 hours by using Eq. (8). 

From all those experienced in field observation, the tidal effect 
at the Teshio River can be regarded as the same with that experienced in 
the experiment of a long tidal period which has already been described. 
It must be stressed again that the velocity change in the salt layer 
propagates with a velocity of the internal wave also in field observations. 
However, the velocity of the fresh water doesn't seem, for the present, 
to have a property of propagation of the internal wave. 

There are many other important problems unsolved.  For example, the 
case in which the tidal range becomes comparable with the water depth; 
a problem of the degree of a. change of the interface level, which is much 
larger in field than in experiment, etc. are belonging to future studies. 

5.  Tidal Mixing of Two Layers 

In a case of a negligible tide, mixing of the two-layer flow is 
thought to occur by interfacial instability and turbulence, caused by an 
increase of the relative velocity of the two layers.  In such a case, 
the salt wedge has another phenomenon.  The increase of the relative 
velocity brings a retreat of the salt wedge and finally pushes it out 
from the river mouth into the sea.  From those two facts, it is under- 
standable that if the salt wedge exists inside the river, mixing of 
two layers is always weak or negligible.  Therefore, the existence of 
various types of mixing has been, hitherto, considered to depend on 
the tidal effect.  The intense mixing type of a density current inside 
a river mouth or an estuary is, for instance, possible only in a case of 
the great range of tide. 

In order to test this point of view, the authors repeated experiments 
with various degrees of the tidal range.  However, contrary to expectation, 
there occurred no intense mixing, nor moderate mixing but always a type of 
distinctly separated two-layer flow, at any large value of the tidal range. 

As has already been described, the channel used in the experiments has a 
smooth bed and smooth sides, since it is made of acrylic resin.  According 
to another experiment in which roughness is given to the bed, flow patterns 
change completely and mixing occurs even with a relatively small tidal 
range. 

Examples are shown in Figs. 21 (a), (b), (c) and (d), whose conditions 
are, T = 200 sec, Q = 10 cm3/s, e = 0.0067 and the total depth is 4 cm. 
The roughness is given with rectangular wooden pieces having a square 
cross-section of 6 mm x 6 mm and every spacing is 10 cm in distance. 
Figs, from (a) to (d) are photographed at the flood, where the amplitudes 
of the tidal range are mo = 4.9 mm, 8.4 mm, 17.3 mm and 20.7 mm, 
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Figure 21(a). Figure 21(b). 

Figure 21 (c). Figure 21(d). 
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respectively.  The interface is distinct and straight horizontally in Fig. 
(a).  Lee waves occur in Fig. (b), and the interface begins to break down 
in Fig. (c), in which many vortices produced behind wooden pieces move 
with the current, gradually growing and disturbing the interface, and 
finally break the interface in such a manner that vortices drags down the 
interface into themselves, and cause mixing of.the two layers. A type of 
fully developed mixing is found in Fig. (d), which is that of the so-called 
intense mixing.  In the case of Fig. (d), however, the interface has a 
trend to restore its original two-layer type at the ebb time.  Therefore, 
in order to keep the intense type over the whole period, a larger amplitude 
is necessary. 

As thus described, mixing is deeply dependent on the roughness of the 
channel and a strength of the tidal current.  The degree of mixing is 
classified with two parameters X and 6, which have already been used in 
the classifications of outflow pattern, as shown in Fig. 22.  Although 
experiments are not so plentiful enough to derive the conclusion yet, 
within the limited range of values of 6, breaking of the interface occurs, 
when 16 >. 6 x 10-1*, and a transition to the intense mixing type is found, 
when X9 >. 9 x 10-1*.  But the observational results in field are not so 
coincident with those values, that another new parameter should be 
introduced, instead of X.  According to field measurements, since the 
tidal current depends rather on a velocity of the external wave, than on 
the tidal period, another parameter such as Xu = KgA<,/CsU<, was tried to 
take into account, but at present it is not successful.  Unification of 
the results, both in field and experiment, by discovering a reasonable 
parameter, is an important problem for further study. 
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EVALUATION OF AIR-SEA 

INTERFACE HEAT FLUX 
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ABSTRACT 

A theoretical analysis, laboratory experiments, and the routine 
availability of infrared remote sensors for boat, airplane or satellite 
use are combined to provide a simple method for evaluating the total 
heat flux through the air-water interface under nighttime field condi- 
tions in which the water surface is rough; all indications are that the 
technique can be extended to other conditions as well.  To evaluate this 
flux all that is required is the local windspeed, the water surface tem- 
perature, a subsurface temperature, and the character of the sea surface. 
Conversely, the theory can also be applied to predict temperature dif- 
ferences across the interface if the heat transfer can be otherwise 
established. 

INTRODUCTION 

Rejection to the atmosphere is the ultimate fate of the heat re- 
leased by thermal power plants.  The probable development of off-shore 
nuclear plants and the existing coastal power plants make necessary an 
understanding of and a means of evaluating the effects of ocean waves 
and the wind on the total heat transfer and/or temperature gradients 
across the air-sea interface.  This transfer is important to local ocean 
thermal conditions and as an input to the development of local climatology. 

The key to estimating interface transfer is knowledge of the tem- 
perature structure in the aqueous boundary layer just beneath the alr- 

'Professor, Department of Civil Engineering, Stanford University, Stan- 
ford, California 94305, U.S.A. 

2Assistant Professor, Department of Civil Engineering, Brigham Young 
University, Provo, Utah 84602, U.S.A. 
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water interface.  Saunders (1967) said, "For some decades it has been 
known that the surface is generally cooler than the subsurface water 
with the major temperature variation concentrated in the uppermost mil- 
limeters." He also noted, "When used from a near surface position, 
radiometers afford a unique tool for determining the magnitude of this 
surface anomaly, and ... it seems likely that they will become indis- 
pensable in field experiments where the transfer of heat, moisture and 
momentum are measured." Following this Hasse (1971) considered the heat 
flow through the surface. Disregarding initially the short wave radia- 
tion due to the sun, he developed a theoretical analysis, based on the 
diffusivity relationship of Reichardt, for the vertical transfer of 
heat in the aqueous boundary layer that is required to balance the heat 
loss (or gain) at the surface through evaporation, sensible heat trans- 
fer and effective back radiation.  He then provided a theoretical rela- 
tionship including the influence of the sun. 

Using the insight provided by Saunders and Hasse, we have extended 
the latter's theoretical analysis, used our own laboratory experiments, 
and presumed the routine availability of infrared remote sensors for 
boat, airplane or satellite use to provide a simple method for evaluat- 
ing the total heat flux through the air-water interface under nighttime 
field conditions in which the water surface is rough; all indications 
are that the technique can be extended to other conditions as well. To 
evaluate this flux all that is required is the local windspeed, the 
water surface temperature, a subsurface temperature, and the character 
of the sea surface.  Conversely, the theory can also be applied to pre- 
dict temperature differences across the interface if the heat transfer 
can be otherwise established. 

The work of Scarpace and Green (1973) at Wisconsin gives a good 
illustration of the applicability of such a theory.  Airborne thermal 
imagery (infrared radiometry) was used on thermal plumes.  The imagery 
was supported by simultaneous data taken from boats.  They reported: 

The scanner is virtually impossible to calibrate from 
the air.  It also gives no information on subsurface tem- 
peratures.  Thus an intensive ground truth effort is essen- 
tial to providing both accurate data and supporting informa- 
tion. 

While the plane was overhead (sometimes shortly before 
and after), two or three surface craft measured underwater 
temperatures with Whitney resistance thermometers, while 
[a 40 ft R/V boat] made several passes over a predetermined 
course marked by 20 buoys.  The PRT-5 [radiometer] was 
mounted on the bow. 

Application of the method discussed below would either yield the heat 
transfer from the Scarpace and Green data or, combined with meteorologi- 
cal and wave data, obviate the need for either the subsurface or the 
PRT-5 data as ground truth. 
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BASIC THEORY 

As mentioned above both Saunders and Hasse developed theories for 
the heat transfer and temperature difference relationship in the aqueous 
boundary layer.  Saunders' theory was applicable across the so-called 
thermal sublayer where molecular effects are dominant, while Hasse's 
theory applies across a specific depth of the layer (as does ours). 
Interestingly the attempts to verify Saunders' theory have been made 
through experiments more relevant to Hasse's and our theories, leading 
to a diversity of results for Saunders' transfer coefficient X. 

• Hasse (1971) suggests treating the flux QT in the aqueous surface 
layer in differential form as (Fig. 1) 

ST 

^ = -pwCpK^ (1) rw 

where K = K(z)  is the effeative  thermal diffusivity,  T is the water 
temperature,  f^ is the density of water,  Cp„ is the heat capacity of 
water,  and z is measured positive downward from the surface.  If 
3T/3x is essentially zero, and we speak of a steady mean flow so 
8T/3t =  0,  then 

dT 
(L = -pc K — (2) 
T    w p  dz rw 

In the surface layer QT is constant below the level of back radiation 
and in the absence of solar (incoming) radiation.  We ignore the tempera- 
ture effects on  p„ and cp  across the thermal layers.  Then, 

dT _ _/ QT 
I p c 
\ w p 

dz    pc  /K(z) (3) 

The key parameters of the problem are summarized as follows (see 
Fig. 1): 

h  = mean surface roughness (wave) height 

k' = Karman constant =0.40 

P_ = molecular Prandtl number = V /K 
x w w 

U* = (T /p )2 = friction velocity in water Kw    o w 
Z{, = depth of "bulk" water temperature measurement 

zg = radiometer optical depth (zs ss 140 ym for our experiments, 
while z„ « 20 ym for a PRT-5) 
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6t = thermal sublayer thickness 

6T = thermal layer matching thickness (i.e., the point at which 
the temperature profile becomes logarithmic) 

6V = viscous sublayer thickness 

Kw = thermal diffusivity of water 

vw = kinematic viscosity of water 

TQ = surface shear stress 

We also define a set of nondimensional (Reynolds) numbers: 

h+ = U. h/v ; z* = U. z,/v ; z+ = U. z /v ; 
*w  w   b   *w b w   s   *w s w 

&t  = U* 6 /v ; S+ = IL 6 /v ; 6+ = IL 6 /v 
T   *w T w   t   *w t w   v   *w v w 

(4) 

Yaglom and Kader (1974) discussed the flow over and heat transfer 
from rough surfaces.  They defined the functional form of the eddy vis- 
cosities and eddy diffusivities in the surface layers; we employ their 
formulations here. We also let ATt = Ts - TD where Ts and T^ are 
the "surface" and bulk water temperatures and the heat transfer coeffi- 
cient becomes 

p c UA AT ,    w p *  t 
A. m  *JL_!  (5) 
CH      QT 

The immediate objective of our work was to obtain an explicit relation- 
ship between 1/CH and the parameters of the flow.  Our goals then were 
first  to use our results from a laboratory experiment employing an in- 
frared radiometer to relate Sv    to h+ for rough flows and second  to 
employ this relation to predict 1/CJJ for any rough flow.  The experi- 
ments were run in the Stanford Wind, Water-Wave Research facility (Fig. 2). 

The key to the analysis is prescription of K(z). We have developed 
expressions based on Yaglom and Kader's analysis for fully rough wall 
flows, i.e., for h+ > 100.  Thus, 

£H = aHVh+>"3/2(Z
+)3 <« 

£M 
^vw(h+r3/2(z+)3 (7) 

near the rough wall, where Ej, and £JJ are the eddy dif fusivities for 
heat and momentum, respectively, and a.'    and a-jj are supposed constant 
for any given boundary geometry. 
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For the layers shown in Fig.   1 we must have 

+      *+ -     ,.+N-3/2       ,.+,3 a. at    z    = 6t:    eH = a^Oi ) (<$t)    = K (8) 

b. at    z+ = 6+:    eM = a'v  (h+)"3/2       (6+)3 = V (9) 
VMMW V 

c. at    z+ = 6+:    eH = a^w(h+)"3/2      (S*)3 - k'vfij (10) 

Thus we require    EJJ =   K    at the edge of the thermal sublayer,    eM = V 
at  the edge of the viscous sublayer,  and    EJJ = k'U*wz    as a matching 
condition so the eddy diffusivity given by the cubic estimate matches 
that of the logarithmic layer  (cf.,  Sec.  3.2,  Kader and Yaglom,  1972). 
Using Eqs.   (8-10)   and  other arguments   (see,   Street and Miller,   1976), 
we were able to conclude,  first,  that the classic relation 

6+/6+ = Pr_1/3 . (11) 

is still valid, and, second, that > 

+    -1/3 +2/3 
6* = k'   6+ (12) 

6+ = 0.63(6+) ' (12) 

It follows that, if K(z) = K + £„,  then 
rl 

a. in z < z < 6^: K(z) = K[1 + (z+/6*)3] (13a) 
s —  — T t 

b. in 6„, < z < z.-.    K(z) = K(1 + 0.4 Prz+) (13b) 
1 —  — b 

Therefore, our basic equation (Eq. 3) can be integrated to give 

T z 

T     \ w p / z 
s     x   w '   s 

which leads to 
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Pr6 0      Z       +   7. 
t   s s 

+  (3)2< tan 

«t 5T + «T 

IK 

r28' 

(3)26: 

)« 
+ \2 + z 

2z 

(3): 
(15) 

+ 2.5 £n< 
1+0.4 Prz^ 

1 + 0.4 PrS,, 

EVALUATION  OF  RELATION  BETWEEN AND 

The data of Miller, et al. (1975) were used, together with Eq. (15), 
by Street and Miller (1976) to obtain an estimate of the relation be- 
tween SL    and h .  Indeed Yaglom and Kader (1974) hypothesize (in 
effect) that 

6 = a (h ) (16) 

Thus, we sought the constant a  for rough flows (h > 100). 

To establish a  we used 23 cases of wind-generated waves in the 
Stanford laboratory facility (Fig. 2) with water to air temperature dif- 
ferences of about 2.5, 5.0 and 7.5°C at fetches of 9.5 and 14.5 m (Miller, 
et al., 1975).  The water surface temperatures were measured to + 0.01°C 
with an infrared radiometer employing an indium antimonide detector with 

140 pm.  (Extracting the surface temperature involved special calibration 
and computational techniques and consideration of the wave-length depen- 
dent, water and air, optical properties within the detector band width; 
details can be found in Miller, et al., 1975.) The thermal layer tempera- 
ture difference ATt was defined as the bulk water temperature T^ 
measured 100 mm below the mean interface minus the average temperature 
at z = zs = 140 um.  The parameters used in calculating surface tempera- 
ture and wave height were monitored continuously.  Other parameters, such 
as mean free-stream air velocity, temperature and humidity, were obtained 
also.  They formed the basis for calculating the total heat transfer and 
surface roughness Reynolds numbers h+ through use of data collected by 
previous investigators in the Stanford channel. 

From our experiments we derived the key result that a = 0.37 so 
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6+ = 0.37(hV (17) 

Thus, Yaglom and Kader's conjecture for rough solid surfaces applies as 
well to mobile surfaces and 

&+ =  0[<h+)*] (18) 

We also have from Eq.   (11) 

5* = 0.37(Pr 1/3)(h+)1/2 (19) 

FIELD  USE 

The statistical distribution of wave heights in both laboratory and 
field is known to be a Rayleigh distribution.  In addition, the similarity 
theory of Yaglom and Kader (1974) which underlies Eqs. (17) and (19) 
should not be scale dependent,  a+ being supposed to vary only with sur- 
face shape. Accordingly, we believe that Eqs. (17) and (19) should be 
valid in the field as well as in the laboratory, except perhaps in the 
presence of long-wave swell which should be subtracted before computing 
h+ for the remaining sea (defined here as freshly generated waves). 

Given that 6V and &t    are known via Eqs. (17) and (19) as func- 
tions of h+ and Pr, we may use Eq. 15 with a minimum of measurements 
to obtain CH.  When CH is known we can predict Qj by measuring U*w, 
the sea surface physical characteristics, the surface temperature (with 
an infrared radiometer to obtain Ts and, hence,  p^ and c^)  and the 
bulk water temperature T|,  (in any convenient manner). 

One possible approach to obtain U*w and the necessary sea surface 
characteristics is as follows. Hsu (1974) shows that the dynamic rough- 
ness z  of a water surface can be expressed as 

z    =i S—r- (20) 
°  2 (c/u*a)

2 

where H is the dominant wave height, C is its phase velocity and 
U*a is the friction velocity in the atmospheric constant-flux layer. 
Using the results of Kondo, et al. (1973), Kondo (1975) determines that 
the mean surface roughness height h is given by 

h = 30 z (21) 
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for completely rough flow above the sea (established to occur when 
Ui0 >^ 8 m-s-1 where U-,n is the windspeed at 10 metres elevation).  Of J10 
course, h can be measured directly also. 
the drag coefficient 

Kondo (1975) also shows that 

(U*a/U10)2 = 10_3(1-2 + °-025 "lO5 
(22) 

„-l for U-^Q 2l 8 m*s  .  Applying the assumption of stress continuity across 
the interface yields 

U* = (P /p ) U* *w    a w   *a 
(23) 

where 
and water, 

is the air density.  Given U^Q and the temperatures in air 

Hasse (1971), Saunders (1967), and others have followed the concept 
of stress continuity across the interface, according to Eq. (23). Wu 
(1975) points out clearly that the fraction of the momentum flux  PaD*a 
from the air which goes to drift currents ranges from about 0.6 to 0.8 in 
the rough flow regime, the remaining flux going to wave generation.  In 
a rough boundary case where eddying is driven by the drift current bound- 
ary layer flow and the random water wave motion together it is not entirely 
clear whether one should use U *w or some fraction thereof as the refer- 
ence, velocity (the fraction ranging apparently from /0.6 « 0.8 to 
/0.8 * 0.9).  We feel that, pending further evidence, the use of U*w 
best. 

Thus, Eqs. (15), (17), (19), (21-23), and (12) are the needed set 
for prediction of the heat flux and temperature difference relationships 
for a given wind and sea state.  Given basic physical data one can either 
predict ATt from known QT or predict QT from known ATt. 

AN APPLICATION 

An example illustrates the variation of parameters.  Assume that T^ 
is 20°C so vw,  £>„,  cpw and Pr = 7.1 are known.  Take 1a±r -  15°C 

U^Q = 10 m/s, 
for example). We employ a PRT-5 radiometer so 
the bulk temperature at one of 3 depths, viz., 
zj, = 10 cm. 

+ 4 
Under these conditions h = (1.3 x 10 )h 

h > 3/4 cm.  One finds, for example, 

20 ]im and measure 
6f,  z^j = 1 cm and 

h+> 100 when 
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z+ = 0.27 (6+ > 3.7,  6*>.1.9 and 

6* > 4.5 for h+ > 100) 

z* = 6*, 133 or 1330 

In Fig. 3 we show 6V and 6fc as functions of h. As expected 
6t w i 6V and both are proportional to Jh.    Figure 4 shows the in- 
verse transfer coefficient CJI   as a function of h and z^.  As 6-j- 
represents the point of transition to the fully turbulent, logarithmic 
temperature profile,  z^ = 6T corresponds to neglecting any temperature 
variation between 6-p and the actual measurement point for bulk tempera- 
ture.  As Saunders' theory neglects even the variation between z = 6t 
and z = <$T,  it is clear that comparison of laboratory or field measure- 
ments to Saunders' theory is moot because we cannot measure at z = 6t 
which lies between the surface roughness.  From this figure we see that 
neglecting the temperature variation in the logarithmic zone leads to an 
error of between 10 and 50 percent for zj, = 10 cm. 

The final figure (Fig. 5) shows ATt,  i.e., the surface temperature 
depression for a typical field heat transfer value with all the previous 
assumptions in effect.  Clearly a 1 to 2°C depression over 10 cm is worth 
considering. 

The next step in our efforts will be to carry out the straightfor- 
ward extension of our theory to daytime (significant solar radiation) 
conditions and to transition rough and smooth flow conditions. 
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FIG. 1.  SCHEMATIC OF AQUEOUS SURFACE LAYER. 
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CHAPTER 185 

STATE   ESTIMATION   OF   ESTUARINE   CIRCULATION   AND   WATER   QUALITY 
BY   NUMERICAL   SIMULATION   AND   OBSERVATION 

J.   J.   Leendertse;     S.   K.   Liu 

The   Rand   Corporation,   Santa   Monica,   CA,   U.S.A. 

SUMMARY 

This paper describes a hindcast of post-rainstorm coliform bacteria distribu- 
tions in Jamaica Bay made by use of a water-quality simulation model of that bay 
and models of the surrounding drainage basins on the basis of tide, wind, and 
rainfall data. That hindcast is then compared with coliform estimates obtained by 
field sampling. 

Although the investigators did not have access to the results of the field sam- 
pling until the hindcast was completed, the estimates obtained by simulation agree 
well with the estimates from field data. It is concluded that the models used here 
are capable of making predictions for engineering assessments. 

3223 
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INTRODUCTION 

The City of New York is presently working to terminate the discharge of un- 
treated combined sewer overflows after rainstorms by constructing Auxiliary Water 
Pollution Control Facilities (AWPCFs) around the periphery of Jamaica Bay (Fig. 
1). The completion of this plan, together with ongoing upgrading of existing Water 
Pollution Control Facilities (WPCFs), would open the possibility of extensive use of 
the area for recreational purposes. Being within the City limits, it is ideally suited 
for that purpose. 

Control of water pollution is generally a difficult task; extensive engineering 
analysis is required prior to committing large amounts of capital for the construc- 
tion of facilities. The problems of analysis are compounded in this case, where water 
pollution control must be applied to the large intermittent discharges of relatively 
short duration caused by rainstorms. 

For the optimal design of a control system as a whole and the auxiliary plants 
which are part of that system, the quality and quantity of the overflows, as well as 
the impact of each of the overflows upon the water quality in the bay, must be 
determined for rainstorms of different intensity and duration. 

To optimize the design of AWPCFs with respect to required storage and treat- 
ment characteristics, it is particularly important to know the drainage basins' re- 
sponses to rainstorms in quantity and quality of overflow, since overdesign would 
make the installations much more expensive to build and underdesign would impair 
the system's effectiveness. The tools for such assessments have been developed in a 
previous study [1]. Models of the different drainage basins around the bay are now 
available, and water-quality distributions can be computed by means of a two- 
dimensional model of the bay [2-7]. 

Figure 2 presents an overview of the Jamaica Bay urban estuarine water-quality 
simulation system. This figure shows the boundaries of several major drainage 
systems, together with the results of the water-quality simulation model for the bay 
itself. 

The area around the bay is generally residential, with a large population. In 
certain areas there are more than 100 housing units per acre. However, along the 
northwestern shore of the bay much open undeveloped space still exists. These areas 
can be noted easily in the aerial photograph of the bay (Fig. 1), which is on the same 
scale as Fig. 2. It will also be noted that the islands in the bay are not developed 
except the Broad Channel community along the north-south connection through the 
bay. 

Two airports are situated near the bay. A runway of John F. Kennedy Interna- 
tional Airport extends onto a marshy island in the bay. The boundaries of the 
drainage basins near Kennedy Airport are not known exactly, but their storm-water 
discharges into the bay are accounted for and the discharge points are shown. 
Similarly, we accounted for a major storm-water discharge from a large, densely 
populated area west of the bay, namely, the Mill Basin separate system. 

The effectiveness of the drainage basin models and the water-quality simulation 
model was evaluated by the observation, simulation, and state estimation of coliform 
distributions in Jamaica Bay resulting from a rainstorm during the period from May 
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31 to June 3, 1972. This evaluation is presented in Ref. 7. In that experiment the 
results obtained by estimation agree well with those obtained by field measurement. 

Because these predictive tools are important to the optimal design of the control 
system and its components, another evaluation was made based upon very extensive 
field measurements made by Gity personnel in the period of June 13 to June 17,1973. 
To obtain from these models predictions completely unbiased by knowledge of ob- 
served water-quality data in the bay, the data from the observations were retained 
by the Gity until the predictions were completed. The present paper describes the 
results of this second evaluation experiment, in which state estimates obtained from 
field measurements were compared with estimates obtained from simulations. 

DRAINAGE BASIN SIMULATIONS 

The peripheral drainage areas of Jamaica Bay are served by nine major sanitary 
storm combined systems with a total drainage area of approximately 17,700 acres. 
An additional 19,000 acres of peripheral drainage areas have storm water systems 
which are separate from the sanitary system. These drainage systems, together with 
their points of discharge, are shown in Figs. 2 and 3. To simulate the water quality 
of the bay, the quantity and quality of discharge from these drainage areas during 
and after the storm must be determined. 

These data were obtained by models for each of the drainage basins. Models were 
used because it is not physically possible to measure the quantity and quality of the 
time-varying overflows from each of the drainage systems simultaneously. Also, the 
City intends to use these drainage basin models for the real-time control of AWPCP 
operation after rainfall, as described in Ref. 1. 

Consequently, the applicability of these models was proved in the experiment 
described here by predicting the time histories of the discharges and coliform con- 
centrations from rainfall data. Thus, if the predictions made with the drainage basin 
model provided adequate input for the water-quality simulation and if the state 
estimates of coliform in the bay obtained by simulation agreed well with those 
obtained by observation, both types of models would be verified and the models 
would be then considered suitable for use in prediction and control. 

The drainage basin models use response functions which relate the overflow to 
the rainfall after taking into account depression storage of the rain and infiltration 
into the ground. For five of these basin models, the response functions were derived 
from extensive data sets of rainfall and the resulting overflow. These data, measured 
in 1970 and 1971 during a field study of water quality in the bay and inputs into the 
bay, were made available to us by the City. In determining the response functions 
from these data sets, we made extensive use of cross-spectral analysis, as described 
in Ref. 1. For those basins where these data were not available, response functions 
of a basin with similar hydrological and waste loading characteristics were used 
with modifications for the size of the basin. 

In a strict sense, compensating features do exist for those Iwo typesol'models; they originate mainly 
from the time variability in the runoff quality estimates and I lie estimation ol'dill'usive transport in the 
bay model. These characteristic compensating components would have equal probability of realization 
in future prediction when both models are used together. The expected variability of prediction should 
be similar to that determined from the present experiment 
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To prepare the drainage system inputs of the water-quality simulation, the 
digitized rainfall data were first converted into effective net rainfall by estimating 
the system's imperviousness parameter and the depression storage. Then, for the 
free-flow system (i.e., no tidal influence downstream), the computed overflow hydro- 
graphs were obtained by means of numerical convolution of effective net rainfall and 
response functions. 

For the downstream-controlled system, the time-varying overflow discharges 
were determined from the effective rainfall by a procedure which takes into account 
the water levels on each side of the tide gates in the overflow structure and the 
storage and flow characteristics of the sewer system. Determining these down- 
stream-controlled discharges is much more complicated than for the free-flow dis- 
charges, since the former may have a delay of several hours for part or all of the 
discharged quantity when the tide gates close during high water. 

The time histories of the bacterial concentration in each of the CSOs were 
computed from a formula that incorporates the basic mechanisms of surface wash- 
ing, conduit dilution, and bottom scouring from within the systemfl]. For the sepa- 
rate storm water systems, the quality of the discharge was based upon field data 
monitoring during a summer season, and a mean value of 70,000 MPN/ml was 
estimated. 

A typical result of a drainage basin simulation is presented in Fig. 4. The 
hyetograph and the overflow, the response kernel, the overflow hydrograph, and the 
pollutograph are shown for the Thurston combined system. 

The hyetograph is expressed in terms of inches per hour per unit area. The 
resulting system overflow is presented in the same graph in the same units for easy 
comparison. It will be noted that the total rainfall quantity is much larger than the 
overflow, since there is considerable loss from infiltration into the ground, especially 
within a large cemetery situated in the middle of this drainage area. Furthermore, 
part of this precipitation was handled by the WPCF as intercepted flow. 

The location (+) of the rain gauge and the overflow (0) are indicated in the insert 
map on the hyetograph. The location of overflow as indicated refers to the location 
of the discharge in the two-dimensional model, not necessarily the actual geograph- 
ical location due to the schematization. The zero reference for the elapsed time in 
this figure is at noon, June 13, 1973. 

The rainfall intensity for this drainage basin was obtained from the rain gauge 
at John F. Kennedy International Airport. 

The coordinates of the response kernel are expressed in terms of cubic feet per 
second per inch. This unit was selected so that digitized rainfall data sensed from 
the tilting-bucket rain gauge (volume increments per 10 min) network installed in 
the drainage systems can be used directly to produce overflow discharges in cubic 
feet per second (cfs) through a simple machine computation. 

The peak of the response kernel occurs at a time of one hour. As the rainfall 
intensity is strongly peaked, the overflow hydrograph also shows a peak, but at an 
elapsed time which is one hour later than the occurrence of the peak of the rainfall 
intensity. 

The overflow hydrograph is also presented in cfs. The pollutograph shows the 
time history of coliform concentration on the overflow in MI'N/ml. 
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THE SIMULATIONS 

The water-quality simulation was carried out for four calendar days from 0000 
hr of June 13,1973 through 2400 hr of June 16, 1973, with T = 0 at 0000 hr of June 
13, which is approximately 14 hr before the beginning of the rainstorm. The time 
step of the simulation was 1 min (At = 60 sec). A coliform disappearance rate of 2.65 
X 10 ~Vsec, which corresponds to a 90-percent decay in concentration per day, was 
used throughout the simulation; this is the same as previously used. All the other 
parameters required for the simulation were kept the same as for the simulations 
of the previous iainstorm which was used for verification, as reported in Ref. 7. 

The first simulation run which was made without the geostrophic boundary        '• 
correction as described earlier caused some perturbations in the velocity field near 
the entrance. However, these local perturbations did not appear to influence the 
interior of the model. 

In preparing the graphical outputs of the spatial distributions of coliform after 
the briefing, we noted that part of the records were lost because of a bad computer 
graphics tape. Also, from reviewing the drainage basin inflow time histories, we 
noted that several small values of inflow from the Rockaway CSO were inserted by 
mistake at the first hour of the second simulation day when the values should have 
been zero. For these reasons and because of our intention to try the geostrophic 
boundary correction, we made another simulation run without using any additional 
field information. 

As mentioned earlier, this correction was made in anticipation of using this 
boundary information not only for this experiment, but also for a future investiga- 
tion of the influence of a planned hurricane barrier in Rockaway Inlet. The major 
portion of the graphical results presented herein is from the second simulation. 
Charts with spatial distributions of velocities, mass transports, and coliform were 
obtained at time intervals of 124 min (2 lunar hr); a typical example of the velocity 
distribution is shown in Fig. 5 The following basic information is given in this chart, 
which represents the situation at 2235 min from the beginning of the simulation: 

1. Clock time and date. 
2. Wind speed (kn) and direction. 
3. Locations and names of eighteen peripheral inputs, indicated by (0). 
4. Tidal and wind-induced current velocity vector (2 ft/sec corresponding to 

a grid) on every point of the computation in each direction. 
5. Current velocity and tide stage at eighteen stations throughout the bay. 

The value to the left of these current stations marked by (x) is the local 
velocity, the value to the right is the local water level. 

6. Contours of equal velocity, with the values of the isolines indicated in the 
lower right corner of the chart. The lowest contour is at 0.2 ll/sec. 

To relate the flow field to the tide stage, we also show in the figure a graph of 
the computed tide at Rockaway near the boundary of the model. The tide stage is 
indicated by a small arrow on the tide curve. 

The velocities in Grassy Bay in the northeastern part of Jamaica Bay are very 
low: only in part do the vertically-averaged velocities exceed 0.2 It /sec. lit he velocit- 
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ies are a little smaller than 0.2 ft/sec, the vectors are not plotted, since their 
direction cannot be determined from the graphical output. The velocities in the inlet 
are the highest, exceeding 2 ft/sec. 

Figure 6 shows, for the same time, the transports in cfs per ft width. The basic 
information on the chart is very similar to that of the velocities in Fig. 5 In this 
graph the isocontours of the transports are shown, as well as the transport vectors. 
Since the transports also reflect the depth, the figure shows more clearly the flow 
in the bay during the incoming flood tide. As water flows out of the channels onto 
the tidal flats, the transport intensities decrease towards the northeast. It will be 
noted that at this time the wildlife refuge in the center of the bay is filled to a large 
extent by flow in a northeasterly direction, through the so-called Pumpkin Patch 
Channel. 

Grassy Bay is filled by the flood flow from the south as well as from the west. 
In order to study the flow pattern in this bay in more detail, the transport vectors 
in the bay were enlarged five times in comparison with the vector intensities in the 
remainder of the figure. The flow, through the deep channel which enters from the 
south, generates eddies in Grassy Bay, apparently by a kind of jet effect. 

Figure 7 shows another typical result of the simulation. This graph shows the 
isocontours of the coliform concentrations as well as the velocity vectors and the 
area flooded at that time. This is shown by a dot (•) at the water-level point which 
participates in the computation at the time of plotting. 

The condition represented by this figure shows that the marshes in the bay are 
only partially flooded. In contrast to figures shown in previous publications, the 
velocity vectors in all the graphs are now located at the point where the water depth 
is inserted. The vector is suppressed, however, if the velocity is smaller than 0.2 
ft/sec. This method presents the submerged areas more clearly. 

In this figure, the state estimates of coliform and water level are shown at the 
locations at which bay samples were obtained. The location at which this numerical 
data is presented is indicated by (x). The numerical value on the left of the mark 
in this case is the coliform concentration in 1000 MPN/ml, whereas the values on 
the right are water levels. The coliform estimate shown can assist in finding the 
values of the coliform contours. 
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STATE ESTIMATES OF COLIFORM FROM 
SIMULATION AND OBSERVATION 

At thirteen stations in the bay, samples were taken which can be compared with 
the state estimates from the simulation. These comparisons are shown in Figs. 8 
through 10 

In these figures the 90-percent confidence interval is shown for the observations 
as well as for the computed estimates. The upper limit shown is the upper 95-percent 
confidence limit, and the lower is the lower 95-percent confidence limit. Thus, in a 
statistical sense, we have 90-percent confidence that the computed and observed 
estimates are within the interval of the limits shown. The interval of the observed 
coliform concentrations is determined by the nature of biological tests made. The 
interval of the computed estimates is the same as the number of tests used to 
determine the characteristics of the drainage basin model, and the confidence inter- 
val can be carried over from the drainage basin model results into the water-quality 
simulation. 

Since animal life is present nearly everywhere in the bay, small randomly 
distributed coliform loads are being applied to the system continuously. Because the 
results of extensive coliform surveys made a few years ago indicated that these 
sources give a background level of about 10 MPN/ml, this value was added to the 
results of the simulation presented herein. 

In Fig. 8 the observed coliform estimates agree well with the estimate by simula- 
tion; only two observed estimates are outside the confidence band of the simulation. 
These values are somewhat suspect, since these high values occur at about the same 
time at each station and thus have likely been processed in the same manner. 

In Fig. 9 also only a very few observations are outside the confidence band. 
Generally we underestimated some high values in the second day of the simulation. 
An underestimate is quite well possible near discharges, since we are computing 
with averages in a 500 x 500 ft2 area, which averages can be lower than observed 
if steep gradients are present. 

In Fig. 10 as well only a few observations are outside the confidence limit. 

A time-independent plot of the observed and the computed coliform concentra- 
tion is presented in Fig. 11 In this diagram the ordinate represents the observed 
values, whereas the abscissa represents the computed values. The solid line across 
the diagram represents the location of all values in the hypothetical case that we 
were able to exactly predict computed values for and make error-free field observa- 
tions. The six values denoted by cross hatches ( + ) indicate the discrepancies in the 
Paerdegat Basin as described earlier. 

The model and the field sampling are far from being free of error, but we are 
able to indicate confidence bands. The confidence band representing the testing 
variability of the observed samples is delineated by dashed lines. Thus, according to 
the nature of the laboratory test, there is approximately a 10-percent probability 
that the actual number of bacteria in a given sample lies outside of these limits. 
Approximately the same confidence band also exists for the computed estimates, 
which are represented by a horizontal range of limits. This probabilistic behavior 
of the computed values is inherited from the water-quality inputs derived from the 
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peripheral drainage models and applied to this two-dimensional hydrodynamic com- 
putation of the bay water quality. Because the former derived its coliform prediction 
functions using observed coliform estimates, it is subject to a testing variability 
similar to that mentioned for the observed samples in the bay. The other error 
sources which contribute to the total deviation between the computed and the 
observed values are as follows: 

• The resolvability of the rain gauge network. 
• The prediction of overflow quantity. 
• The time of discharge of the estimated overflow within the drainage sys- 

tem. 
• The intercepted flow to the WPCF for the particular day and time. 
• The computation of the flow in the water-quality model. 
• The estimated parameters governing the diffusion and advection in the 

water-quality model. 
• The sampling location in the field, especially in the vicinity of a discharge 

point where a sharp gradient exists. 
• The resolvability of the grid system for representing computed estimates 

in the model. 

In Fig.ll, no computed values lower than 10 MPN/ml are shown because of the 
assumption that a uniformly distributed background level of 10 MPN/ml exists in 
the bay. This value appears to overestimate the stations in the southernmost chan- 
nel along the Rockaway peninsula, as indicated by the number of coliform observa- 
tions lower than 10 MPN/ml. 

It is apparent from the comparisons presented here and in the previous report 
that the models are able to make predictions quite well within the confidence bands. 
In the time-independent comparison (Fig. 11) it appears that only a small percentage 
(approximately 10 percent) is outside the expectation range. Thus, if other simula- 
tions are made, one would expect the results to be similar. 

CONCLUSIONS 

From the comparison of coliform estimates from observations in Jamaica Bay 
and the estimates obtained by simulation, it can be concluded that coliform density 
distributions in the bay, as well as discharges in the bay, can be predicted with 
confidence. Consequently, the models used in this investigation are capable of mak- 
ing predictions for engineering assessments. 
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CHAPTER 186 

NUMERICAL MODELLING - AH AID TO ASSESSING FIELD DATA 

H.P. Eiedel1 and F.L. Wilkinson2 

ABSTRACT 

After the completion of 5 years of field measurements, complemented 
by extensive numerical modelling in 1974, the hydraulics of Cockburn Sound, 
Western Australia, are now understood in enough detail to allow the rate of 
exchange of water between the Sound and the ocean to be determined. Flow 
patterns in Cockburn Sound tend to be complicated by the superimposition of 
many driving influences, the most important being wind, but by using the 
output of a numerical model most of these patterns are predictable. 

Current magnitudes within Cockburn Sound have not reduced so that 
the rate of dispersion of effluents released by the industrial complex on 
the eastern side of the Sound has not changed. However, flow rates through 
the southern entrance to Cockburn Sound have been reduced to between 30 to 
45$ of the rates which occurred prior to the causeway construction. This 
means that the mean discharge rate is now 570 m3/sec through the causeway 
bridges compared to a rate of about 1500 m3/sec before the causeway 
construction. 

1.     INTRODUCTION 

The hydraulic and environmental conditions in Cockburn Sound, 
Western Australia (see locality map, Fig. l), an area with a very small 
tidal range, have been the subject of intensive investigation since 1969 
in order to assess the effect on Cockburn Sound currents of constructing 
a causeway, with two bridge openings, between Garden Island and the 
mainland. The causeway was constructed in the period 1971-1973 so that 
field data has been collected before, during and after completion of the 
project.  However, because of the complexity of the driving forces 
which control currents in Cockburn Sound, much of the data collected 
before the start of 1974 appeared contradictory and there was still a 
large degree of uncertainty in the interpretation of the field data. 

In 1972 some exploratory numerical modelling was conducted using 
'System 21 - Jupiter1, a general purpose system for studying two dimensional 
nearly horizontal flows which has been adequately described in the literature 
by Abbott et al (l). From these early numerical modelling runs, it appeared 
that the incomplete picture provided by the field data could be improved by 
detailed numerical modelling.  Consequently, extensive numerical modelling 
of currents due to ocean currents, wind and tide were carried out both for 
currents caused by individual driving forces and for selected combinations 
of driving forces during July-August 1974. 

1, 2  Maritime Works Branch, 
Australian Government Department of Construction. 
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In all, 26 modelling runs were executed In order to compare water movements 
in Cockburn Sound before and after the causeway construction, in particular 
in areas where field measurements had given rise to ambiguities, 

2.     FACTORS CAUSING CURRENTS IN COCKBURN SOUND 

Currents in Cockburn Sound are caused by the combination of several 
driving forces which may be sub-divided into primary and secondary groups. 
The available information shows that water exchange between Cockburn Sound 
and the ocean is predominantly governed by wind induced currents within 
Cockburn Sound and by oceanic currents moving north or south along the 
West Australian coast. Secondary influences are tides, surges during storms, 
long waves and short period waves. The current patterns and magnitudes are 
also largely influenced by bottom topography. 

The magnitude of wind induced currents in an open body of water are 
typically up to yfo  of the wind velocity. When considering wind effects on 
an enclosed or semi-enclosed body of water with a complex bottom topography, 
the cause and effect relationship between the wind and the water becomes 
quite complex.  Consequently, the water current cannot be inferred directly 
from the wind velocity and must either be directly measured or theoretically 
determined by the use of modelling. 

The oceanic current is derived from the West Australian current which 
is a large scale current present in deep water off the West Australian coast. 
See Neumann (2) for a more complete description. It is partially driven by 
other currents circulating in the Indian Ocean and is part of a larger oceanic 
system which is the result of a balance between geostrophic, inertial and 
prevailing wind driven currents. The oceanic current is then modified 
locally by : 

(i)  the effect of wind systems along the West Australian 
coast; 

(ii)  the intensity and rate of movement of atmospheric 
pressure systems; 

(iii)  nearshore bottom topography 

to yield currents at the boundaries of Cockburn Sound. 

Either of the primary currents may dominate the flow field and mask 
the effect of any other current.  Generally, ocean currents tend to be 
persistent, their time scale being of the order of days and many explanations 
of observed water movements must make reference to this parameter for a 
satisfactory interpretation of the data.  Wind induced currents are 
relatively easy to detect and can easily be correlated with wind data. 
Many of the observed flow rates and patterns can easily be explained in 
terms of wind induced currents, especially when the velocity field is 
predicted from a numerical model.  However, for short duration strong 
winds there have been instances where current directions are observed 
opposite to the wind direction due to the predominence of the ocean 
current, or the presence of a seiche of 2-3 hours period. The natural 
frequency of seiching for Cockburn Sound in the north-south direction 
is 24 hours. 
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Tidal currents are of small magnitude because of the small diurnal 
tidal range, however, the exchange of water between Cookburn Sound and the 
ocean caused by the tide is basically steady from day to day resulting in 
about y/o of the volume of Cookburn Sound being exchanged daily. 

Currents induced by long and short period waves affect small scale 
water circulation rather than gross exchange. These currents are most 
noticeable in the shallow Southern Flats area, particularly at the bridge 
openings while in the bulk of the Sound they are often not detected. 

With the construction of the causeway, current patterns and magnitudes 
have changed, significant changes being confined, mainly to areas within 1500 
metres of the causeway. 

3.    FIELD MEASUREMENTS 

These measurements consist of 

(a) Current Metering, which has been in progress for the full duration of 
the field measurements with current meters placed at the locations shown in 
Fig. 2 at various stages of the study. Unfortunately, conventional off the 
shelf meters, as used in this study, generally have two restrictions on 
their use. They have a threshold velocity of about 4 cm/sec so that they 
usually do not respond to the low velocities present in the deep waters of 
the Sound, and they tend to oscillate and give unreliable results if waves 
are present with periods greater than about 5 seconds.  Consequently, most 
of the useable data has been confined to current measurements made across 
the Garden Island to Cape Peron gap. 

These measurements were made in 1969-70 before the causeway and in 
1974-75 after the causeway construction and form the basis for the quantitative 
assessment of discharges through the southern entrance to Cockbum Sound. 

(b) Salinity-Temperature Metering, which was used at one metre depth 
intervals for about 30 points throughout Cookburn Sound. Measurements were 
conducted twice daily for periods up to 10 days in an attempt to track the 
motion of discrete bodies of water labelled by' their salinity/temperature 
characteristics. Flushing rates estimated using this method were sometimes 
5 times the rate estimated by other methods and indicated practically 
unchanged flushing rates before and after the causeway construction. 
The unchanged apparent flushing rates between 1971 and 1973 may be explained 
by current magnitudes after the causeway construction remaining constant 
through the intensification of a large scale circulation in the centre of 
Cockburn Sound.  This occurred even though the nett discharge through the 
entrances to Cockburn Sound had changed significantly. Data using salinity 
metering has been ignored for any quantitative analysis, and no further data 
was collected after 1973- 

(c) Float Drogue Tracking, which was used extensively up until 1974 with 
most of the tracking concentrated along the causeway route and within 1500 
metres of the causeway. The main problem with the float drogues was wind 
drag on that portion of the float above the water surface. Also there is 
a partial integrating effect because of drag on the float as well as on 
the drogue vanes. Considering these factors the float drogues can only 
be expected to yield qualitative data in Cockburn Sound which is an 
extremely windy area. 



ASSESSING FIELD DATA 3247 

Denotes  Current Metering 
Locations I Not all recording 
simultaneously) 

Denotes Current Profiling 
Lines for Discharge 
Calculations 

CARNAC     ISLAND 

INDIAN 

OCEAN 

-®- 

FREMANTLE 

WOODMAN    POINT 

JAMES    POINT 

ROCKINGHAM 

CURRENT METER 
LOCATIONS 

FIG. 2 



3248 COASTAL ENGINEERING-1976 

(d) Dye Tracking, which consisted of instantaneously releasing a quantity 
(about 10 kg) of Fluoroseein or Bhodamine B and then tracking the dye patch 
from aerial photos and/or by a fluorometer mounted in a runabout. It was 
attempted to obtain quantitative data but the information was only.used for 
descriptive purposes because of problems with instrument operation. 

(e) Tidal data.  Tide records are available continuously for the port of 
Fremantle and, as would be expected, short term tide recordings taken within 
Cockburn Sound correlate well with the Fremantle data. The predominating 
feature of the West Australian coast in the vicinity of Fremantle is the 
very small, diurnal tidal range. The tidal range rarely exceeds 0.6 metres 
and tidal velocities tend to be negligible in water depths greater than 
5 metres. The average tidal range is 0.4 metres which results in about jfo 
of the volume of water in Cockburn Sound being exchanged daily by this mode. 

(f) Meteorological data. Wind and barometric pressure records were 
available from the Fremantle Port Authority and again the difference between 
observations of these parameters at Fremantle and within Cockburn Sound was 
negligible, except for a time lag in the wind, in particular in the arrival 
of the sea breeze. The wind data was necessary in estimating the component 
of water currents caused by wind shear and the barometric data usually 
explained any discrepancy between the predicted and observed tidal heights. 
It is also thought that the passage of intense pressure systems will induce 
seiching and water currents because of the 'inverted barometer' effect but 
it is difficult to isolate this phenomena when there are so many other 
driving influences present. 

The overall picture presented by the collection of the above field 
data up to December 1973 was one of uncertainty and clarification was required, 
and it was thought that numerical modelling would be the method most likely to 
succeed. 

4.    TEE HOMERICAL MODEL 

numerical modelling studies were made using System 21 'Jupiter', a 
computional system consisting of a set of computer routines with back up 
documentation which is used to construct a numerical model of any region 
of two dimensional nearly horizontal flow when presented with the hydrography 
of the region and operates the model from given initial and boundary conditions, 
wind velocities, atmospheric pressure differences, tidal-tractive forces, 
latitude and other external conditions as required. It provides output in 
the form of velocity and water surface level plots for selected regions on 
the complete computation field. A detailed description of the model may be 
found in Eef. (l) 

In all, 26 computer runs were made using 3 different grid sizes with 
boundary conditions chosen to represent the most commonly occurring current 
generators. A very coarse grid (c) of 1 nautical mile spacing was used 
(Fig. 3) to include a sufficient ocean area so that the penetration of the 
oceanic current into Cockburn Sound could be reliably reproduced. Runs 1-4 
were run on the coarse grid and were used as boundary conditions for medium 
grid runs involving the oceanic current.  For these runs an oceanic current 
of 20 cm/sec was modelled for a real time duration of 13 hrs which was the 
time required to reach a steady condition. 
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A grid with a spacing of 1/3 nautical mile, termed a medium grid (M), 
was used for most of the study to predict flow patterns and water throughput 
for Cockburn Sound. Run numbers 5-22 were based on the medium grid and 
covered all the commonly occurring wind, oceanic and tidal conditions 
affecting Cockburn Sound. The wind applied in runs 5-14 was increased 
linearly from 0 to 20 knots over a period of 3 hours and then held constant 
for the next 3 hours by which time a steady state had been reached. 

In order to obtain a clear pattern of velocity vectors for tidal flows, 
runs Nos. 15 and 16, an extreme tide range of 0.8 m was modelled rather than 
the mean range of 0.4 m. A full diurnal tidal cycle was modelled and the 
only affect of the causeway was to push the null point of the tide within 
Cockburn Sound further south. As expected the tidal range did not change. 

Runs 17 to 20 used a hot start from runs 1 to 4 respectively, ie. the 
boundary conditions at the edge of the medium grid were obtained from the 
steady condition of the coarse grid and held constant for 3 hours in order 
to let the medium grid runs reach a steady state.  Then a SW or WW wind is 
applied in the same way as for runs 5 to 8, 

Runs 21 and 22 on the medium grid were used to simulate a sea breeze 
pattern which is a common occurrence at Cockburn Sound during summer. The 
sea breeze cycle consists of an overnight land breeze from the ME followed 
by a change of the wind to the SW during the day. 

Runs 25 and 26 were made on a fine grid (F) with a spacing of 1/9 
nautical mile and only covered the area in the vicinity of the causeway. 
This grid was not used to predict discharges but was used to look closely 
at seiching and other oscillations which may have been induced by varying 
boundary conditions arising from the influence of the sea-breeze. 

Table 1 lists the modelling runs. By combinations or superposition 
of the results from the 26 runs it is possible to estimate the currents for 
any physically occurring situation. The only significant limitation in 
using the model is that it is depth integrated and so only gives, velocities 
averaged over the depth at any point. This means that where wind shear is 
the driving force which moves the surface water roughly in the direction of 
the wind to a depth of, say, 10 metres, there may be a return current below 
this depth in order to satisfy continuity, but the numerical model effectively 
gives the average of these two components which may not resemble either of them. 
It is in this type of situation where discrepancies between field observed 
currents and numerically computed currents is most likely to occur. However, 
in shallow water areas the model will give a representative indication of the 
currents.  The model is however, directly useful for estimating gross rates 
of water exchange as the depth averaged velocities relate directly to water 
transport or "flux". 
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TABLE 1 - MODEL HUBS 

Run Ho. Grid Boundary Condition Time step 
(sec) 

Heal time 
duration 
(Hrs) 

1 C N-S current w/o causeway 300 13 
1A C N-S current w/o causeway 

(modified) II . 13 
2 C N-S current with causeway II 13 
3 C S-N current w/o causeway II 13 
4 C S-N current with causeway tt 13 
5 M SW wind w/o causeway tt 6 
6 M SW wind with causeway II 6 
6B M SW wind with causeway 

(modified) II 6 
7 M NW wind w/o causeway II 6 
8 M NW wind with causeway II 6 
9 M E wind w/o causeway II 6 

10 M E wind with causeway It 6 
11 M S wind w/o causeway II 6 
12 M S wind with causeway II 6 
13 M N wind w/o causeway (1 6 
14 M N wind with causeway It 6 
15 M Tide w/o causeway II 25 
16 M Tide with causeway II 25 
17 M N-S current, SW wind 

w/o causeway II 14 
18 M N-S current, SW wind with 

causeway II 14 
19 M S-N current, NW wind 

w/o causeway tt 14 
20 M S-N current, NW wind with 

causeway II 14 
21 M Sea breeze w/o causeway II 15 
22 M Sea breeze with causeway II 15 
25 F Sea breeze w/o causeway II 15 
26 F Sea breeze with causeway II 15 
25A F Sea breeze w/o causeway 15 2 
26A F Sea breeze with causeway 15 2 

5.   COMPARISON OF FIELD DATA WITH NUMERICAL MODELLING SOLUTIONS 

Comparison of field data with the numerical modelling solutions was 
divided into two categories - comparison of flow patterns on a qualitative 
basis as is possible with float drogue data, and comparison of measured 
discharges through the southern opening to Cockburn Sound. Both types of 
comparison can only be attempted in situation where wind controls the 
flow and wind fields are similar in the model and in the field. Direct 
comparison of oceanic current model runs with field information is not 
possible because this current was not measured successfully in the field. 
All the field data gathered at times for which there are model solutions 
with comparable wind fields are presented in the comparisons and any poor 
porrelations can usually be explained by seiching, the oceanic current or 
tidal currents. 
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5.1  Flow Patterns 

Float drogue measurements were made over a period of four years 
during which float tracks were obtained for all wind directions. However, 
in order to compare these current measurements with the model output it 
was considered that the wind should average at least 5 m/sec and not 
change in direction by more than 45° for a 6 hour duration. Six hours 
was chosen because in this time a wind induced current would approach a 
steady state condition. 

The general type of results obtained are shown for the case of a SW 
wind, the most common weather condition, in Figs 4 and 5, which show flow 
patterns before and after the causeway construction respectively. Compari- 
sons for other wind conditions give similar agreement but because of space 
limitations the results for only two other weather conditions will be shown. 

It is emphasised that the current pattern comparison is qualitative 
only and the current depicted by the float drogue paths show direction 
only and are not scaled. A quantitative comparison is not valid because 
the float drogue usually measures a surface current whereas the model 
calculates a current averaged over the whole depth and additionally 
there is a wind drag on the float which usually results in the velocity 
of the float drogue being higher than that of the water current. From a 
combination of these two effects the current magnitudes of the float 
drogues are on an average approximately 50$ greater than the currents 
estimated by the comparable numerical model. However, the current 
directions taken by the float drogues were reproduced remarkably well 
by the models. 

Fig. 4 shows the comparison between observed float drogue tracks and 
model predictions prior to the causeway construction. Each arrow shows the 
average path of 10 to 20 float drogues released at one time over a length of 
about 200 metres at the start of the arrow and excellent agreement occurs 
between the measurements and predictions except for days 2, 7 and 10. 

The appearance of a possible eddy in track No'. 7 is probably caused 
by the causeway construction having proceeded to the trestle bridge and 
flows in the Eockingham area could follow the post-causeway predictions 
which do show eddies in this area. The movement of float drogues on days 
2 and 10 are not in agreement with the model prediction, possibly because 
on day 2 the wind was SSW to SW and on day 10 it was WSW to SW. 

Since the causeway construction there were 15 occasions on which 
winds exceeded 5 m/sec from the SW during which float drogue measurements 
were made and these observations are shown in Fig. 5- Of these tracks 
only those of days 1 and 10 do not agree with the model predictions. 
Both these tracks exhibit obvious wind drag effects on the float and 
could illustrate a surface flow in the direction of the wind whereas 
the net flow as depicted by the model is slightly against the wind. 

Fig. 6 shows the comparison between observed float drogue tracks and 
model predictions after the causeway construction for a MW wind and Fig. 7 
shows a similar comparison for a 1ST wind. Both these examples are presented 
because they show float drogue tracks which were difficult to understand 
without the model output. Figs. 6 & 7 show how each float drogue group 
follows the vector plot as depicted by the model. Yet using the float 
drogues alone it would not be possible to deduce the current patterns. 
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5.2  Discharge Rates 

Current magnitudes within Cockburn Sound and net discharges through 
Cockburn Sound are the most important factors controlling the ability of 
the Sound to adequately dissipate pollutants. A knowledge of these factors 
would also allow the determination of the most suitable discharge points for 
effluents into Cockburn Sound. 

Discharges through Cockburn Sound have been measured both before and 
since the causeway construction. This information has been augmented by 
discharge calculations under similar conditions using numerical modelling. 
In general terms the following sections will show that current magnitudes 
in the bulk of the Sound are not reduced significantly but the net discharge 
of water through Cockburn Sound has been reduced on the average to 30-45$ °^ 
the discharge which occurred before construction of the causeway. 

5.2.1 Measured discharge rates before and after the causeway construction 

Field measurements in the form of twice daily current profiles were made 
at approximately two week intervals across the gap between Cape Peron and 
Collie Head for a period of 14 months during 1969-70. Measured discharge 
rates averaged over the two profiles taken on each day varied from 3300 m?/sea 
out of the Sound to 2400 m5/sec into the Sound via the southern entrance. 
The average magnitude of the flow rate over the 28 sets of readings taken 
during the 14 months was 1500 m3/sec. 

Since July 1974 there have been regular current profile measurements 
under both of the causeway bridges and the range of discharge rates, averaged 
over a day's observations, up to January 1976 was 2700 m3/sec out of the 
Sound to 780 m3/sec into the Sound. It needs to be noted that the observation 
of 2700 m3/sec is double the rate of the next highest observation which in turn 
is 50$ greater than the 3rd highest flow rate observed. In comparison, there 
were 6 observations of flow rates above 2,300 m'/sec prior to the causeway 
construction.  Consequently a true comparison of flow rates can only be 
obtained by comparing means rather than extremes. The average magnitude 
of the flow rate over 33 sets of readings was 570 m3/sec, which is J>8fo of 
that occurring before the causeway was constructed. 

The range of field measurements is shown in Figs. 8 and 9. 

5.2.2 Discharge rates computed by the model before and after the 
causeway construction 

The basic numerical model output which was used in the assessment of 
currents and discharges was the steady state solution reached after the 
application of a 20 knot wind from the direction of interest. A steady 
state condition was reached approximately 6 hours (prototype time) after 
the start of the wind. For the model runs where the forcing function was 
not steady such as for tidal runs, runs where a wind is superimposed on an 
oceanic current or sea breeze runs, the output was analysed at about one 
hourly intervals because a steady state condition did not exist. 
Table 2 compares the discharge through the southern opening with the 
causeway and without the causeway for each of the model runs. 
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TABLE    2 

Boundary- 
Condition 

Discharge (m3/sec) Discharge with causeway ^ 
w/o with Discharge w/o causeway   '" 

causeway causeway 

20 knot N wind + 2410 + 946 39 
20 knot E wind + 1835 + 780 42 
20 knot S wind - 2590  . - 1020 39 
20 knot SW wind - 2780 - 1125 40 
20 knot HW wind + 754 + 240 32 
HE wind + 2657 + 725 26 
H to S oceanic current + 3070 + 1057 34 
N to S oceanic current 

& sea breeze + 1062 + 389 37 
S to H oceanic current - 2583 - 896 35 
S to H oceanic current 

& KW wind - 2126 - 779 37 
Sinusoidal tide varying Kange 29% - 4<# . 

Table 2 shows that the numerical model predicts that on an average, 
weighted for frequency of occurrence of conditions, the discharge through the 
southern opening to Cockburn Sound has been reduced to 38$ of the flow 
occurring before the causeway construction. This ties in closely with the 
discharge measurements reported in 5-2.1. 

5.2.3  Comparison of measured and computed discharges. 

In the comparison of measured and computed discharges as shown in the 
scatter diagrams of Pigs. 8 and 9 it has been assumed that the relationship 
between wind speed and current is linear and that each of the measured currents 
is purely attributable to the wind blowing during the previous 6 hours. 
Consequently, there is quite a wide scatter on both diagrams, with the scatter 
reflecting the effects of the oceanic current, seiching and tidal flows. 
The redeeming feature in the scatter is that current magnitudes predicted by 
the model and those measured in the field- correspond both before and after 
the causeway construction.  It may be concluded that the model gives a good 
representation of net discharge through the southern entrance to Cockburn Sound 
and that if the magnitudes of the currents resulting from seiching and from the 
oceanic influence could be measured, and corrected for, the data points would 
exhibit less scatter. 

5.2.4  Currents in the Bulk of Cockburn Sound 

Inspection of the vector plots from the numerical model results shows 
that current magnitudes have not changed noticeably within Cockburn Sound for 
all runs except those involving the oceanic current. In some cases the extra 
constriction at the southern entrance has resulted in an intensified eddy in 
the centre of the Sound resulting in current magnitudes greater than those 
occurring prior to the causeway construction. See Cases 1, 3 and 5 of Table 3- 
An exception is the oceanic current which does not cause eddy formations 
because it is controlled by a simple head difference between the two ends of 
the Sound. In this case currents are reduced to 1/3 of the magnitude occurring 
prior to the cause, (cases 6 and 8).  Usually the oceanic current does not 
occur on its own but is accompanied by a wind induced current so that generally 
currents have not changed in magnitude appreciably after the causeway construc- 
tion, cases 7 and 9. 
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TABLE 3 

Case 
Boundary- Gross Discharge across Section 
Condition Between Sulphur Bay and Alcoa (up/sec) 

w/o causeway with causeway 

1 20 knot $ wind 2840 3960 
2 20 knot E wind 1890 1010 

3 20 knot S wind 2730 3850 

4 20 knot SW wind 2740 2310 

5 20 knot MW wind 3230 36OO 
6 H to S oceanic current 3070 1060 

7 H to S oceanic current 
and SW sea breeze 

4550 403O 

8 S to I oceanic current 2400 930 
9 S to K oceanic current 

and NW wind 5770 4790 

The only field data verification for currents in the bulk of Cockburn 
Sound comes from the salinity/temperature measurements which indicated that 
the rate of movement of bodies of water described by their salinity had not 
changed as a result of the causeway construction. 

6.   CONCLUSIONS 

(i) For large bodies of water where wind generated currents greatly 
influence the flow, only sufficient field data should be obtained to determine 
the driving forces and then numerical modelling can be used as an effective 
tool in explaining and determining details of the flow field. More field 
data may then be desirable to confirm features of the flow highlighted by 
the model. 

(ii) The exchange of water between Cockburn Sound and the Indian 
Ocean has been reduced to 30-45$ of the exchange which occurred prior to 
the causeway construction. This figure is validated both by field data 
and numerical modelling. 

(iii) Current magnitudes in the bulk of Cockburn Sound have remained 
nearly constant compared to those occurring before the causeway construction. 
Thus the rate of mixing or dispersion of effluents within the Sound has not 
changed significantly. 
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CHAPTER 187 

WIND-DRIVEN CIRCULATION 0? SAGINAW BAY 

1 2 James H. Saylor and Larry J. Danek 

ABSTRACT 

A combination of Lagrangian measurements and fixed current meter 
moorings were used during the summer of 1974 and the winter of 1974-75 
to determine the circulation patterns of Saginaw Bay. Because the bay is 
shallow, the water responds rapidly to wind changes. Distinct circulation 
patterns were determined for southwest and northeast winds.  These direc- 
tions parallel the major axis of the bay and were the prevailing wind 
directions during the study.  A typical exchange rate between the inner  , _. 
and outer bay during moderate winds aligned with the bay axis is 3700 m s '~s 
If sustained, this flushing rate would completely exchange the water of 
the inner bay in about 26.5 days. However, winds perpendicular to the 
axis of the bay cause little water to be exchanged and the residence time 
of water in the bay is much longer. Comparison of measured currents with 
the results of an indpendently-developed numerical model for the bay 
indicates there is good agreement between the observations and the simula- 
tion of the circulation in the shallow inner bay. Agreement is poor in the 
deeper outer bay, where specification of proper boundary conditions at the 
open mouth of the bay is important for meaningful model simulations.  Ice 
cover during winter shields the water surface from wind stress. Currents 
are sluggish and driven almost entirely from interactions with the lake- 
scale circulation of Lake Huron. 

INTRODUCTION 

Saginaw Bay is a large and important   embayment on the southwestern 
coast of Lake Huron, centered close to 44*00'N latitude and 83e20'W longi- 
tude (Figure 1). The mouth of Saginaw Bay (from Point Aux Barques to Au 
Sable Point) is 42 km wide with an average depth of 27 m. The bay's 
narrowest constriction is between Sand Point and Point Lookout, with a 
width of 20 km and a mean depth of only 4m. A line between these two 
points forms an approximate boundary between the outer bay (mean depth 16 m) 
and the' much shallower inner bay (mean depth 4.5 m). The bay is 93 km long 
with its major axis: aligned 40°east of north. An important feature of the 
bay is the relatively deep channel that runs through the inner bay.  It is 
aligned nearly parallel with the major axis of the bay and has a maximum 
depth of about 14 m. 

National Oceanic and Atmospheric Administration, Great Lakes Environmental 
Research Laboratory, Ann Arbor, Michigan. 

2 
NALCO Environmental Sciences, Northbrook, Illinois. 
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Saginaw Bay 
Michigan 

83°00'W 

44°20'N- 

Figure 1.  Location map of Saginaw Bay.  Current meter moorings were 
placed at stations numbered 1-9, and wind speed and direction was 
recorded at the Gravelly Shoal Light. 

The currents of Saginaw Bay and the character of Saginaw Bay-Lake 
Huron interactions are important because of the heavy load of pollutants 
entering Lake Huron through the bay.  The Saginaw River drains an area of 
over 16,000 km and discharges the wastes of the industrialized cities of 
Midland, Bay City, and Saginaw, Michigan.  It is the largest tributary 
source of undesirable materials discharged to Lake Huron.  A long resi- 
dence time and the pattern of water mass movement within Saginaw Bay have 
adversely impacted parts of the bay.  Several other rivers flow into the 
bay, but their combined discharge is small compared to that of the Saginaw 
River. 
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Because the inner reaches of Saginaw Bay are shallow and tidal ampli- 
tudes are negligible, currents in the inner bay are closely related to the 
wind.  The outer bay, although also influenced by the local winds, inter- 
acts strongly with the large-scale circulation of Lake Huron.  Several 
qualitative studies have been conducted on the circulation of Lake Huron 
and Saginaw Bay.  Harrington (-1895) and Johnson (1958) performed drift 
bottle studies on the lake and bay, and Ayers et al. (1956] used a dynamic 
height -method developed for fresh water to determine the circulation in 
Lake Huron.  Beeton et al. (1967) used chemical distributions to trace 
the water movements in the bay.  These studies were in agreement in that 
all indicated currents in the bay were strongly dependent on local winds 
and were highly variable. A more recent study by Allender (1975) used a 
numerical model to simulate the circulation. This paper presents the re- 
sults of a study using both Lagrangian and Eulerian current measuring 
techniques to determine the circulation patterns of the bay. Also present- 
ed are representative current speeds and volume transports for various wind 
conditions and a comparison of these results with the results of Allender's 
numerical model. 

METHOD 

Eighteen Geodyne model A-100 film recording current meters were install- 
ed in Saginaw Bay during Hay, 1974, and operated through October, 1974.  As 
many as three of these Savonious rotor current -meters were attached to an 
anchored line and suspended in the water colmn by a subsurface float.  A 
small surface float attached to the end of a ground line 30 to 40 -m in length 
was used to mark the location of the -moorings and to aid in the recovery of 
the meters.  Several of the meters failed because of mechanical and electri- 
cal problems leaving some holes in the. planned sampling grid.  Locations and 
depths of the meters are given in Figure 1 and Table 1.  Each current meter 
sampled the velocity for a 50 s interval every 30 min and accumulated over 
7200 data points for the duration of the study. 

Drogues were tracked for three 2-week sessions, one session each in 
June, August, and October of 1974.  The drogues consisted of a surface bouy 
plus a subsurface panel.  The bouy was made from a pneumatic float and a 
radar reflector that extended 1.5m above the water surface.  The panel, a 
sheet metal current cross with a cross-sectional area of 1.86 m , could be 
set to any desired depth in the water column.  During this study the panels 
were set only at depths of 2 or 5 m and used almost exclusively in the shallow 
water of the inner bay where the use of -moored current meters was impractical. 
The drogues were followed with a small tending vessel and sequentially posi- 
tioned by radar with reference to anchored radar reflectors deployed at the 
site of each released drogue. 

Wind speed and direction were measured at the Gravelly Shoal Light near 
Point Lookout. Data were continuously recorded on a strip chart by the use 
of a Bendix wind recording system and later digitized as hourly averages.  The 
sensor location was approximately 23 m above the water surface.  As the dis- 
tance to the nearest point of land was 4.5 km, local interferences were min- 
imal. 

During the winter of 1974-75 an extensive study of currents and water 
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Table 1.  Current meter locations and dates of operation during the May to 
October deployments. 

Meter No. Site No. Latitude CN) Longitude (W) Depth (m) Duration 

2A 2 44*05.2' 83°02.4' 10 17 May-15 Oct. 

2B 2 44*05.2' 83*02.4' 20 28 May-15 Oct. 

2C 2 44°05.2' 83°02.4' 30 17 May-15 Oct. 

3B 3 44*11.5' 83"10.9' 20. 18 May-15 Oct. 

3C 3 44<"11.5' 83°10.9' 30 18 May-15 Oct. 

4A 4 44°15.3' ss^is.o' 10 18 May-15 Oct. 

4B 4 44*15.3' 83°15.0' 20 18 May-15 Oct. 

5A 5 44°io.i' 83°28.9' 7 18 May-16 Aug. 

5B 5 44'u10.1, 83°28.9' 15 18 May- 3 Oct. 

6A 6 44°02.3' 83°17.3' 7 17 May- 8 June 

6B 6 44*02.3' 83*17.3' 10 17 May-16 Oct. 

9A 9 43°45.6' 83° 41.4' 7 20 May-18 Oct. 

temperatures was performed in Lake Huron to determine the large-scale circu- 
lation of the lake.  In this study many current meter moorings were placed 
along the west shore of Lake Huron and in the mouth of the bay.  The moor- 
ings were in place from November, 1974 to May, 1975 and consisted of AMF 
Vector Averaging Current Meters, again of Savonious rotor design.  Thus, the 
mouth of Saginaw Bay was instrumented for a period of almost one year, al- 
though a short gap in the records at the end of October and early November, 
1974 exists.  The entire bay is usually nearly isothermal so that the water 
mass is essentially homogeneous*  Only during early summer in the deeper 
water at the mouth of the bay was any density stratification of significance 
observed. 

RESULTS 

Drogues 

Since most of the inner bay was too shallow for current meter moorings, 
the drogue studies were concentrated in that area. During 25 days on the 
bay, 117 drogues were tracked for an average interval of 5 hr each.  The 



3266 COASTAL ENGINEERING-1976 

average speed for the drogues was 6.7 cm s  , while the highest speed mea- 
sured was over 30 cm s  ; howeyer the speeds in several areas of the bay 
varied considerably from the average.  Near Point Lookout, where the channel 
has its narrowest constriction, the average speed was 10 cm s-1. Water flow 
balancing the wind-driven transport in the shallow water southeast of the 
channel is funneled through this constriction causing the higher average 
speed.  On the other hand, water in the southeast corner of the bay was near- 
ly stagnant, with speeds of less than 4 cm s-1. This is the same area where 
the highest ion concentrations were reported by Beeton et al. (1967).  In 
the central part of the inner bay the speeds were typically slower in the 
channel (average speed 6.2 cm s~^) than in the shallow water areas on either 
side (average speed 8.8 cm s--*-).  There was no appreciable difference be- 
tween the average speeds -measured at 2 and 5 -m depths. 

As it was not possible to do a synoptic survey of the entire bay, the 
drogue data were compiled to present on one chart observations made during 
similar wind conditions in various parts of the bay thus providing a reason- 
ably accurate picture of the circulation of the inner bay for certain wind 
directions.  Transects for 7 days during which the wind was out of the south- 
west are shown in Figure 2. The drogue tracks show that the water in the 

Figure 2.  Compilation of drogue tracks observed 
during southwest wind. 
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inner bay generally moves to the northeast with the wind, except in the 
channel, where there is a counterflow to the southwest.  The current in the 
southwest section of the- bay, combined with the return flow in the channel, 
forms a crude clockwise gyre in that region, whereas the current in the 
shallow southeast area follows the shoreline and flows into the outer bay 
between Charity Island and Oak Point.  Part of the water from the south- 
eastern region of the inner bay also flows northeastward west of Charity 
Island, a part of this water-may be recycled to the inner bay by the return 
flow southwestward in the channel.  The flow distribution near Point Look- 
out shows that the return flow is confined to a rather narrow stream, with 
northeastward flow in the shallow water to each side.  The drogue trajector- 
ies show that the return flow is still well defined further into the bay, 
although the apparent path of the flow does meander somewhat because of 
slightly different wind conditions during the separate days of observations. 

On the day that drogues were deployed across the channel near Point 
Lookout, the wind was out of the southwest with an average speed of 5.8 m s~I 
Drogue panels set at 2 and 5 m made it possible to estimate the vertical 
profile of horizontal velocity and to compute the volume water entering the 
inner bay through the channel.  The estimated transport was 3700 m s_1 or 
37 times the average flow of the Saginaw River.  Since the volume of the 
inner bay was about 8.5 :x 10^ m^ during the time of the study, it would take 
only 26.5 days for this flow to replace the inner bay water. 

On several dayti the wind changed rather abruptly during the drogue ex- 
periments presenting an opportunity to examine the response of the bay to 
sudden wind changes and to determine the time required for the return flow 
in the channel to develop.  The response for a wind changing to one out of 
the southwest is that in all areas of the inner bay the water initially 
flows with the wind; after approximately 8 to a return flow develops in the 
central channel.  Of course residual currents and the intensity of the wind 
affect the circulation and the lag time before a return flow develops and a 
new equilibrium state is established, but this response time is typical for 
a moderate southwest wind.  This result also agrees well with previous work 
on the bay (Johnson, 1958, and Allender, 1975).  The current speed averaged 
about 3% of the wind speed in shallow water where the currents flow with 
the wind. 

During the Lagrangian current studies the wind was usually out of the 
southwest, but there were a few occasions of northeast winds,  the tran- 
sects from these days indicate that water enters the inner bay between 
Charity Island and Oak Point and flows to the southwest in the shallow 
areas of the bay.  The results also show a countercurrent in the channel 
flowing to the northeast, but there was insufficient data to estimate a 
volume exchange rate. With flow to the southwest on either side of the 
channel and a counterflow to the northeast in the channel, the circulation 
pattern is just reversed from that observed for a southwest wind. 

Current meters 

Since the largest part of the inner bay was too shallow for current 
meter moorings, most of the meters were deployed in the outer bay.  Histo- 
grams of current direction were used to display the summer data.  The 
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histograms were constructed by sorting the current direction into 40 
sectors.  The percentage of data points that fell into each sector was 
computed and the average speed for each sector was calculated (percentages 
of less than 5% are not shown). The average speeds were divided into 
three categories, low (less than 8 cm s ), medium (8 to 15 cm s ), and 
high (greater than 15 cm s }, and the results are displayed on the histo- 
grams.  A similar histogram of wind data was computed, giving the direction 
toward which the wind was blowing (that is, to be consistent the oceano- 
graphic convention was also used for the wind direction so that a wind out 
of the north w-as plotted in the south sector). 

Since the currents are so highly dependent on the local winds, the na- 
ture of the bay circulation during several well-defined -meteorological 
events was examined. Histograms of current direction were computed for 
periods when the wind was relatively constant for at least two days.  Since 
the two predominant wind directions during the summer of 1974 were out of 
the southwest and out of the northeast, the response of the bay to winds 
from these directions was analyzed. 

The wind was constant out of the northeast on 22-27 June.  Histograms 
computed for that period are shown in Figure 3.  The results of this episode, 
which are typical of several episodes of northeast wind examined, show that 
the flow is characterized by a counterclockwise gyre in the outer bay; water 
enters the bay at the nothern edge of the bay mouth, flushes through the 
outer bay in one large counterclockwise loop, and flows back into Lake Huron 
along the southern part of the bay mouth. Meter 9A suggests that a return 
flow has developed in the channel even that far into the bay, although the 
return current isn't as well defined as that for a southwest wind. An illus- 
tration of this flow pattern, combined with the circulation derived from the 
drogue results for a northeast wind in the inner bay, is shown in Figure 4. 
The vectors on the Figure represent a qualitative vertically averaged circu- 
lation pattern, with the length of the arrows proportional to flow intensity. 

The wind was constant out of the southwest on 3-5 October (Figure 5). 
The histograms from this episode, which are similar to others computed for a 
southwest wind, are markedly different than those calculated for a northeast 
wind. The flow from Lake Huron enters the bay through the southern parts of 
the bay mouth, circulates through the outer bay in a clockwise direction, and 
flows out along the edge. Meter 9A shows the prominent return flow in the 
channel noted in the drogue studies. This circulation pattern, together with 
the flow pattern determined from the drogue studies for asouthwest wind, is 
illustrated in Figure 6. The flow past station 5 is usually toward the south- 
west' under both wind conditions, influenced more by the gross circulation and 
geometry of the bay than by the direct influence of the local winds.  This 
site is in the zone of the return flow in the channel during southwest wind 
and in the inflow to Saginaw Bay from Lake Huron during northeast wind. 
Histograms computed for the entire length of the summer current meter records 
revealed a high variability of flow, with the current direction for some of 
the meters almost equally distributed around the compass.  The meter at site 
9, though, showed a dominant flow to the southwest because the prevailing 
winds during the summer were from the southwest. Wind from directions not 
nearly parallel to the bay axis drives a local circulation in the inner bay, 
but does not appear to cause much exchange of water with the outer bay. 
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Winter current meters confirmed the same nature of outer bay circular 
tion. Winter studies of Lake Huron, have shown that southward flow along 
the west coast of the lake is the dominant feature of lake circulation. The 
rest of the lake responds to this flow in the form of one large cyclonic cell, 
returning water northward along the eastern coast. This persistent southward 
flow across the -mouth of Saginaw Bay interacts strongly with the outer bay 
and plays a major role in determining its flow characteristics. Figure 7 
shows an episode of lake scale current flow during moderate northerly winds 
in November of 1974. Current roses of water transport past each current met- 
er are shown at the 15 m level. Wind run roses for this episode as recorded 
at five stations around the perimeter of the lake are shown in usual meteoro- 
logical fashion here, being wind from the north and northeast at 5 to 6 m s~^. 
This episode shows, as noted earlier for the summer studies, that ndrth to 
northeasterly wind drives a counterclockwise loop of Lake Huron water through 
the outer bay.  The average current speeds in the outer bay were 15 to 20 
cm s-l during this episode. 

Ice cover during its peak development in winter covers the entire sur- 
face of Saginaw Bay, extending lakeward past all four current meter moorings 
placed in the mouth of the bay. Figure 8 shows another episode of wind simi- 
lar to that of the November case, but during extensive lake ice cover. With 
ice extending from 10 to 15 km lakeward from the outer bay current meters, 
the currents in the bay are entirely different in character. Lake Huron re- 
tains its cyclonic flow pattern, but under the ice the bay mouth circulation 
loses its distinctive character. Flow is weak with average current speeds of 
a few cm s  .  Thus, even the driving force of lake current interactions is 
lest during extensive winter ice cover, and the bay circulation must be very 
disorganized and sluggish. 

MODEL COMPARISON 

Allender (1975) simulated the bay using a finite difference method to 
solve the linear barotropic equations for two-dimensional -motion.  Because the 
development of such a model requires the specification of boundary conditions 
at the ^.louth of the bay, he examined water level records from within Saginaw 
Bay and from Lake Huron near the bay mouth and determined the dominant peri- 
ods of oscillation of the surface stage.  He then specified as boundary condi- 
tions periodic functions of the -velocity field at the open boundary between 
Saginaw Bay and Lake Huron at periods of the observed dominant surface oscilla- 
tions.  The intensity of the flow field was adjusted to yield water surface 
oscillations with amplitudes near those observed on the bay. Tigure 9 shows 
the circulation he calculated for a southwest wind, and Figure 10 shows the 
flow pattern driven by a northeast wind. A comparison of these results with 
the results of the field studies shows that there is very good agreement be- 
tween the flow patterns in the inner bay.  Both results show a distinct cur- 
rent in the channel flowing into the wind and flow in shallow water with the 
wind.  The agreement in the outer bay for similar wind conditions is not close, 
however.  The differences between the-model and field study circulations are 
due to the strong influence of Lake Huron currents on the flow in the outer 
bay, effects which were not included in model development. 
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Spectral analyses of the current meter recordings reveal no significant 
periodic components in the flow field near the periods specified in-model 
development,  although, during the density stratified season strong inertial 
period  current  flows are prominent near  the Bay-lake Boundary,     The dominant 
interaction Between the Bay and Lake Enron is controlled By the southward 
flowing coastal current structure in the lake,  so that -more realistic model 
development would necessarily include the dynamical effects of this inter- 
action.     Of  course,   the interaction of  the lake and bay  cannot Be described 
without detailed field  investigation,  and  the results of  these surveys were 
not availaBle for Allender's work. 

SUMMARY 

Currents in Saginaw Bay are quite variable and dependent on the local 
winds. The inner Bay is especially susceptible to wind changes, But the 
circulation patterns developed are predictable for: winds from the southwest 
or northeast, as a stable pattern develops within about 8 hr after a wind 
shift.  Since wind from directions just slightly different than these cause 
only small perturbations to the flow field, as revealed during several of 
the drogue tracking intervals, it is felt that the two circulation charts 
are representative of wind from the southwest and northeast quadrants. 

Winds blowing transverse to the longitudinal axis of the bay also 
cause the circulation pattern to change quickly.  The flow pattern is more 
complex than when the wind is nearly parallel to the axis of the bay, but 
not enough data were collected Tinder these wind conditions to determine a 
detailed circulation pattern. The outer bay responds less rapidly to wind 
changes and the current patterns are strongly influenced by currents in 
Lake Huron. The dominant southward flowing current along the west shore of 
Lake Huron frequently flushes through the outer bay.  A northeast wind caus- 
es part of this current to flow through the outer bay in a counterclockwise' 
loop, whereas the current flows past the -mouth of the bay during southwest 
wind and drives a large clockwise eddy in the outer Bay.  The existence of 
such, an eddy was suggested By Ayers et al. (1956). ' Ice cover during winter 
shields the water surface from wind stress and the Bay circulation is very 
sluggish. Even the outer reaches of Saginaw Bay are decoupled from strong 
interaction with the currents flowing in Lake. Huron as the ice fields grow 
lakeward of the Bay moutli. 

The comparison of results of this field study with those of a numeri- 
cal model developed for the same area demonstrates the usefulness and valid- 
ity of such modeling techniques.  The agreement of the model with the actual 
data is excellent in the shallow water of the inner bay.  However, the com- 
parison also illustrates the importance and difficulty of prescribing pro- 
per boundary conditions at the open mouth of the bay.  The model agrees well 
with the. data far from the bay month, but breaks down near the open boundary. 
The ehoLce of realistic boundary conditions is essential for the prediction 
of meaningful flow patterns, especially in this region where currents in 
Lake Huron are so important in influencing the circulation. 
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CHAPTER 188 

PREDICTION OF POLLUTANT DISTRIBUTION 
IN ESTUARIES* 

A. Y. Kuo and J. P. Jacobson 
Department of Physical Oceanography and Hydraulics 

Virginia Institute of Marine Science 
Gloucester Point, Virginia 23062 

ABSTRACT 

A method was developed for predicting the distribution 
of sewage constituents which would result from a proposed 
sewage outfall in estuaries or coastal seas.  The method is 
based on the mathematical relationship between the solutions 
of the mass-balance equations with and without a decay term 
and on the assumption that both the dispersion and decaying 
processes are linear, acting independently.  The application 
of the method requires dye dispersion experiments and a 
numerical model employing the results of the experiments. 
This approach makes it possible to predict the concentration 
field of sewage constituents with differing decay rates by 
using tracer release experiment employing a conservative 
tracer. 

The method has been applied to assess the environ- 
mental impact of a proposed sewage outfall in Hampton Roads, 
Virginia.  Two dye dispersion experiments were performed, 
one a continuous release over a flood tide cycle and the 
other over an ebb tide cycle.  Horizontal distributions of 
dye were measured at subsequent slack waters before flood 
and ebb.  The results were used to predict the concentration 
fields of total nitrogen, total phosphorus, coliform 
bacteria, biochemical oxygen demand, dissolved oxygen deficit 
and chlorine residuals, which would result from the proposed 
sewage outfall. 

INTRODUCTION 

The dilution and mixing of sewage with receiving 
water may be considered a two-stage process.  The first stage 
is the initial jet mixing.  This initial mixing of the 
sewage jet with receiving water produces a broad field of 
diluted, sewage.  The second stage of mixing is the disper- 
sion of sewage due to natural flow field as the diluted 
sewage field drifts with the ambient currents. 

Models for the first stage, jet mixing, have been 
studied extensively (Fan, 1967; Fan and Brooks, 1969). 
These models are capable of delineating the concentration 
distribution of sewage constituents within the mixing zone. 

* 
Virginia Institute of Marine Science Contribution No. 788. 
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The layout of diffuser ports, jet momentum, ambient currents 
and density difference are important parameters affecting 
the details of the mixing zone. 

The second stage of mixing is dominated by the 
currents and turbulent characteristics of the receiving 
water.  The far field distribution of sewage constituents 
outside the mixing zone is relatively insensitive to initial 
mixing.  The ideal models for this stage of mixing are 
based on the equations of motion, continuity and mass 
balance of sewage constituents (Tracor, 19 70) .  These models 
calculate the hydrodynamic characteristics, such as currents, 
density variations, turbulence of receiving water body and 
use them as inputs to the mass balance equation to calculate 
the concentration distribution.  Due to the amount of field 
data required for the formulation and verification of this 
kind of model, it is not always feasible to resort to them 
for problem solving.  Simple models based on the solutions 
of point or line source in a steady uniform flow field have 
been developed (Brooks, 1959; Csanady, 1973).  The extension 
of these simple models to an estuarine environment where 
the flow field is non-uniform and oscillatory, is not straight- 
forward.  A purely analytical approach has yet to be 
developed. 

The experimental approach of tracer release has been 
employed to delineate the far field distribution of pollutant 
discharge into a water body.  Pritchard and Carter (1965) 
developed a method to estimate the concentration distribution 
of a nonconservative substance from that of a conservative 
substance which may be obtained with a field experiment. 
Their method is based on an empirical relationship that the 
concentration field of a continuous point source approaches 
its steady state with an exponential function of time.  This 
paper describes a new approach using the concentration field 
of a conservative tracer to predict those of sewage constit- 
uents discharged from a proposed sewage outfall.  This 
method makes it possible to describe the concentration 
fields of nonconservative substances without a large field 
effort to measure or calculate parameters, such as velocity 
field and dispersion coefficient, which are necessary for 
solving the mass-balance equation. 

THEORETICAL BACKGROUND AND APPROACH 

The concentration distribution of a sewage constituent 
in a receiving water body may be described by the mass 
balance equation 
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3c   ,      3c   ,      3c   j      3c       3   ,        3c 
-TTT   +   UT:—   +   V-r—   +   WTT—   =   TT—(e       77— 3t 3x 3y 3z       3x    x  3x 

3   ,        3c,    ,   3   ,        3cv 
3y"(ey I)?'   +   3¥(ez   3?   "  kc  +  S   ^^^-^ (1) 

where 

c   is the concentration of sewage constituent, 
t   is time, 
x,y,z are three orthogonal coordinates, 
u,v,w are velocity components, 
e , e , e  are turbulent diffusion coefficients, 

k      is decay rate, 
S(x,y,z,t)  is source or sink. 

As it was stated previously, an ideal model would be 
the one based on the solution of equation (1) with the 
velocity components, turbulent diffusion coefficients, 
decay rate, and source as input parameters.  The velocity 
field and diffusion coefficients have to be solved with a 
hydrodynamic model or measured in the field.  Because of 
the efforts involved, developing such a model is often 
unfeasible. 

An alternative way of obtaining the concentration 
distribution of a sewage constituent is to introduce a 
tracer at the proposed outfall location and measure the 
resulting concentration distribution.  The release of the 
tracer should last long enough such that an equilibrium 
condition is achieved.  Furthermore, different tracers 
have to be used to simulate sewage constituents of different 
decay rates.  This direct experimental method is unfeasible 
in practice because 

1) for each group of sewage constituents with a 
different decay rate, a tracer-release 
experiment has to be done, 

2) tracers of a given decay rate cannot always be 
found. 

The approach described here is to construct a simple 
model based on the relationship of concentration distributions 
between decaying and non-decaying substances.  The experi- 
mental results of a non-decaying tracer provide the input 
data of the model and the concentration distributions of 
decaying substances are calculated. 
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The Model for a Steady Flow Field 

If N0 (x,y,z,t,t') and N(x,y,z,t,t') are the concen- 
tration distributions, at time t, resulting from an 
instantaneous release at time t = t' of non-decaying and 
decaying substances respectively, then 

N(x,y,z,t,t') = No(x,y,z,t,f)exp{-k(t-t')}      (2) 

where k is the first order decay rate.  In a steady flow 
field, the functions N and N0 depend on t - t', while they 
are independent of the time of release f, therefore 

No(x,y,z,t,t') = No(x,y,z,t-t') (3) 

and 

N(x,y,z,t,t") = N(x,y,z,t-t') (4) 

If a tracer is introduced continuously at a constant 
rate (unit mass per unit time) for an infinitely long time, 
an equilibrium concentration field will be reached with 

CTO(x,y,z) = J^Jl(x,y,z,t-t')At' (5) 

Let T = t-t', equation (5) may be transformed into 

C^ix.YtZ)   = J N(x,y,z,x)dx (6) 

and, substituting equations (2) and (3), it may also be 
obtained that 

C (x,y,z) = / N (x,y,z,T)exp(-kx)dT (7) 
o u 

Mathematically, equation (7) states that the equilibrium 
concentration field of decaying substances may be calculated 
from the results of the tracer release experiment with a 
non-decaying tracer. 

However, it is technically impossible to monitor 
continuously the history of a time-varying concentration 
field, No(x,y,z,x).  The continuous release of a tracer may 
be regarded as a succession of piece-wise continuous release 
of duration T.  Equation (5) may be written as 

<°  t-(n-l)T 
Coo(x'Y'z> =  £  /        N(x,y,z,t-f)dt'       (8) 

n=l  t-nT 
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Similarly, equations (6) and (7) become 

<*•      nT 
eatery,*)   =  2  /     N(x,y,z,T)dx (9) 

n=l  (n-l)T 

and 

CM(x,y,z) = t     j N (x,y,z,T)exp(-kT)dT    (10) 
n=l  (n-l)T 

If the time interval T is small compared with the 
time scale of decay, i.e. 1/k, the decaying factor, 
exp(-kx), may be approximated by a constant    ,  2n-l ,_> exp v— —p— KI) 

with an error less than (kT)3, and equation (10) becomes 

oo    YIH 

C„(x,y,z) =  E  /     N (x,y,z,T)dx • exp (- ^~  kT) 
n=l  (n-l)T ° ^ 

Z  C  (x,y,z)exp(- ^i kT)        (11) 
n=l  on ^ 

where 
nT 

C_..(x,y,z) =  /     N (x,y,z,x)dT, 
(n-l)T ° 

has a physical meaning as the concentration field resulting 
from a continuous release of a non-decaying substance over 
a time interval from nT to (n-l)T in the past.  Thus, the 
series CDn may be obtained from a field experiment in which 
a tracer is continuously released over a time period T and 
the concentration fields are measured at subsequent time 
instants T, 2T, 3T,...nT after the beginning of release. 
Equation (11) may then be used to calculate the equilibrium 
concentration field of any sewage constituent with decay 
rate k. 

Extension of the Model to Tidal Estuaries 

In the case of a non-steady flow field, the functions 
N0(x,y,z,t,f) and N(x,y,z,t,t') not only depend on t-t', but 
also on t", the time when the tracers are introduced.  The 
analysis in the previous section cannot be applied.  How- 
ever, the model may be easily extended to a tidal estuary if 
the flow field in the estuary is assumed periodic. 

In estuaries where the tidal propagation dominates 
the flow field, the advective velocities u,v,w and diffusion 
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coefficients ex, ey, ez are periodic functions of time.  The 
period of fluctuation, one tidal cycle, may be used as the 
time unit and functions N0(x,y,z,n,n') and N(x,y,z,n,n') may 
be defined as the concentration fields at a particular 
phase of the ntn tidal cycle resulting from instantaneous 
release at any phase of the n'tn cycle.  Because of period- 
icity, N0 and N depend only on n-n', while being independent 
of n1, thus 

N0(x,y,z,n,n') = NQ(x,y,z,n-n') (12) 

N(x,y,z,n,n') = N(x,y,z,n-n') (13) 

Therefore, the analysis of the previous section is 
still applicable if the time duration of a piece-wise 
continuous tracer release T equals a tidal cycle. 

Equation (11) gives the equilibrium concentration at 
a particular phase of tide when the concentration fields 
are measured at that phase of successive tidal cycles.  Of 
the concentration fields varying with phase of tide, the most 
significant ones are those at slack water before ebb (SBE) 
or high water slack and at slack water before flood (SBF) 
or low water slack because they are the extremes of the tidal 
excursion. 

Let a non-decaying tracer be released continuously 
over a tidal cycle starting at slack water before ebb and 
let 

CHn(x,y,z) be the measured concentration field 
the ntn SBE after release begins, 

at 

CLn(x,y,z) be the measured concentration field at 
the ntn SBF after release begins, 

then, according to equation (11), the equilibrium concentra- 
tion field at SBE may be expressed as 

CH(x,y,z ) = Z     CH (x,y,z)exp ( 5—^ kT)       (14) 
n=l 

Since the concentration fields CLn are not measured 
at the same tidal phase when the tracer-release begins or 
ends, the decaying factor of equation (11) has to be modified. 
The first concentration field CL\  is measured at a time when 
the tracer has been released for only half of the tidal cycle. 
The average decaying factor is Q^ ,  1 . _, .  For n > 2, the exp V— -r  Ki; 



3282 COASTAL ENGINEERING-1976 

concentration fields CLn are measured at (n-1) tidal cycles 
after the mid-time of tracer release.  The decaying factor 
is exp {-(n-l)kT}.  Therefore, equation (11) is modified to 

CL(x,y,z) = CL1(x,y,z)exp(- j  kT) 

+ I    CL (x,y,z)ext> {-(n-l)kT}      (15) 
n=2   n 

In deriving equation (11), the decaying factor 
exp(-kx) is approximated by a constant    ,  2n-l , m, over 

the time interval t = (n-l)T to t = nT.  The error intro- 
duced by this approximation may be reduced by shortening 
the duration of continuous tracer release T.  For a tidal 
estuary, this may be easily achieved by separating the 
tracer-release into two parts:  one continuous release over 
ebb tide and another continuous release over flood tide. 
Successive concentration fields at SBE and SBF are measured 
for both releases and constant decay factors applied to 
each of the measured concentration fields. 

Let 

CHFn(x,y,z) be the concentration field of flood tide 
release, measured at the ntn SBE, 

CHEn(x,y,z) be the concentration field of ebb tide 
release, measured at the ntn SBE, 

CLFn(x,y,z) be the concentration field of flood tide 
release, measured at the n^*1 SBF, 

CLEn(x,y,z) be the concentration field of ebb tide 
release, measured at the ntn SBF. 

then, for a non-decaying substance, the CHn and CLn in 
equations (14) and (15) may be expressed as 

CHn = CHFn + CHEn (16) 

CLF  T + CLE        n > 2 
CL  =  {   n-1      n ~ (17) 

CLEn n = 1 

The asymmetry of indices in equation (17) arises 
from the fact that CLn is the concentration field at slack 
water before flood while the continuous tracer release is 
assumed to be from SBE to SBE. 
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For a decaying substance, different decaying factors 
are applied to the two parts of CHn and CLn, and equations 
(14) and (15) become 

CH 

(18) 

(19) 

(x,y,z) =  E  CHF (x,y,z)exp {-(^i - j) kT} 
n=l 

+  I  CHE (x,y,z)exp {-(^i + j) kT} 
n=l   n /   4 

CL(x,y,z) =  S  CLFn(x,y,s)exp {-(^p + ±0 kT} 
n=l 

+ I     CLE (x,y,z)exp {-(^p ~ J> kT} 

n=l 

The adjustment of -r  kT and - j kT for the decaying 

factors of concentration fields of half-tidal cycle tracer 
releases improves the accuracy over a continuous full tidal 
cycle release. 

FIELD EXPERIMENT 

The model was used to study the proposed Nansemond 
Sewage Treatment Plant to be located on the south shore of 
the James River near the mouth of the Nansemond River.  The 
outfall for this plant would be in Hampton Roads at a point 
roughly 12,000 feet (3,658 meters) from shore and a depth of 
20 to 25 feet (6.1 to 7.6 meters), as shown in figure 1. 
The depth in Hampton Roads is much smaller than the hori- 
zontal dimensions of the water body.  Vertical mixing by 
tidal currents is strong so that, at a location outside of 
the zone of initial mixing, the vertical variation of water 
constituent concentrations is negligible when compared with 
horizontal variations.  The vertical homogeneity is especially 
true in late summer when the density stratification is weak 
and when the water quality problem is severe.  Therefore, 
the horizontal distribution of concentration fields were 
measured in the tracer release experiments and vertical 
homogeneity was assumed.  Vertical distribution of dye was 
measured at several locations during the field experiment 
and they confirmed the vertical homogeneity. 

During the summer of 19 74, two dye studies were 
conducted in Hampton Roads to simulate the release of 
pollutants during the flood and ebb cycles separately.  The 
dispersion and transport of the dye, Rhodamine WT, were 
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followed for a period of about four days in each experiment. 
Two moving boats equipped with flow-through fluorometers 
and Hastings-Raydist navigation units traversed the study 
area at slack waters before ebb and flood (SBE and SBF). 
Each boat moved from shore to shore in a zigzag fashion 
following the period of slack water as it progressed upriver. 
The near surface (1 ft. or 30.5 cm below surface) dye con- 
centration was monitored continuously and location coor- 
dinates were recorded every ten seconds.  The data from 
these cruises were transferred to a chart of the area and 
contours of equal dye concentration were drawn by hand. 

The dispersion and transport of the dye can be seen 
in figure 2 which shows some samples of dye clouds following 
the ebb cycle release.  No data are presented within the 
area labeled Initial Mixing Zone, since within that area, 
there was a significant vertical variation in dye concen- 
tration.  Outside that area, the concentration was nearly 
uniform with depth.  The initial plume at the first SBF is 
about six miles long but less than one mile wide (figure 
2a).  At the following SBE, one complete tidal cycle after 
the dye release began, the dye cloud reaches from shore to 
shore, as shown in figure 2b.  The dye has been dispersed 
over a broad area, and the complex pattern of currents in 
Hampton Roads has broken the dye cloud into several patches. 
At the second SBF, figure 2c, the dye cloud has been further 
dispersed and moved downriver.  By the fourth SBF, figure 2d, 
the dye has been dispersed over a large area so that the 
concentrations are quite low.  Much of the dye has left the 
James and gone into Chesapeake Bay.  Similar patterns were 
found for the dye clouds of the flood cycle release, samples 
of which are shown in figure 3. 

Data from the contours for the various slack waters 
for both flood and ebb releases were digitized for input 
to the computer.  An 8.5 mile (13.7 kilometer) by 7 mile 
(11.3 kilometer) grid with 0.1 mile (0.161 kilometer) grid 
spacing was constructed and dye concentrations at each grid 
point were tabulated and read into the computer.  Due to 
limited manpower and difficulties surveying at night in an 
area with a large volume of shipping, it was not possible 
to sample on every slack tide.  Therefore an interpolation 
procedure was needed to provide the missing data.  Values 
for the dye concentration one tidal cycle prior to and one 
tidal cycle after the slack with missing data were used to 
calculate the interim value (Kuo and Jacobson, 1975).  Once 
this procedure had been accomplished, the summation process 
in equations (18) and (19) was completed and the equilibrium 
values were printed out on the grid points.  This printout 
was then contoured and the equilibrium distributions were 
obtained. 
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Figure 4 shows the equilibrium concentration fields 
resulting from a continuous point source of 800 lb/day 
(363 kg/day).  Equations (18) and (19) allow the simulation 
of the dispersion of nonconservative substances as well as 
conservative substances.  In the figure one can compare 
the equilibrium concentration distributions for a conser- 
vative substance and one with a decay rate of 0.30 per day. 

RESULTS 

Using the designed effluent loadings of the proposed 
sewage treatment plant and the dye distribution data from 
the field experiment, the model was used to predict the 
distribution of total nitrogen, total phosphorus, biochemical 
oxygen demand, dissolved oxygen deficit, residual chlorine 
and coliform bacteria in Hampton Roads.  The following are 
the designed average effluent loadings: 

flow 
BOD 5 
total nitrogen 
total phosphorus 
residual chlorine 
fecal coliform 

16 MGD (0.702 m3/sec) 
4000 lb/day (1814 kg/day)- 
25 mg/1 (as N) 
10 mg/1 (as P) 
2 ppm 
70/100 ml 

In the simulation, total nitrogen and total phosphorus 
were assumed to be conservative substances.  The predicted 
maximum concentrations of total nitrogen and total phosphorus 
are 40 ug/1 and 25 pg/1 respectively.  Throughout Hampton 
Roads, concentrations are generally less than 10 ug/1 for 
total nitrogen and 5 yg/l for total phosphorus.  The dissolved 
oxygen deficit was estimated from the equilibrium relation- 
ship between reaeration and biochemical oxygen demand (both 
carbonaceous and nitrogenous).  It was concluded that the DO 
deficit would be of the order of 0.1 mg/1 in general, with 
a maximum of 0.4 mg/1 near the initial mixing zone. 

The toxicity of residual chlorine resulting from dis- 
infection of treated wastewaters to estuarine organisms has 
recently been shown to vary widely with the species and the 
life history stage.  For some organisms, e.g. oyster and clam 
larvae, 48 hours LC50 (50% lethal concentrations) as low as 
0.001 ppm have been found (Roberts et al. 1975).  In light 
of these findings and the fact that the James River estuary 
is the largest producer of seed oysters in Virginia the 
model was also used to estimate the potential impact of 
chlorine disinfection on sensitive species in the estuary. 
This was accomplished by applying the decay rate for chlorine 
and monochloramine to the field data of dye concentrations. 
The decay constant utilized was that determined by Bender, 
et al. (1975) who showed the decay of both chlorine and 
monochloramine to be approximately first order with k = 0.0 5 
hr~l.  Figures 5a and 5b show the predicted residual chlorine 
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Figure 4.  Equilibrium dye distributions from a continuous 
point source. 
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distributions in the estuary at SBE and SBF respectively. 
As can be readily seen from inspection of figure 5a, con- 
siderable risk to oyster and clam larvae entrained in or 
passing through this segment seems likely. 

Although not directly detrimental to marine organisms, 
the presence of coliform organisms above given levels in 
estuarine water is used by public health officials as an 
indicator of fecal contamination.  If .coliforms or fecal 
coliforms exceed accepted limits in a given segment of 
water the area is restricted for shellfish harvesting, 
thereby incurring an economic loss of valuable resources 
without actual damage to the shellfish population. 

The model was used to predict the increase in ambient 
coliform concentrations as the result of proposed effluent 
loadings.  The maximum bacteria level allowable in the 
effluent was set at 70 fecal coliforms per 100 milliliter 
of water.  The model predicted that the maximum increase 
in ambient coliform levels was less than 1 per 100 ml. 
It was concluded that coliform loadings at this rate would 
not have a detrimental effect from the standpoint of shell- 
fish closures.  However, to cover the contingency of a 
breakdown in normal chlorinating procedures at a sewage 
treatment plant, an area around a sewage outfall was always 
designated that no shellfish might be taken within it.  The 
model was used to simulate the coliform distribution which 
would result from the discharge of unchlorinated secondary 
effluent (3 x 105 fecal coliform/100 ml) for some specified 
length of time to simulate the discharge of unchlorinated 
effluent for finite duration.  The summation in equations 
(18) and (19) was carried out to the first few terms corres- 
ponding to the duration of the point source.  Figures 6a 
and 6b show the concentration distributions resulting from 
chlorination breakdown of half a tidal cycle. 

DISCUSSION 

The method presented in this paper has three elements: 
determining the dispersion and transport of a conservative 
substance released in a water body, some measure of the rate 
of decay or transformation of the wastewater constituents, 
and a set of mathematical procedures to combine this infor- 
mation and predict the distribution of nonconservative 
substances.  All three elements will introduce some error. 
The effluent distributions which have been predicted appear 
reasonable to the oceanographers who have studied the tidal 
circulation in this region. 

It is possible to note several limitations of the 
method.  First, the determination of the physical dispersion 
and transport is time and site specific.  That is, the 
results do not apply to other outfall locations nor do they 
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necessarily apply to other times if the meteorological and 
hydrographic conditions have changed.  An obvious example 
is that the results of the dye studies conducted in Hampton 
Roads during the summer of 1974 would not give good pre- 
dictions for extreme events such as floods or hurricanes. 
It is not known to what extent the results will be modified 
when the estuary exhibits strong vertical salinity stratifi- 
cation, as occurs most winters and springs, but it is be- 
lieved that the results will differ only slightly.  If a 
hydraulic model is available for the water body under 
investigation, the tests could be repeated for different 
hydrographic conditions.  The results then could be used to 
give the predictions for the corresponding conditions in the 
real world. 

The rate of decay depends on many biological, 
geological and chemical processes and it is not always 
possible to determine a single rate of transformation which 
will be widely applicable.  Therefore, values should be used 
which underestimate the rate of decay, and therefore provide 
conservative predictions since the residence time and con- 
centrations will be over-estimated.  The errors introduced 
by the mathematical manipulations are believed to be smaller 
than those introduced by the other two steps. 
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CHAPTER 189 

NUMERICAL MODEL FOR DENSITY CURRENTS IN ESTUARIES 

Karsten Fischer 

1. Introduction 

In the estuarine mixing areas of salt water and fresh water the 
vertical stream velocity profile generally is strongly affected 
by the baroclinic forces, giving rise to upstream currents near 
the bottom. Such reverse currents occur not only in stratified 
estuaries, but also in estuaries of the well-mixed type |1|, 
and they may cause problems like strong shoaling areas, salt 
intrusion, or difficulties when disposing wastes or dredged 
material |3|. The contributions of the salinity variations to 
the tidal motion are comparable to the contributions from the 
fresh water upland discharge |1|. For well-mixed estuaries with 
negligible fresh water discharge, the tidal velocities and water 
elevations may be obtained from numerical vertically averaged 
models or from physical homogeneous-flow models, but for all 
other conditions or desired results one has to use numerical 
vertically discretized models or physical inhomogeneous-flow 
models. As numerical and physical models have different proper- 
ties and deficiencies, they may be used complementarily rather 
than concurrently |4|, the farfield regime apparently becoming 
the domain of numerical models. 

The increased public and scientific interest in water quality 
problems led to the development and application of baroclinic 
numerical tidal models |5, 6| . The present paper is concerned 
with the question, how well the action of baroclinic forces 
can be represented by numerical techniques. As a test example, 
the salt wedge problems is tackled. Studies on salt wedges by 
means of physical models have been very sucessful |1, 7|, but 
mathematical approches were confined to analytical solutions 
for the stationary salt wedge |8 - 10| and simple geometric 
boundaries only. The numerical approach is free from these 
restrictions, giving a solution of the complete equations of 
motion, continuity, and convection-diffusion simultaneously. 

The main difficulty for the numerical model lies in the 
solution of the convection equation. The usual methods to solve 
the convection equation (like Forward Time / Centered Space, 
Upstream Differences, Lax-Wendroff, ADI, Leapfrog, or Galerkin- 
Finite Elements) break down when the convection of fairly sharp 
density jumps is to be calculated, as is the case for the salt 
wedge. Strong artificial diffusivity, mass losses, violations 
of the second law of thermodynamics or even unstable solutions 
are encountered. The numerical errors can be reduced consider- 
ably be using higher order difference approximations |11| at 
— — 
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the expense of higher numerical effort and more complicated 
boundary conditions, or by using a floating (Lagrangian) grid 
formulation; however, shearing and circulating flow forces 
the programmer to interpolate back to a fixed (Eulerian) grid 
from time to time, so that the advantage of the Lagrangian 
formulation in part gets lost, while the full numerical effort 
remains. In the baroclinic numerical model, errors in the 
convective solution may distort the whole model because of 
the faulty baroclinic forces (arising from a faulty density 
distribution) which act in the equations of motion. The 
question is, whether the numerical smoothing of sharp density 
jumps still allows for an adequate solution of the dynamics. 

In the present paper, a new method for solving the convection 
equation is described, where the above mentioned numerical 
errors are reduced drastically. The numerical solution is 
compared to a semi-analytic one, ensuring the quality of the 
numerical method. A few exemplary calculations, showing the 
influence of bottom friction, barriers, and tidal motion on 
the shape of the salt wedge, demonstrate the versatility of 
the numerical model. 

2. Numerical Method 

Figure 1 shows the schematic salt wedge and the geometry used 
in the present investigation. We take a channel of constant 
depth a and length S, open at both ends. The lateral (y-) 
dependence is neglected. The freshwater discharge Q enters 
from the right. The salt wedge is formed by the sharp density 
jump between salt water (density pi) and fresh water 
(density p0) at z = -t, the thickness of the wedge over the 
bottom is r. 

L S 

Figure 1.  Salt wedge - schematic for definition of parameters. 
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The numerical solution is based on the following equations: 

the equation of motion 

„. , -     „ -„—z-  =0 (1) 
3t   p 3x 

the hydrostatic pressure equation 

|f + Pg = o (2) 

the continuity equation for incompressible flow 

3u + 3w  _ (3) 

and the convection equation 

3c ,   3c   ,3c   _ , ., 
at + u 3^ + w ai = ° (4) 

where the concentration c is related to the density p by 

P - Po (5) 

u and w are the velocities in the x- and z-direction, 
respectively, p is the pressure, g the gravitational 
acceleration, p the density, and A the vertical eddy 
viscosity.coefficient. In (1), the convective terms have 
been neglected in order to make an analytic solution 
possible which is needed for the comparison purpose. 
Eq. (1) still contains the terms responsible for tidal 
motion and salt wedge formation ,  and major effects from 
the convective terms should only be expected near the tip 
of the salt wedge where the velocity gradient is large. It 
will be shown that this is the region where the numerical 
errors are largest, but the comparison to experimental salt 
wedge profiles is good, so the neglect of the convective 
terms can be justified. In eq. (4) the diffusion terms were 
neglected for the same reason, i.e. the desired analytical 
solution works with two fluid layers of different density as 
depicted in fig. 1, while diffusion would create a 
continuous vertical density profile. For the numerical model, 
a certain amount of numerical diffusivity cannot be avoided, 
and an additional physical diffusion term would make the 
comparisons even more difficult. 

For the numerical solution of the dynamic equations (1-3) the 
scheme of Suendermann |12| was used. The linearized equations 
are solved by an explicit leap - frog method, whereby the z- 
dependency of the velocity u is treated implicitly. The time- 
step of this procedure is limited by the step size along the 
x-axis through the Courant stability criterion. 
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For the numerical solution of the convection equation, a newly 
developed method was applied |13|. For simplicity, the method 
is explained for the one-dimensional case. The spatial density 
distribution is represented by Hermite interpolation functions; 
at the computational grid points, the density value pj and its 
local gradient (-Sp-) j are defined as timedependent variables. 
For example, the density representation between grid points 0 
and 1 is given by 

p (x) = pn a(x) + Pl b(x) + <•§£>  c(x) + (|£), d(x)   (6) 
O OX O OX 1 

with the Hermite interpolation polynomials 

a(x) = 2x3 - 3x2 + 1 b(x) = - 2x3 + 3x2 

3     2 3    2 c(x) = x  - 2x  + x d(x)=x  - x 

This representation has the following properties 

P (o) -po, p(i, -Pl, |£ (o) = (g,o, |£ (1) - (|£)j 

The convection equation 

l£ = -u l£ (8) 
8t     3x K   ' 

is converted to the explicit difference equation 

pj . = pj " uj At <w4 
(9) 

with j the spatial index and n the time-index. At is the 
time step. 

For the gradient variables, another marching equation is 
needed. This equation is obtained from eq. (8) by spatial 
differentiation: 

3 (|£, = -u |i| - |H |£ (10) at  8x      8x   3x 3x 

and transformed to the difference equation 

, n+1   s n  ,4t|5^,^
+^/2^1( 

(°E) 
2 Ax      W . 

3 
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where Ax is the spatial step size. The second term in the 
right-hand side of eq. (11)models the term 3 P and is obtained 
from the evaluation of the second derivativ§xof eq. (6), 
letting x  >• o; upstream differences are taken in eq. (11), 
where the upper line holds for u. > o, the lower line for uJ. < c 
The third term on the r-h-s of eq. (11) is a spatial nonlinear 
term and was omitted in the calculations because of its 
destabilizing behaviour. It was found that eqs (9) and (11) 
together are linearly unstable, but stability could be achieved 
by a small correction to eq. (9). Instead of eq. (8), the 
form 

3t 8x     2 3xz 
(12) 

was evaluated, where the corrective second term could 
immediately be taken from eq. (11) . 

The accuracy of the above described convective solution method 
is compared to serveral other methods in figure 2. 

' 0 

Figure 2.  Numerical solution for convection of density spot, 
a) Initial, b) final density distribution (exact), 
c) present method, d) upstream differencing, 
e) forward time-centered space, f) Fromm's method. 

As test example, the convection of a narrow density spot 
(initial width = 1.Ax) over a distance 24-Ax was calculated 
by iterating over 240 time steps. The best approximation to 
the exact final density distribution is given by the present 
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method, which is even superior to the higher order method 
of Fromm | 11 | . The unstable character of the Forward Time- 
Centered Space method results in the strongly occillating 
curve, while the Upstream Differencing scheme displays the 
strong numerical damping. Many other methods like Leapfrog, 
Lax-Windroff, Finite Elements or Flux-Corrected Transport 
can be shown to be inferior to the method of Fromm |13|; 
the present method gives comparatively very good results, 
uses simple boundary conditions and needs little numerical 
effort, only some more core space is needed for storing 
the gradient values. 

In two dimensions, a second expression analogous to eq. (11) 
has to be evaluated numerically. The calculation can be done 
by fractional time steps, scanning through the coordinate 
directions successively, or by computing and adding the 
contributions from both coordinates simultaneously; the latter 
method was used here. 

3. Semi - Analytic Solution to the Stationary Salt Wedge 

Omitting the partial time derivative in eq. (1), a quadratic z- 
dependency of the velocity u can be obtained for each density 
layer (see fig. 1) separately, by integration. The non-slip 
condition is applied at the bottom: 

u (-a) = 0 (13) 

The total flow across r is zero: 

-t 
J u (z) dz = 0 (14) 

-a 

Introducing the "baroclinic water level" k: 

k (x) = h (x) - c q (x) , (15) 

one gets for the velocity in the lower saline layer 

u (z) = |^ || { 3z2+ 2 (2a + t) z + a (a + 2t)}     (16) 

For the upper layer, the following two conditions are 
applied: 

1.) the velocity u (z) must be continuous at the interface 
z = -t. 

2.) The total fresh water flow across q has the given 
constant value Q: 

h 
/ u (z) dz = Q (17) 

-t 

For the velocity in the upper layer one gets 
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For the calculation of the wedge shape t(x) and the surface 
h(x) two conditions are needed. They are obtained by considering 
the tangential forces: 

1.) the stress at the surface is zero 

|H |     = 0 (19) 
' z=h 

2.) the stress at the interface is continuous 

|2 I        =  |£ I (20) 
dZ       , dZ        . , 'z=-t-o       ' z=-t+o 

Inserting (16) in (20) and (18) in  (19) and (20), one gets 

|t = 1|H (|»Lj£t + 1 - C) (21) 
3x    c 3x  2 a - t 

dh  _ 12 QA  ._», 
3x   " g(h + t)z (4h + 3a + t) K      ' 

This system of nonlinear.first - order differential equations 
was solved (to an arbitrary degree of accuracy) by numerical 
methods, and the solution is refered to as semi - analytic. 

Dimensional analysis of (21) and (22) shows that x scales 
with a1* while t and h scale with a, thereby establishing an 
affine relationship. Integrating (21) over the length L of 
the salt wedge gives the proportionality 

L.2|a^ (23) 

where the remaining constant depends only on the relative 
depth of the salt wedge at the river mouth. Introducing the 
densimetric Froude- and Reynolds-numbers 

0        „   /cga3 Fr =  "     ,   Re = —-— 
/cgad A 

one has 

L >x. || a (24) 

while the corresponding results of Keulegan [7| read 

Re "^ L % ZS-s    a (25) 
Fr "r 

for natural rivers and 
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1 
Re'2" L -v,       ^~    a (26) 

for hydraulic model flumes. 

The difference in the results may arise from the simplifications 
in our theory, especially the constant eddy viscosity A and 
the non - slip condition (13). 

4.  Numerical Results 

The computer code developed for the calculations permits the 
choice of variable step sizes in the vertical direction, 
variable bottom friction and bottom topography, and wind 
stresses at the surface. At the open boundaries upstream and 
downstream, the density distribution was kept fixed during 
the calculation. Care was taken that the salt wedge did not 
reach the upstream boundary. Since the bouyancy forces had 
been omitted in the initial differential equations, the hydro- 
dynamically stable stratification had to be readjusted by 
averaging when a higher density value occurred above lower 
density values. 

The fresh water discharge Q was taken as a dependent variable. 
As upstream and downstream boundary conditions the water 
levels were kept fixed. Stationary solutions were obtained 
after 10 000 time steps (=4 weeks model time). The uniqueness 
of the solution was checked by starting from various density 
distributions; up to some minor differences in the velocity 
distribution, the same results were obtained in every case. 
More details of the calculations can be found in |14|. 

The following parameters were used throughout the calculations: 

- Channel length s = 36 km, height a = 13.7 m 

- Salt wedge thickness at the downstream end = 6.8 m, 
concentration = 3% 

-3  2 
- Eddy viscosity coefficient A = 10  m /s 

- Water levels upstream 4.7 cm, downstream 0.0 cm. 
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Salt wedge profiles and water levels h[cm] 
-4 

0 

\      Salt wedge 
\      height r 

0 3 6 9 12 

— exact,     o Hermite-interpotation, 
15 13 21       "       24   x[km] 

 upstream differencing 

Figure 3,  Stationary salt wedge profiles and water levels 

Figure 3 shows the stationary salt wedges, computed by the 
various methods. For the present numerical method called 
Heritute-interpolation", the 1.5% - isohaline was plotted 

as salt wedge boundary. The comparison to the semi-analytic 
curve called "exact" is good, major differences occur only 
at the tip of the wedge (where the neglect of the convective 
terms may play a significant role). It should be noted, 
however, that the wedge thickness in this region is comparable 
to the vertical grid spacing, as indicated in the figure. 
For comparison, another numerical solution is shown where 
the convection equation was solved by "upstream differencing". 
From this one can conclude that only the numerical high - 
precision solution of the convection equation leads to 
resonable results in the field of highly stratified estuaries. 
The differences in the water level are less important, as 
shown m the upper part of the figure. 

At x = 9 km, the vertical density profiles of the three 
different solutions are shown in figure 4. 
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«r[m] 

Vertical Density Profiles 

of stationary saltwedges 
at    x = 9km 

  exact 

...©...   Hermite-interpolation 

 upstream 
differencing 

s[%] 

Figure 4.  Vertical density profiles of stationary salt wedges 
from fig. 3. at x = 9 km 

The sharp density jump of the exact representation is 
reproduced fairly well by the "Hermite-interpolation" method, 
while the "upstream differencing" - result shows a very long 
tail extending towards the channel surface. 

All of the following numerical results are obtained with the 
method of "Hermite-interpolation". Figure 5 shows the changes 
in the shape of the salt wedge, when the density profile at 
the river mouth is altered. 
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r[m] 

Figure 5.  Vertical salinity profiles at river mouth x 
and corresponding salt wedges 

From this figure one can see that little changes in the river 
mouth density cause substantial changes in the wedge length. 
This high sensibility of the baroclinic model will make the 
calibration of parameters in a realistic calculation easier, 
and it might be interesting to observe such an effect in natura. 

Figure 6 shows the influence of bottom friction on the salt 
wedge shape; the dimensionless friction coefficient R is 
defined by the Taylor formula for the bottom stress 

R u, 
b1 (27) 

where u, is the bottom velocity. With decreasing bottom 
friction the length of the salt wedge increases. One could 
have thought of an increased fresh water discharge (because 
of the decreased bottom friction) and a corresponding 
shortening of the salt wedge length (see eq. 23), but the 
opposite is true. 
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r[m] 

Figure 6.  Influence of bottom friction R on salt wedge profile 

The influence of a bottom barrier on the salt wedge form is 
demonstrated in fig. 7 

rDnl 

i 1 x [km] 
36 

Figure 7.  Influence of bottom barrier on salt wedge profile 
a) without barrier, b) with barrier 
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As can be seen in the figure, a barrier height d which is 
about 1/3 of the undisturbed salt wedge height, is fully 
sufficient to prevent the salt wedge from spreading out 
upstream. This result is contrary to Keulegan's |7| statement 
that the barrier must be as high as the salt wedge. The 
problem can be elucidatet by considering the velocity 
distribution eq. 16. For the lower two thirds of the wedge 
height r, the fluid moves upstream. No salt water can be 
transported upstream across a barrier of height d = 2r/3, 
because the transport velocity above this level is down- 
stream. In addition, the velocity profile near the bottom 
is changed by a barrier, so that a barrier height of only 
r/3 prohibits salt intrusion. 

As a first instationary calculation, a tidal wave was 
superimposed on the fresh-water discharge. The data for 
the calculation are: 

upstream downstream 

- average water levels:      5.3 cm 0  cm 

- tidal amplitude: 102.8 cm       102.8 cm 

- tidal phase shift: 25.0 deg.        0   deg. 

- salt wedge thickness: 7.0 m 

The calculation was carried out until periodic conditions 
were obtained. Figure 8 shows the salt wedges at high and 
low water. The difference in length is not large, but the 

-i x[km] 

Figure 8.  Salt wedge under tidal excitation, a) minimal, 
b) maximal salt water intrusion into the estuary 
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difference in salt wedge volume is. The constant height of 
the salt wedge at the downstream end is an unrealistic 
boundary condition and should be replaced by a tidally 
varying one.. An indication of a computational instability 
was found near the tip of the wedge where the concentration 
at a single grid point was slowly but steadily increasing 
during the tidal periods. This effect can certainly be 
removed by more realistic boundary conditions and shall 
be further observed. 

Finally, in order to show the relation of the present cal- 
culations to experimental data, the semi-analytic salt wedge 
curve is compared to Keulegan's |7| affine curve in figure 9. 

Figure 9.  Comparison of semi-analytic salt wedge(full line) 
to experimental data. Dotted line: Keulegan's salt 
wedge |7|, fitted to critical flow conditions at 
river mouth 
Circles: Keulegan's salt wedge, fitted to present 

results 
Dashed line: Water surface 

Taking the point of critical flow in the fresh water layer 
as "river mouth", 

•rgr 
eg 

(28) 
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the dotted curve, taken from Keulegan's table |V|, should 
be compared to that piece of the semi-analytic solution curve 
covering the same x - interval. The comparison is rather bad, 
however, the relation (28) is based on homogeneous flow in 
both fluid layers and not very well justified experimentally 
|7|. Relaxing this condition and fitting Keulegan's curve 
(circles in fig. 9) to the present one, a very good comparison 
is obtained; the empirical critical depth for this case is 

Q 
/cga (29) 

In conclusion, the present numerical model appears to be well 
suited to calculate the hydrodynamics of highly stratified 
estuaries. Of course, the numerical problems in calculating 
partially mixed estuaries are comparatively small. The results 
of such a calculation are given in figure 10. 
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Figure 10.  Horizontal velocities (arrows) and salinities 
(numbers) in a well - mixed estuary (stationary) 
Dashed line separates regions of upstream and 
downstream currents. 

For this calculation, a horizontal and a vertical diffusion 
term were added to the density transport equation (4). 
The diffusion coefficients were taken as large as allowed by 
stability conditions for an eyplicit difference scheme. At 
the boundaries fully mixed conditions were prescribed 
(numbers indicate density values). The partial stratification 
in the interior had developed dynamically. The combined effects 
of longitudinal stratification and sloping bottom lead to a 
zone of upstream current velocity, indicated in the lower 
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left part of the figure. This upstream current apparently 
exists independently from the degree of vertical stratification 
in the estuary, but only caused by the longitudinal strati- 
fication. The tip of the upstream current zone or equally the 
tip of the salt wedge are known to be the areas of maximum 
shoaling |3|. In consequence, for longitudinally stratified 
estuaries no information about the sediment transport can be 
obtained from measurements of surface velocities or calculations 
with vertically averaged numerical models, and this seems to 
hold for vertically stratified and mixed estuaries as well. 

5. Summary and Conclusions 

A numerical model for density currents in estuaries was presented, 
combining a classical solution scheme for the dynamical equations 
with a new solution scheme for the transport equation. The 
effects of baroclinic forces caused by density differences were 
studied in a two-dimensional x-z-model, and the results for a 
stationary salt wedge were shown to be in good agreement with 
a semi-analytic solution and experimental data. The uniqueness 
of the numerical solution was checked by varying the initial and 
boundary conditions. The influence of bottom friction, a bottom 
barrier, and tidal motions were studied; and the stationary 
solution for a well - mixed estuary was obtained. 

It was found that the accuracy of the results for stratified 
estuaries depends mainly on the quality of the convective 
solution scheme, and that the present method of "Hermite-inter- 
polation" gives satisfactory results in every case. As a practical 
aspect, it was found that bottom barriers for preventing salt 
intrusion into estuaries need not be as high as the undisturbed 
salt wedge. For realistic calculations, the time - dependency 
of water levels and vertical density profiles at the open ends 
of the estuary must be known from measurements. 
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CHAPTER 190 

ENERGV DISSIPATION 

IN TIDAL ESTUARIES 

by 

Hans-Werner Partenscky 

and 
2) Gunther Barg 

INTRODUCTION 

In this study, the method for damped co-oscillating tides 
is used to evaluate damping and energy dissipation 
characteristics for various estuaries of different geo- 
metry and depth. 

Of special interest are the damping and energy dissipation 
characteristics of the German tidal rivers such as Elbe, 
Weser and Ems in comparison with North-American tidal 
estuaries, since the former are characterized by deep na- 
vigation channels and relatively flat wadden areas at their 
lateral boundaries. 

Harleman and Ippen have applied a mathematical model for 
co-oscillating tides to the Bay of Fundy and the Delaware 
estuary. This model gives information about the damping 
behaviour and energy distribution in the tidal estuaries. 

Both of the above mentioned estuaries represent special 
cases since the geometric form of the Bay of Fundy allows 
it to be approximately represented as a rectangular 
chanal of constant width and depth, whereas for the Dela- 
ware Estuary one can assume a constant depth of water. 
Partenscky has applied an extended form of this model to 
the St. Lawrence Estuary. 

The method of co-oscillating tides has now also been used 
in a mathematical model for the German tidal rivers such 
as Elbe, Weser and Ems. This method takes into account 
the influence of geometry and depth on the tidal motion 
and also the damping of the tidal wave due to friction and 
partial reflection. Data from gauges situated along the 
estuaries are needed as initial input for the calcula- 
tion of the damping coefficient and the phase change. The 
wave amplitude and the time of highwater must be known 
from these stations. 

T) Professor and Director, Franzius-Institute, Technical 
University of Hannover, Germany 

2) Dipl.-Ing., Research Assistant, Franzius-Institute, 
Technical University of Hannover, Germany 

3312 
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DESCRIPTION OF THE GERMAN TIDAL RIVERS ELBE, WESER AND 
EMS 

Fig. 1 shows a plan view of the German tidal rivers Elbe 
and Weser. Both rivers flow into the German Bay. 
The third mentioned river, the Ems, is a much smaller tidal 
river and not a so important navigation channel as Weser 
or Elbe. It flows more westwards near the boundary to the 
Netherlands into the Dollart. All three German tidal ri- 
vers have relatively flat wadden areas at their lateral 
boundaries. 

The Elbe River is the largest German tidal river, it stret- 
ches from the mouth at Cuxhaven to the weir at Geesthacht. 
The width at the mouth is about 3300 m and the mean water 
depth is nearly 11 m. 

The tidal estuary of the Weser River extends from Bremer- 
haven to the weir at Hemelingen. That is a distance of 
about 70 km. The harbour of Bremen is located nearly 5 km 
seaward from the weir of Hemelingen. 65 km downstream of 
Bremen at the bend near Bremerhaven the tidal river has a 
width of 1100 m and a mean water depth of 8 m. 

In all three German tidal rivers the semidiurnal component 
is dominant, hence the tidal period is constant to 12.42 
hours. 

The cross-sections of the German tidal rivers are bounded 
upstream by weirs, so that one can assume total reflection 
of the tidal wave at these points. 

FIG. 1 Wt*v Otnthacfit 
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ENERGY DISSIPATION AND DAMPING PARAMETERS. 

Extensive prototype measurements at the Weser river are 
carried out by the Franzius-Institut to determine the in- 
fluence of heat rejection of nuclear power plants on water 
quality parameters such as temperature and oxygen level. 
In this case, measurements in different cross sections of 
the river upstream and downstream of the cooling water in- 
take over a stretch of about 4o km are carried out. 

In order to examine the mixing process of seawater and 
freshwater in this area, it is useful to determine the 
longitudinal salinity distribution by conductivity measure- 
ments or chemical analysis. For given boundary conditions 
such as tidal motion and geometry of the estuary the longi- 
tudinal salinity distribution is a function of the fresh- 
water discharge. 

The stratification parameter B = G/J is a useful parameter 
for this calculation, where G is the energy transported 
by the tidal wave with respect to the water mass of the 
examined area. J is the potential energy that the fresh- 
water gains by increasing salinity. 

+ x-direction x = 0 
J Point of Total Refl. 

Fig. 2   Energy flux 

The energy flux of a tidal wave is given by  P = E. . • c 
with 

C = L/T = £ 

To determine the resulting energy flux for a cross section 
at a point x, one must split the observed tidal wave into 
an incoming and a reflected component (Fig. 2). 

For a cross section at x> o the resulting energy flux is 

Rx P - - P 0 x1    x2 
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At the point of total reflection P .   = P _ and there is of 
course no longitudinal energy transport. 

The loss in potential and kinetic energy of the tidal wave 
between the river mouth and a point between the river mouth 
and the weir is 

Let 

AP RL Rx 
AP be the wave energy transformed into heat by friction 

and turbulence, then we get the relative loss of energy 
G as the transformed energy related to the water mass in 
the segment 1 - x. 

For the cross section with total reflection we get the 
/M. energy dissipation G = P 
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Fig. 3  Energy dissipation 

An analysis of the energy dissipation with respect to G 
for all three examined German tidal rivers shows pro- 
nounced differences in the plotted curves. At the smallest 
tidal river, the Ems, the energy ratio G /G  increases 
towards the mouth to 1,65. For the Weser, wnich is com- 
pletely transformed into a navigation channel from the 
mouth up to the weir, the value is about 1,o. Contrarly 
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to the Ems, the Elbe River shows a decrease in the ratio 
towards the river mouth to o,65. 

To demonstrate these relationships, the resulting energy 
flux and the corresponding water mass in which the energy 
flux takes place are shown for the three tidal rivers as 
functions of distance in the diagramm of Fig. 4. 
At x = 1 ,i.e. at the seaward end of the examined tidal ri- 
ver the values of the energy flux and the water mass are 
assumed to be 1oo %. 
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Fig. 4 Energy flux and water mass 

With these assumptions, it can be clearly seen from the 
plots, that 

for P„   •<: M      it  follows that    G /G   •>' 1 Rx x x'   o 

P„    >•   M Rx x 

Pn      =  M Rx x 

VGo ^ 1 

VGo  -   1 

For the Weser River, the curve of water mass is almost 
identical to the curve for the energy flux. Accordingly, 
the energy ratio G /G  is about 1,o. 

The variation is roughly only 1o % in the lower Weser and 
the energy dissipation can be assumed to be constant in 
the brackwater zone of the Weser. 
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The value G was used for tests to describe the longitudi- 
nal salinity distribution in the brackish area of the lower 
Weser. 

The damping of the tidal wave is characterized by the dam- 
ping coefficient u.  which is important for the energy dissi- 
pation. 

Referring to HARLEMAN and IPPEN, the equation for the dam- 
ping coefficient was found by solving the equation for the 
local time of high water and the equation for the local 
amplitude of high water. 

With application of Green's Law the local amplitude of 
high water is given by: 

b   1'2     h   V4 
nxH = ao(b2) 'h2*    Leyxcos(atH+kx)+e"p>ccos(atH-kx) 

X        X 

and the corresponding time of high water is then: 

-1 
at,. = tan   (-tan kx-tanyx) 

n 

For the damping coefficient follows then: 

cosh2yx = -| |_(N+1) + ¥(N+1)2 - 4 N cos20tH 

2      v,  -1      "1/2 
where N = -1~-  . (—)  . (—) 

? OH X X 

The reflected component of the resulting wave can be 
estimated from the value of yx. The component of the re- 
flected wave is negligible as yx becomes very large. One 
arrives at an approximation of a progressive tidal wave 
without reflection. 

In the case of no friction and total reflection at the 
closed end of the estuary, we get yx = 0 and the phase 
lag of the entrance of highwater at,, = 0. 

In the study of real estuaries one finds values between 
these limits (Fig. 5). 

Since the validity of Green's law is not satisfied in the 
German tidal rivers, the damping coefficient includes 
effects of friction, geometry and partial reflection of 
wave energy from the side walls of the estuary. 

In comparison to the Elbe and Ems, the Weser River has the 
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smallest damping coefficient but the local change of this 
value is greater than for example in the lower part of the 
Elbe River as shown in Fig. 5. 

5 

""-Elbe" ^=0,67-10"5 

^!i = 4,28 10"5 

dx 
xEms . ~!^< =193.ur5 
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r 

r 

25 50 75 100 125 15CM0mx 
distance 

Fig. Damping Parameter 

The increase in the energy flux also shows this tendency. 

Let the energy flux be 100 % at the river mouth and 0 % at 
the weir of these three rivers, then the decrease in 
energy flux from the river mouth to the point of re- 
flection is greatest with the Ems and smallest in the 
Elbe. The energy flux at the half distance from the mouth 
to the weir is 10 % for the Ems (x = 26 km), 27 % for the 
Weser (x = 34 km) and 36 % for the Elbe (x = 70 km) of 
the initial value at the river mouth. 

In general, it can be stated that the greater the change 
in the damping coefficient, the greater the relative de- 
crease of the energy flux will be. 

In comparison with the North American tidal estuaries 
(such as Bay of Fundy, Delaware Estuary and St. Lawrence) 
the German tidal rivers Elbe, Weser and Ems are much 
smaller in size. 

The examined estuaries can be classified in three general 
types: 

a) Estuaries of nearly rectangular geometry in plan view 
having an approximately constant water depth 
(Example: Bay of Fundy). 

b) Estuaries whose widths vary exponentially, whereas the 
mean water depth remains approximately constant 
(Examples: Delaware Estuary and Weser Estuary). 

c) Estuaries featuring an exponentially varying width and 
a continous decrease in water depth towards the head 
of the estuary 
(Examples: St. Lawrence Estuary and Elbe Estuary). 



ENERGY DISSIPATION 3319 

Comparison of the damping behaviour and energy dissipa- 
tion has been made in Figure 6 between the three North 
American and the three German estuaries. 

kx° 
200 

160 

120 

80 

40 

AX 
5 

Elbe ^~-~ 

Ems^^""" 
Delaware, 

Weser__ ' St  I awrenrp           . 

Bay of Fundy 

25 50 75 100 125 150   103m x 
distance 

-5"   "Ems 
Elbe 

Weser . 
Delaware 

e^==s = 
St. Lawrence 
Bay ,of Fundy 

25 50 75 100 125 150 103m x 
distance 

Fig. 6 Phase change and damping parameter 

From the diagramm it is evident that the three North 
American tidal estuaries show smaller damping parameters 
at points equidistant from the reflection point than 
German tidal estuaries. This can be readily explained 
by the fact, that in the North American tidal estuaries 
due to their size the friction and geometry affect is 
of smaller importance than in the shallower and narrower 
German tidal rivers. 

Only the mean water depth of the Delaware Estuary is 
nearly the same as the water depth of the German tidal 
rivers. 

This relationship also can be seen from the plotted 
damping parameter versus distance x. The comparison is 
made for a distance of only 150 km seaward the point of 
total reflection, because all German tidal rivers are 
shorter. 

The Bay of Fundy shows nearly no change of it very small 
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damping parameter with respect to the distance. 
In the St. Lawrence Estuary there is a slope at the first 
75 km and then the curve progress horizontal. 

Only the Delaware Estuary shows nearly the same change 
of yx with respect to the distance x as the German tidal 
rivers Elbe and Weser. 
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CHAPTER 191 

ALGORITHM FOR VERTICAL DIFFUSION 

S0ren Peter Kjeldsen 

ABSTRACT 

A.mathematical method and a computer algorithm is 
developed for the case of one-dimensional vertical mixing 
for an estuary with rather small advection. In the case 
under consideration varies the diffusion coefficients both 
with time and depth, and the case is therefore closer to 
actual estuaries than earlier computing methods that 
applies   constant coefficients. Model experiments with a 
small grid oscilliationg with high frequecies in two fluids 
with different densities were performed to test the algorithm. 
Reynolds number for turbulence was  near 1.6-101'. 

The results showed that the ratio between the stabil- 
izing Brunt-Vaisala frequency and the agitating cyclic fre- 
quency was a governing parameter for the system, and dimen- 
sionless.diffusion coefficients could be expressed as a 
function of this parameter. 

INTRODUCTION 

Pollution problems in the sea and in the adjacent estu- 
aries play  an important role in coastal engineering and de- 
mands more and more sophisticated computational technique to 
be solved in a satisfactory way. 

This paper deals with the case where two fluids with 
different densities are found in an estuary, with very small 
advection. After initial mixing in outlets and jets has oc- 
curred amore calm phase will be found where a light fluid is 
overlying a more dense fluid, and vertical mixing is due only 
to local turbulence. 

This situation is common in many cases where the coastal 
engineer is involved such as: 

Senior research engineer, River and Harbour Laboratory 
at the Norwegian Institute of Technology, Trondheim, 
Norway. 

3321 
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1) Thermal power plants with density differences between 
heated water and cooler recipient water. 

2) Water power plants with density differences between fresh 
water in the mountains and salt water  in the recipient. 

3) Outlets that belong to the municipal sewage system. 

M-)   Outlets and rivers containing different kinds of sediments 
in suspension. 

Figure 1 shows a typical Norwegian fjord.  The advec- 
tion that occurs here is mainly wind driven.  (See H. Rye, 
1973 [1]). The algorithm presented here can also be extended 
to include advection and treat a case like th:\s , as outlined 
below. 

• 

Figure 1.  Site for collection of field data, 
fjord, Norway. 

Romsdals- 

MATHEMATICAL ANALYSIS 

Let us now consider the one-dimensional case without 
advection.  The problem under consideration is shown in 
Figure 2.  A salinity profile varying with depth is slowly 
mixed  due to local turbulence.  In the case under consider- 
ation no current is acting and all diffusion is vertical. 
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Figure 2.  Definition of the problem. 

The general equation for this, situation is: 

3s   3  ,„   3s, 
3t 3x 

(D 
3x (1) 

D is the diffusion coefficient varying both with time and 
depth, x is the vertical co-ordinate, t is the time co-ordinate 
and s is the concentration of substance; here salinity (in 
other cases this could be heat or concentration of particles 
in suspension). 

The boundary conditions for this situation are that the 
salt flux through the surface is zero, and that the time 
derivative of salinity integrated over the whole volume is 
zero as no  material is transferred to the system from out- 
side the control volume.  (Eq. (2) and (3).) 

FLUX 
x = h 3x 0 (2) 

!s_ 
3t 

dx (3) 

Integration of the general equation with respect to x 
for a certain time kept constant gives 

/ x _3s o 3t 
dx = D 3s 

3x + CONSTANT (4) 

An integration constant appears here on the right side. 
This constant can .be determined as shown in eq. (5) where 
the integration is taken over the whole volume. 

CONSTANT = / 
h _3s 
o 3t dx -[ D — 1 = 0 3xJ   u 

x = h 

(5) 
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The last term is the flux through the surface which is 
known to be zero, and the first term is also zero due to 
continuity.  Thus the integration constant in eq. (4) is 
determined to be zero.  The diffusion coefficient can then 
be found as the integral on the left hand side divided .with 
the salinity gradient.  Eq. (6) thus shows the determination 
of the diffusion coefficient for a certain time ti and a 
certain depth xi . 

[D] 
X = Xi 

t = t! 

r,Xl  3j3 .  , , 
uo at  axJt=ti 

L3xJx=xi 

t = ti 

(6) 

This result is now transferred to an algorithm for 
computer work. 

Figure 3 shows the flow sheet of the computer version 
of the algorithm. . The input is recorded density profiles. 
They are written out for each series or test. 

AN ALGORITHM FOR VERTICAL DIFFUSION 

8s 
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TION 

DERIV 1 
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ENERGY 

WRITE 
TABLES 

COMPUTE   PARAMETERS 
M.     N H/.-|_ . 46.' 

Re 

9 = 

' V? a2 > 

¥ 

WRITE 
CORRE 
LAT10N 

I 

Figure 3.  Flow diagram for algorithm. 
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A vital part of the programme is shown in two boxes, 
viz. a routine for numerical differentiation and a routine 
for a partial regression analysis.  When a series of 
recordings is ended the computational part of the programme 
is called.  This computes all the derivatives shown. Further, 
the programme uses a routine for numerical integration in 
which the input is both the salinity gradient with respect 
to time and the second derivative of salinity with respect 
to time and depth.  From this the integral is found, and 
division with the local salinity gradient then gives the 
diffusion coefficients.  Further, a special part of the pro- 
gramme computes all parameters that are- considered necessary 
for 'the analysis of diffusion, such as density gradient, 
Brunt-Va.isa.la frequency, dimensionless diffusion coefficient, 
and Reynolds number for turbulence.  The programme then goes 
on and computes potential energy and writes all parameters in 
tables. 

Finally the regression analysis is called and it is 
then possible to investigate if there is any correlation 
between diffusion coefficients and selected density or tur- 
bulence parameters. This programme gives the final correlations 
directly.  It takes density profiles as input and it gives 
the final correlation between diffusion coefficients and 
selected parameters immediately as output.  It should, 
therefore, be an effective tool for research work in this 
field. 

MODEL EXPERIMENTS 

Experimental laboratory data for vertical mixing were 
used to test the algorithm.  These were obtained in a small 
test tank that contained a layer of fresh water overlying 
a layer of salt water.  A fine mesh grid was installed in 
the test tank and this could oscillate with different fre- 
quencies and amplitudes and thus generate the necessary 
turbulence.  Two types of fine mesh grid were used, one 
with horizontal nets and one with vertical nets.  Water 
samples could be extracted from the test tank through small 
tubes and the salinity was then determined with a conduc- 
tivity meter.  The temperature was kept constant during the 
tests.  The test arrangement is shown in Figure 4. 
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RESULTS 

Figure 5 shows a typical test result, after 2 minutes 
testing.  The density profile is mixed to some extent.  The 
Brunt-Vaisala frequency is the reference parameter for the 
density profile that is considered most important.  It is 
defined by the equation: 

N 
P    dx o 

(7) 

where g is the acceleration of gravity, p  is the local 
density and 3p/3x the density gradient.   It can be derived 
from the density profile.   It shows a clear maximum in a 
certain level.  2TT divided by this frequency is the lowest 
period with which internal waves can exist, and the distri- 
bution of the Brunt-Vaisala. frequency is thus one of the 
most important dynamical characteristics of an estuary. 
Corresponding with this we can here see the computed verti- 
cal diffusion coefficient from the algorithm.  It has a 
local minimum where the Brunt-Vaisala frequency has its 
maximum, and it has two local tops.  This illustrates the 
inverse proportionality between these two parameters. 

DENSITY a = 
(p-103) (kg/m3) 

rSURFACE 

TEST NO. 7 

BRUNT - VAISALA 
FREQUENCY N: 

DIFFUSION 
COEFFICIENT D: 

0    2    4    6    8 
o- (kg/m3)—» 

0.6   0    1     2    3    « 
*        D (cm2/sec)—*• 

Figure 5.  Test result after 2 minutes mixing 
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Figure 6 shows a correlation between the diffusion 
coefficient and the squared Brunt-Vaisala frequency in one 
of the tests.  The figure contains 154 points taken at 
different times during the 6 minutes test period.  There 
is a considereable scatter.  Still the partial regression 
analysis showed an inverse proportionality between the two 
parameters with a multiple correlation coefficient 0.94. 

N'       (»C-'J - 

SQUARED   BRUNT-VAISALA   FREQUENCY 

Fig. 6.  Diffusion coefficient as a function of Brunt-Vaisala 
frequency. 

Table 1 gives the equations for similar obtained corre- 
lations for all five performed tests. 
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TABLE 1 

REGRESSION ANALYSIS NO 2 

Level of significance to enter variable 

Level of significance to delete variable 

Minimum (residual variance/observed variance) 

M-. 0 

ID"1* 

Correlation between 

D and N2 

Equation 

8.989 • 10 

(N2)^ 
9928 

4.957 • 10 
1 

(N«)° 9852 

1.247 • 10" 1 

CN2)U 9551 

2.572 • 10" 
1 

(M»>° 9008 

1.597 • 10" 1 

Number of 

observations 

Multiple corr. 

coefficient 

Residual 

error 

Anti-log 

residual 

,.  Sr/0.43H3 

cm /sec 

sec~l 

The power in the equation for the squared Brunt-Vais'ala 
frequency is in the first test 0.99 obtained for 66 points. 
In the second test the power was 0.9 9 obtained for 3 3 points. 
In the following tests the power was 0.9 6 for 6 6 points and 
0.90 for 66 points respectively, and in the last test the 
power was 0.96 for 15M- points.  Altogether 385 points were 
recorded and correlation coefficients varied between 0.9 4 
and 0.9 9 as shown in the table. 

The power for the squared Brunt-Vaisala frequency was 
thus in all cases found to be a little less than one. 

Fig. 7 further illustrates that and shows the calculated 
best fit obtained from the regression analysis for all 5 
tests performed, and the correlation coefficients.  Further 
it is indicated that two types of grids, one horizontal and 
one vertical are used with different oscillating frequencies, 
and it is observed that the diffusion coefficient for both 
types of grids increases with increasing oscillation frequency. 
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Fig. 7.  Results of regression analysis.  Diffusion coeffi- 
cients as functions of Brunt-Vaisala frequencies. 

The next step is then to relate the obtained results to 
the turbulence that acted in the test tank. 

DESCRIPTION OF TURBULENCE 

It is well known that if u denotes the velocity fluctuation 
in the turbulence then the scalar energy spectrum is given by 
equation (8^ where < is the wave number. 

-IS     E(K) dK 
Q (8) 

We can then form a Reynolds number consisting of the 
root-mean-square of the velocity fluctuations multiplied by 
a characteristic length scale for the eddies 1 and divided by 
the kinematic viscosity (Eq. (8)). 

Re = (u2)2-l 
(9) 

Unfortunately it was not possible to make direct measurements 
of the turbulence when the tests were performed.  A first 
estimate of the turbulence parameters is therefore extracted 
from the sinusoidal oscillation of the agitating grid.  Ir. 
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Fig. 8 one of the bars-in the grid is shown in the mean 
position and in positions with maximum amplitudes, where the 
velocity is zero.  The streamlines according to potential flow 
theory are also shown for the case where the oscillating 
velocity is maximum. 

OSCILLATING   CYLINDER 

/""> 

Fig- Oscillating cylinder. 

It is believed that it is the streamlines in this situa- 
tion that dominate the flow pattern, as the velocity becomes 
smaller and the circles decrease near the amplitude maximum. 
Therefore as a first estimate  the characteristic length of 
the eddies 1 is taken to twice the amplitude, a. 

1 2a (10) 

The validity of this approach to the macro-length scale is 
dependent on the Reynolds numbers for the oscillating cylinder. 
It will not be possible to obtain a better estimate without 
access to experimental data.  Eddie shedding will occur from 
the back-side of the cylinder, but1 is defined as the_maximum 
length in which velocities can be correlated and it is there- 
fore equation  (10) and not the scale of the smaller eddies 
that is the best approximation for the scale of turbulence. 
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Further as a first approximation to the root mean 
square of the turbulent fluctuations the root mean square 
of grid velocity is taken as outlined in equation (11)' .  w 
is here the cyclic frequency in the oscillation.  This is 
a reasonable first estimation as the added mass coefficient 
for an accelerated cylinder is near to one. 

(u2)i = [i fo  a2 io2 sin2 (wt) dt]4 = £L  au      (n) 

It is now possible to form the characteristic Reynolds 
numbers describing the turbulence.  When the result for the 
root mean square of the velocity fluctuations and the 
characteristic length scale is set into equation (8)    we 
obtain:      

Re = ^121^1  -_ 0_^± (12) 

In the experiments this Reynolds number was varied from 
l'lO1* to 1.6-101*, which indicates that a well developed tur- 
bulence was obtained. 

It is possible to obtain a dimensionless parameter that 
describes the process, simply by forming the ratio between 
the stability frequency (the Brunt-V'aisala frequency N) and 
the agitating cyclic frequency to. 

(13) 

All data for diffusion coefficients obtained in 3 different 
tests with the horizontal grid and with 3 different agitating 
frequencies were then correlated with this dimensionless 
number and presented in a dimensionless form, so that the 
ratio between diffusion coefficient and the kinematic visco- 
sity is given.  The result is shown in Fig. 9. 
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Fig. 9.  Diffusion coefficients as a function of the ratio 
between stabilizing and agitating frequencies. 

All data in the 3 different tests, 165 altogether, 
correlated with a multiple correlation frequency 0.82 and the 
eauation obtained was: 

D _ 2.25-105 _ CONSTANT 
V "  61-87    (N/OJ) 

1-87 
(14) 

The ratio between the diffusion coefficient and the 
kinematic viscosity can thus be expressed as a constant 
divided by the frequency ratio to the power 1.87. 
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A typical order of magnitude for the diffusion coeffi- 
cients involved here is  10 cm2/sec. 

EXTENSION TO CASE INCLUDING ADVECTION 

The general equation for three-dimensional diffusion 
with varying diffusion coefficients is: 

H + Ux ft ' Uy g + \  If  = h   (Dx • f » + 

1_ (D  . 12. ) + -3_ (D .— ) (15) 

Here x is the vertical coordinate while y and z are 
horizontal coordinates.  If advection in one direction domi- 
nates , as in the case in many estuaries with wind driven cir- 
culation, we obtain: 

fl+Uy!f     ="|x<Dxii> (16) 

Horizontal diffusion terms might be included here on 
the left side as a constant or as a function of space coordi- 
nates.  For the vertical diffusion coefficient we can then 
obtain: 

x x 
/  ~ dx +/  U il". dx 

D =  ,°. at  . Q . y ay  (17) 
X 3s 

3x 

If the current velocity is recorded the algorithm can 
then be extended and operated for a case with advection. 

Field data in the form of density profiles, current 
profiles and wind, tide and wave recordings have already 
been collected from a typical Norwegian fjord which has 
been found suitable  for further studies.  This is the Roms- 
dalsfjord earlier mentioned and shown in Fig. 1. 

Use of the algorithm on the field data obtained here 
is in progress. 
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CONCLUSION 

The purpose of this project was to develop a mathema- 
tical method that is able to treat the case of vertical 
diffusion with a diffusion coefficient varying with time 
and dept. 

This was done and a computer programme was developed 
for the one-dimensional case without advection. 

Model experiments were performed to test the algorithm. 
The results fr>om these showed that the ratio between the 
stabilizing Brunt-Vaisala frequency and the agitating cyclic 
frequency was a governing parameter for the system and di- 
mensionless diffusion coefficients could be expressed as a 
funtion of this parameter. 

The algorithm can easily be extended to include advec- 
tion, and is therefore usefull also for the treatment  of 
field data in more complex situations. 

This extension can be raade step by step, and might in- 
clude more and more terms in the general equation for diffu- 
sion in space and time with variable diffusion coefficients. 

Further knowledge concerning development and decay of 
turbulence in the presence of a density profile is urgently 
needed. 
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CHAPTER 192 

DISPERSIVE TRANSPORT IN RIVER AND TIDAL FLOWS 

by 

R. B. Taylor 

ABSTRACT 

Analytical results are presented which describe the mechanisms of 
longitudinal dispersive mass transport in rectangular channels of finite 
and infinite widths for both unidirectional (river) and oscillatory (tidal) 
flow regimes. Emphasis is placed upon the discussion of results and the 
characteristics of longitudinal dispersive mass transport revealed by the 
analytical treatment. Expressions presented for the dispersion coefficient 
were obtained from solutions to four sets of boundary value problems for 
the velocity and concentration variation components u" and c". Examination 
of these expressions reveals that in oscillatory flow the dispersive mass 
transport is described by a type of resonant interaction between the period 
of oscillation and the time scales of vertical and lateral mixing. The 
analysis also shows that for oscillatory flow regimes the effect of lateral 
shear becomes negligible for very wide channels and the three dimensional 
solution collapses to the two dimensional case in which vertical shear 
and mixing effects dominate. It is shown analytically that this is not the 
case in unidirectional flows. For this case the lateral shear and mixing 
effects dominate the corresponding vertical effects and dispersive mass 
transport increases without bound with increasing channel widths. 

INTRODUCTION 

Previous efforts (Bowden 1965; Holley et al_. 1970; Fukuoka 1973) to 
describe the mechanism of dispersive mass transport in oscillatory flows 
have generally assumed that it is reasonable to describe this process 
through comparison by analogy to a similar process in a steady unidirectional 
flow. As will be seen from the results presented here, this assumption 
is misleading and can lead to erroneous results and conclusions. This 
is due to the fact that the dispersion process in oscillatory flow behaves 
quite differently from the corresponding process in unidirectional flow. 
Thus, unless the basic characteristics of dispersion are clearly understood 
for both types of flows, the interpretation of results can vary greatly 
depending upon the basis used for the comparison. 

Florida Coastal Engineers, Inc., Jacksonville, Florida 
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The mechanisms of dispersion in unidirectional flow are better under- 
stood. The most useful analytical treatment of this problem and the one 
which appears to provide the best results was developed by Fischer (1967). 
However, to apply Fischer's results one must have a detailed knowledge of the 
variations in the velocity field within the flow cross section. Moreover, 
his analysis assumes that the vertical effects of viscosity and diffusivity 
are small when compared to the same effects acting laterally across the 
channel. While this seems reasonable and has provided good results, it 
does not provide an analytical basis for examining those conditions under 
which either the vertical or lateral effects would play a dominant role 
in the dispersion process. Results presented in this paper allow for 
this comparison and are generally supportive of Fischer's work. 

STATEMENT OF THE PROBLEM 

The approach used to obtain expressions for the longitudinal dispersion 
coefficient generally follows the methodology devised by Taylor (1953) 
and applied later by others which defines the dispersive flux as the 
correlation over space- and/or time of the velocity and concentration cross- 
sectional variation components by means of the following relationships: 

r 3c (unidirectional flow) (1) 

-<Ex>T|| = <u
1Tc,r>T   (oscillatory flow)   (2) 

where the overbar denotes the spatial average of the variable over the flow 
cross section, and the notation < >T denotes an average over the period of 

oscillation, T. The variables u" and c" are defined by: 

u" = u - u     (3) 

c" = c - c     (4) 

where u and c are the velocity and concentration variables, and u and c are 
the corresponding cross-sectional mean values. In carrying out the analysis, 
strict adherence to the use of companion solutions to the equation of motion 
and the transport diffusion equation was followed to obtain solutions for u" 
and c" which most nearly reflected the kinematic structure of the flow field 
of the particular problem being investigated. This is particularly important 
for the case of oscillatory flow regimes where, as illustrated by Figure lb, 
flow reversals occur in the lower momentum regions of the channel which 
significantly affect u" during portions of the tidal cycle. These phenomena 
have been preserved here and represent a departure from the work of 
previous investigators in which temporal phase differences in the velocity 
field over the flow cross section have not been included (Holly and 
Harleman 1965; Okubo 1967; Holley, et al^ 1970; Fukuoka 1973). 
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(a)    RIVER 

_<E > §SL 
YT 3? <u"c">T 

(b) TIDAL 

FIGURE 1 - DESCRIPTIVE FLOW REGIMES AND ASSOCIATED DISPERSIVE MASS TRANSPORT 
RELATIONSHIPS 
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Expressions for the longitudinal dispersion coefficient were 
developed for the four combinations of flow and channel geometries 
previously mentioned. The analytical procedure was begun by solving the 
prescribed equation of motion for the velocity u for the particular flow 
regime and channel geometry under consideration. From this, an expression 
for u" was obtained which in turn was used to force the companion form of 
the transport diffusion equation. Solutions to the transport diffusion 
equation then yielded expressions for the concentration variation component, 
c". Expressions for the longitudinal dispersion coefficient were obtained 
from Equations (1) and (2) by averaging the product Re(u") • Re(c") over 
the flow cross section, and for oscillatory flow by averaging again over the 
period of oscillation. 

Boundary Value Problem Formulation 

Several assumptions must be introduced to obtain forms of the governing 
equations that can be solved in a reasonable manner. These are described 
as follows: 

(a) The Boussinesq approximation is applied to the viscous terms ir^ 
the equation of motion and the eddy viscosity coefficients, e    and e , 

are introduced. These coefficients are considered to be constant and 
equal to their spatial and temporal mean where appropriate. 

(b) Eddy diffusivity coefficients, K and K , are used to formulate 

the turbulent diffusion terms in the transport diffusion equation in 
a manner similar to that described for the viscous terms. 

(c) For purposes of the simplification of results and physical interpre- 
tation it is assumed that the eddy coefficients of viscosity and diffusivity 
are of equal magnitude. Thus, K = e , and K = E . 

(d) For steady unidirectional flow the pressure field is independent 
of time. If the flow is uniform then it can be assumed that 

where K is constant. 

(e) For oscillatory flow the pressure field is assumed to be temporally 
periodic, thus 

Ifl-aM  (6, 

where a  is the angular frequency of oscillation and t is time. 
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(f) The velocity and    concentration variables in oscillatory flow are 
assumed to be temporally periodic and of the form 

iat /-M u = u.e (7) s 

cse (8) 

where u and c" are complex variables of the spatial coordinates defining 

position within the flow cross section. This formulation allows for 
temporal phase differences of u" and c" within the flow cross section. 

The forms of the transport diffusion equations presented in all four 
boundary value problems are consistent with those used by previous investigators 
(Taylor 1953, 1954; Fischer 1967; Bowden 1965; Hoi ley, et al_., 1970) in which 
the concentration variable is viewed from a Lagrangian frame of reference 
traveling with the cross-sectional mean velocity. This transformation is 
accomplished by the introduction of the variable 5 defined as follows: 

5 = x - ut   (unidirectional flow)  (9) 

5 = x -( u(t')dt'  (oscillatory flow)  (10) 

The first two sets of boundary value problems (BVP #1 and BVP #2) 
describe the dynamics of fluid motion and the transport diffusion of a 
substance in which only the vertical effects of shear and eddy diffusivity 
are considered. As shown by Figure 2, the x coordinate has been chosen to 
act along the principal flow axis while the z coordinate is defined positive 
upward from the channel bed. The two dimensional shear flow cases examined 
by these two boundary value problems incorporate essentially the same boundary 
conditions. For the equations of fluid motion the conditions of no-slip at 
the channel bed and zero shear at the free surface are applied; whereas for the 
transport diffusion equation the conditions of zero Fickian flux across the 
free surface and channel bed are used. 

The boundary value problem formulations for three dimensional steady 
unidirectional and oscillatory flow regimes are presented by boundary value 
problems 3 and 4 (BVP #3 and BVP # 4). Figure 3 illustrates the coordinate system 
used in these formulations. The origin has been located at the center of a 
rectangular region of height 2h and width w. The open rectangular channel is 
mathematically represented by the lower half of the full section shown in 
Figure 3. Selection of the coordinate system in this manner preserves the 
symmetry of the problem about the origin and, as will be shown later, correctly 
predicts the same dispersive mass transport for equal degrees'of skewness in 
channel geometry in either the vertical or lateral directions. Equations 
(15) through (18) are of the same form as those presented for the two dimen- 
sional cases in BVP #1 and BVP #2 with additional terms included to account 
for the lateral effects of turbulent shear and diffusivity. Boundary conditions 
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FIGURE 2 - DEFINITION SKETCH FOR TWO DIMENSIONAL SHEAR FLOW 

BVP#1 : Two Dimensional Steady Unidirectional Flow 
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FIGURE 3 - DEFINITION SKETCH FOR THREE DIMENSIONAL SHEAR FLOW 

BVP#3 : Three Dimensional Steady Unidirectional Flow 
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used include the conditions of no slip and zero Fickian flux at the sides 
of the full rectangular section. 

Dispersion Coefficient Solutions 

Solutions obtained for u" and c" from BVP #1 through BVP #4 were used 
as previously discussed to develop the corresponding expressions for the 
longitudinal dispersion coefficient. The reader is referred to Taylor (1974) 
for the detailed development of these expressions. 

To simplify the expressions obtained, several mixing time scales were 
introduced. These are defined as follows: 

a. Vertical Mixing Time,  T  = h2/K_ 

b. Lateral Mixinq Time,  T  = w2/4l< 3 Cy y 

c. Non-Dimensional Vertical Mixing Time,  T' = T /T 3       z  cz 

d. Non-Dimensional Lateral Mixing Time,  T' = T /T 

e. Relative Mixing Time,  T' = T /T 3      c  cz cy 

where T is defined as the period of flow oscillation. 

The solution of Equations (11) and (12) for the case of two dimensional 
steady unidirectional flow is straightforward. The expression obtained for 
the longitudinal dispersion coefficient is given as 

E. = 8u2maxTcz    (19) 
L    945 

where u  denotes the maximum cross-sectional velocity. Equation (19) 

has been expressed as a function of u , by maximizing the solution for u max 
as a function of the pressure gradient modulus, K. This provides a 
relationship between u  and K that can be used to express the dispersion max 
coefficient solutions in terms of the more useful parameter u „„. r       max 

Except for the numerical constants, the expression given by Equation (19) 
is identical to that obtained by Taylor (1953) for steady flow in a circular 
tube. By itself it is of passing interest only. However, for comparative 
purposes later in this paper, it is noted from Equation (19) that in two 
dimensional unidirectional flow, the dispersive mass transport increases 
proportionally with increasing vertical mixing time. 

For the case of oscillatory two dimensional shear flow, the solution of 
Equation (13) for the velocity has been known and documented for some time 
(Lamb 1945; Segall 1971). To obtain a solution for c", the velocity variation 
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component was expanded in a Fourier cosine series, and a Fourier cosine 
series form of the solution for c" in Equation (14) was correspondingly 

assumed. The assumed form for c" and the expanded series form for u" 

were then substituted into Equation (14) and the Fourier coefficients for 
c^ were solved for. Expressions obtained for u" and c" were then integrated 

over the flow cross section, and time-averaged over the period of oscillation 
to obtain the dispersive mass transport. This produced the following 
expression for the longitudinal dispersion coefficient as a function of 
u  , the temporal and spatial maximum of the velocity: 

<E >T - 7TU* T T'2 (cosh 2 /^  - cos c   yin^ ^     ( )2 
x T   max  z       —- }      "^  (20) 

(cosh v^ - cos -ATp2   ^j-4 [(nvr,)1«+(21TTp
2]2 

It should be noted that Equation (20) incorporates the effects of an 
oscillatory velocity shear profile which allows for temporal phase differences 
of the flow over the water column. It also demonstrates the dependence of 
the dispersion mechanism on both the vertical mixing time scale and the period 
of oscillation. Although this dual dependence has been pointed out by 
previous investigators (Okubo 1967; Holley et aK, 1970; Segall and Gidlund 
1972; Fukuoka, 1973) the fundamental way in which these two time scales 
govern dispersive mass transport has not been identified. This will be 
discussed in the following section. 

Equation (20) has also been expressed as a function of the pressure 
gradient modulus, K, and the excursion length of a surface particle during 
one-half of a period of oscillation. The reader is referred to Taylor (1974) 
for the development of these expressions. Results obtained from these, 
however, will be used later for discussion purposes. 

Solutions for the longitudinal dispersion coefficient in three dimen- 
sional unidirectional and oscillatory flows were obtained by assuming double 
Fourier cosine series forms for u and c". Arguments of the cosine functions 
were selected to satisfy both the boundary conditions stated for BVP #3 and 
BVP #4 and the physical requirements of no-slip, zero shear stress and zero 
diffusive flux at the appropriate boundaries and points of the rectangular 
half-section corresponding to the open channel cross section. The remaining 
portions of the solution techniques used are similar to those described 
previously for the two dimensional shear flow cases. To obtain the disper- 
sive mass transport, the product of the real parts of u" and c" were inte- 
grated over the full rectangular section shown in Figure 3 and the result 
divided by 2 to provide the actual dispersive mass transport in the rectangular 
open channel. 

The expression thus obtained for the longitudinal dispersion coefficient 
function of u  for the three dimen 

case is stated in nondimensional form as 

as a function of u„„ for the three dimensional steady unidirectional flow max 
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(21) 

/ / ik (22) 
-        /      1   L 1    6U,k,m,n,p,q) R    ~R    "T~~ 

£ = 0k = 0m = 0n = 0p = 0q = 0 mn    W    lk 

where, 

6  U,k,m,n,p,q)    =    [(2p+l)2-(2S,)2][(2q+l)2-(2k)2][(2m+l)2-(2J!.)2][(2n+l)2-(2k)2] 
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*'   : - r. 
m = 0 

y-.                (.^m+n 
n^0          (2m+l)(2n+l)Rmn 

/     1 k t a, 11 0 

"lk '- 1 
k = 0, or I = 0 

0   k = I  = 0 

The non-dimensional form of the longitudinal dispersion coefficient 
obtained for the three dimensional oscillatory flow case (BVP #4) is 
presented on the following page as Equation (23). It is noted from an 
inspection of Equations (22) and (23) that: 

(a) Dispersive mass transport in channels of finite width for both 
oscillatory and unidirectional flows is a function of both the vertical 
and lateral time scales of turbulent mixing through the variable T' . 
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(b) The dispersive mass transport for the three dimensional oscillatory 
flow case is also a function of the period of oscillation through the 
variables T and T'. 

DISCUSSION OF RESULTS 

Two Dimensional Oscillatory Flow 

Bowden (1965) was the first investigator to look at longitudinal 
dispersive mass transport in oscillatory flow. He found that for the case 
in which the period of oscillation is infinitely long the longitudinal 
dispersion coefficient is one-half the value of the same coefficient for 
a corresponding unidirectional flow having the same surface velocity, the 
same shear profile, and the same vertical eddy diffusivity. Okubo (1967) 
and Holley, et al_. (1970) extended Bowden's work and demonstrated that the 
dispersion process in oscillatory flows was functionally dependent on both 
the time scale of vertical mixing and the period of oscillation. The manner 
in which Holley, et aK interpreted their results stimulated much of the 
interest in the work presented here, and will therefore be discussed for 
illustrative and comparative purposes. 

Holley, et al_. assumed a linear oscillatory profile for the spatial 
component of velocity of the form 

u" = az sin at (24) 

where a is a constant, z is the vertical coordinate, and a  is the angular 
frequency of oscillation, 2ir/T. Proceeding in the same manner as described 
here, they then used this expression for u" to obtain solutions for c" and 
the longitudinal dispersion coefficient corresponding to the general case 
of two dimensional oscillatory flow, and the special case in which the period 
of oscillation is infinitely long. The dispersion coefficient for the 
infinitely long period of oscillation, E , was then used as the basis for 

comparison of the dispersion processes in oscillatory and unidirectional flows. 
This was accomplished by plotting the ratio of the dispersion coefficient for 
oscillatory flow divided by E^versus the non-dimensional time T1 defined as 

1/T' as used here. This produced the results as shown by curve CD in 

Figure 4. The ordinate variable used in Figure 4 is normalized by the cor- 
responding dispersion coefficient for unidirectional flow, E. , which is 

exactly double the value of E^. The results of Holley, et a]_. were adjusted 

accordingly. 

For comparison purposes Figure 4 includes results obtained from the 
present work as shown by curves (2) and (3) . Curve (3) plots the ratio 
of Equation (20) divided by Equation (19) while curve (2) plots the ratio of 
the corresponding forms of Equations (20) and (19) expressed as functions of 
the pressure gradient modulus, K. 

The results depicted in Figure 4 demonstrate the fact that the relative 
magnitudes of the dispersion coefficients for oscillatory and unidirectional 
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flow vary considerably depending upon how one chooses to make the comparison. 
All three curves shown approach the limiting value of one-half for large 
periods of oscillation which agrees with the findings of Okubo (1967) and 
Bowden (1965). However, as T' decreases the curves begin to diverge consi- 
derably. The agreement between the results of Holley, et al_. (1970) and 
the u  normalization of the results presented here is good for large 

values of T1. However, it becomes increasingly worse as T' decreases. The 
c]ose agreement for large values of T' is not surprising since both curves 
(D and © were developed by requiring the surface amplitude of the velocity 
in the oscillatory flow field to be equal to the velocity at the surface in 
the unidirectional flow field. The divergence of the two curves with 
decreasing values of T1 results from the use of a truly oscillatory velocity 
profile in the present work as compared to the one assumed by Holley, et al• 
in which the velocity remains temporally in phase over the water column. 
Thus, as the period of oscillation decreases the effect of inertial forces 
increases thereby increasing the effects of flow reversals over the water 
column on the dispersive mass transport. 

Curve © in Figure 4 serves to illustrate the dramatic difference in 
behavior of the dispersion process when one chooses to compare the oscillatory 
and unidirectional cases by requiring both flow regimes to have the same 
pressure gradient modulus, K. For unidirectional flow the pressure gradient 
and viscous forces are in equilibrium so as to produce a constant unidirec- 
tional shear flow for the dispersive transport of substance. In oscillatory 
flow, however, the pressure gradient is in constant balance with the time 
varying inertial and friction forces. As the period of oscillation decreases, 
the inertial effects become very large such that in the limiting case little 
or no flow would be induced. This results in little or no dispersive transport. 

The dramatic difference in the behavior of the velocity and pressure 
gradient normalized solutions raises the question of whether or not a plot 
such as Figure 4 is the most meaningful method of illustrating the character- 
istics of dispersive mass transport in oscillatory flow. It also suggests 
that the non-dimensionalization of the oscillatory dispersion coefficient by 
the corresponding unidirectional flow coefficient may in fact mask the funda- 
mental behavior characteristics of the dispersion process in oscillatory flow. 
This is shown to be true by plotting separately the expressions obtained for 
E. and <E >T versus T , the vertical mixing time. Figure 5 presents such a 

plot. In this figure, the longitudinal dispersion coefficient, <
EX

>
T. as given 

by Equation (20) is plotted versus the vertical mixing time, T , for four 

periods of oscillation ranging from 22,526 to 223,560 seconds and a u  of 

1 ft./sec. Also plotted is the solution for the unidirectional flow coefficient, 
E., as given by Equation (19). This figure clearly shows the significantly 

different behavior of E. and <E >T- The unidirectional flow coefficient 

varies directly with the vertical mixing time which for little or no turbu- 
lent mixing over the water column allows the shear flow to transport higher 
concentrations of substance far downstream. The behavior of the oscillatory 
flow coefficient, however, is governed by a type of resonant interaction 
between the period of oscillation and the vertical mixing time. As the period 
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of oscillation is increased, the resonant peak shifts to the right and like- 
wise increases until the limiting case is reached where the peak is infinitely 
large and the values predicted for <E >T are exactly one-half those predicted 

for the unidirectional flow coefficient, E. . The resonant characteristic of 

<E >T also explains the abrupt decrease in the ratio of <E >T/E. as exhibited 
X ' X I  L 

by the curves in Figure 4. 

The physical reasoning behind the resonant behavior of <E >T is surprisingly 

simple. Consider first the case where the period of oscillation is much greater 
than the vertical mixing time. In this situation, the rate of vertical mixing 
is so rapid that there is no time for the velocity shear profile to transport 
the substance longitudinally before it loses its identity through vertical 
mixing. Thus, the oscillatory and unidirectional flow dispersive processes 
behave in a similar manner and both are small. This corresponds to conditions 
found in the extreme left regions in Figure 5. If T is held constant and T 

is allowed to increase, the oscillatory shear profile is then able to transport 
the substance farther downstream before excessive mixing occurs; thereby 
increasing the dispersive, transport. Thus, the oscillatory case continues to 
behave in the same manner as the unidirectional case. This continues to be 
true until the optimum ratio between the period of oscillation and the vertical 
mixing time is reached. At this point, the dispersive mass transport in the 
oscillatory flow regime has reached its maximum. If, however, the vertical 
mixing time is increased beyond this point, the oscillatory nature of the flow 
begins to become a factor and the longitudinal dispersion is decreased. This 
trend continues as T  is increased further until the limiting case is reached 

in which there is little or no vertical mixing taking place during one or 
more periods of oscillation. For this situation an elemental volume initially 
residing in the water column at elevation z, and containing an initial 
concentration c, would remain at this elevation thus being transported over 
the closed pathline of flow, and returned to its initial position with no 
longitudinal dispersion having occurred. By comparison, in a unidirectional 
flow with little or no vertical mixing, the longitudinal dispersion would be 
very large. 

Thus, it is seen that for an oscillatory flow regime, the longitudinal 
dispersive mass transport becomes small for both T«T  and T>>T ; whereas 

for a unidirectional flow the longitudinal dispersive mass transport varies 
directly with T 

The family of curves implied by Figure 5 was collapsed into one 
summarizing curve by expressing <E >_ as given by Equation (20) in the 

following non-dimensional form: 

K  = <VT (25) 
x  u2 T max 

It is noted that the form of E' follows naturally from Equation (20). A 
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plot of E' versus the non-dimensional vertical mixing time T' is shown by 

coefficient occurs when the vertical mixing time, T , is 1.58 times the 
Figure 6. As indicated, the maximum value of the longitudinal dispersion 
coefficient occurs when th 

period of oscillation, T. 

Three Dimensional Oscillatory Flow 

The non dimensional form of the solution for the longitudinal dispersion 
coefficient in three dimensional oscillatory flow, as given by Equation (23), 

is plotted versus T' in Figure 7 for several values of the relative mixing 

time, T'. As stated earlier, the relative mixing time is defined as the ratio 

of the vertical mixing time scale to the lateral mixing time scale. Thus, 
small values of T' are indicative of a very wide shallow channel, whereas 

T' = 1 would represent a channel whose width is twice its depth provided 

K = K . T1 can therefore be considered as a measure of the relative effects 
z  y  c 

of vertical and lateral shear for a given width-to-depth ratio, and vertical 
and lateral eddy diffusivities.  Values of T' ranging from 1 x 10"6 to 1 were 
used to develop the curves shown in Figure 7. 

It is seen from Figure 7 that when both the vertical and lateral effects 
of shear and turbulent mixing are considered, the dispersion process in 
oscillatory flow is described by an infinite number of resonant curves as 
compared to the single curve presented in Figure 6 when only vertical effects 
are considered. The effect of varying T' causes changes in the shape of the 

curve, the maximum value of E' achieved, and the value of T' at which this 

maximum occurs. 

The innermost curve shown in Figure 7 is identified by T'<_ x 10"6 on the 
left hand side of the peak and by T' <_ 0.001 on the right. A comparison of 

this curve and the one shown in Figure 6 shows that the general shapes of the 
two curves are nearly identical with both peaks occurring at T1 = 1.58. 

The peak value of E1 in Figure 6 is 3.27 x 10"3 whereas for the limiting 
curve in Figure 7 it is 3.07 x 10"3 or 6 percent below the value shown for the 
two dimensional case. Differences in these two curves are attributed to the 
number of terms used to generate Figure 7. Because the solution for E' as 

given by Equation (23) contains six infinite summations nested in series, 
some limitations were necessary in carrying out the required computations. 
By varying the upper bound on each of the sums, it was demonstrated that the 
solution converges upward to its limiting value. The convergence occurs 
reasonably rapidly, however, above an upper limit of 10 terms for each sum 
the rate of convergence is slowed considerably. The results presented here 
were computed using an upper bound of 10 on each sum; therefore, each value 
of E' includes approximately 1.2 x 106 terms. Notwithstanding this obvious 
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limitation, it appears that the three dimensional solution for E' approaches 

the two dimensional solution for E' in the limit as T' + 0. 

Before passing, it is worthy to note the mathematical and physical 
symmetry of the dispersion process described by Equation (23). If T' had 

been inversely defined as T /T , Equation (23) would be of the same form 

with T' replacing V  everywhere, and the newly defined T' multiplying all com- y z c 
plementary terms in rl5 r2, and a1.    This form of the solution would predict 
the same value of E' as the original formulation provided that um„v and T x max 
were the same, and that the new T' equaled the old T' and the new T' equaled 

the old T'. Stated another way, for the same u„,„ and T, a channel whose c max 
half-width was twice its depth would produce the same dispersive mass transport 
as a_ channel whose depth was twice_ its half-width provided that the ratio 
K /K for the first case equaled K /K in the second case. One way to show 

the symmentry of the solution about T1 = 1 is by means of a plot such as Figure 

8 in which isolines of E1 are shown for channel geometries skewed in both 

width and depth. The lower half of this figure corresponds to geometries in 
which w/2h > 1 whereas the upper half corresponds to geometries in which w/2h 
< 1, provided that K = K . v z   y 

Three Dimensional Steady Unidirectional Flow 

Values for E^ obtained from Equation (22) are plotted versus T' in Figure 9. 

In performing the computations, a summation limit of 12 was used on each of the 
six infinite summations included in the solution. By adjusting this value in 
a manner similar to that discussed for the oscillatory case, it was concluded 
that the solution as presented in Figure 9 is near that given by the infinite 
summations. 

It is seen from Figure 9 that the longitudinal dispersion coefficient 
becomes very large with increasing channel widths. By comparison, if the 
definition of E.1 given by Equation (21) is applied to the two dimensional 

solution for E, given by Equation (19) the result is 

E, = QTF = constant   (26) 

This is shown in Figure 9 by the dotted line. The difference between the 
behavior of the two solutions is dramatic and for unidirectional flows supports 
Fischer's theory regarding the dominant effect of lateral shear on longitudinal 
dispersion in wide channels. It is apparent that the longitudinal dispersion 
for the three dimensional case increases without bound as the width of the 
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channel is increased correspondingly, whereas the longitudinal dispersion 
predicted for the two dimensional case remains independent of changes in the 
channel width. 

The fact that the three dimensional solution does not approach the two 
dimensional solution in the limit as T' + 0 is not surprising if one considers 

the physical characteristics of the unidirectional flow regime and the mathe- 
matical formulations of the two cases examined. The three dimensional problem 
has by definition a lateral shear effect which, no matter how wide the channel, 
is forever present. Conversely, the two dimensional problem by definition has 
no such effect. Thus, the presence of this shear coupled with a unidirectional 
flow and a long time scale of lateral mixing must produce a significantly higher 
longitudinal dispersive mass transport than would be produced in the case where 
the lateral effect is non-existent. This phenomena does not apply to the 
oscillatory flow case because of the completely different nature of the flow 
regime. In that situation, the oscillatory characteristics of the flow 
negate the effects of a large lateral mixing time by periodically transporting 
the water mass across a fixed point of reference rather than transporting it 
far downstream as in unidirectional flow. 

It is noted that the solution given by Equation (22) is symmetrical 
about T = 1 in exactly the same manner as discussed for the three dimensional 

oscillatory flow case. Thus, the discussion presented applies equally to those 
channels whose geometries are skewed in depth rather than width provided the 
conditions previously discussed are satisfied. This, of course, would not 
include the period of oscillation, T. 

SUMMARY AND CONCLUSIONS 

Analytical expressions for the longitudinal dispersion coefficient have 
been presented for four cases of shear flows, namely: 

a. Unidirectional flow in an infinitely wide rectangular channel 

b. Oscillatory flow in an infinitely wide rectangular channel 

c. Unidirectional flow in a rectangular channel of finite width 

d. Oscillatory flow in a rectangular channel of finite width 

Examination of these results shows that in oscillatory flow regimes the 
dispersion process is governed by a type of resonant interaction between the 
period of oscillation and the time scales of transverse mixing over the flow 
cross section. For two dimensional oscillatory flows in which lateral effects 
are not considered, this interaction is confined to the period of oscillation 
and the time scale of vertical mixing. The dispersion coefficient was found 
to reach its maximum value for this case when the vertical mixing time is 
1.58 times the period of oscillation. For the case of three dimensional 
oscillatory flows in which both the vertical and lateral effects of shear and 
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turbulent mixing are considered, it was found that the inclusion of the lateral 
effects affected the shape of the resonant curve, the maximum value of the 
dispersion coefficient achieved, and the value of T' at which the maximum 

occurred. It was also shown that the three dimensional solution for the 
dispersion coefficient in oscillatory flow approaches the two dimensional 
solution in the limit for wide channels. 

The solution presented for the dispersion coefficient in three dimensional 
unidirectional flow was shown to predict increasing dispersive mass transport 
as the channel width was increased correspondingly. Thus, the three dimen- 
sional solution does not collapse in the limit to the two dimensional case 
as was found for oscillatory flow. This behavior supports Fischer's (1967) 
theory regarding the dominant effect of lateral shear on longitudinal dispersion 
in wide channels. 
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CHAPTER 193 

TIDAL STREAM, FLOW SOLVED BY GALERKIN TECHNIQUE 

By L. H. Smith & R. T. Cheng 

Water Resources Division 
U.S. Geological Survey 

The Problem 
The total discharges in a tidally influenced stream reach are 

known to be related to the stages (water levels) at the ends of the 
reach. The discharge-stage relationships can be derived from the 
conservation principles of mass and momentum under a few simplifying 
assumptions.  Solutions of the governing equations with appropriate 
boundary and initial conditions give spatial and temporal variations 
of the flow in the reach. Practically, the most needed information 
are the instantaneous discharges, which, in many instances, provide 
guidance for water resources management decision making.  Unfortunately, 
measuring the instantaneous discharge in a tidal reach is often 
difficult, tedious and costly.  However, measuring the stages of 
a tidal reach is relatively simple, inexpensive and is done 
routinely. To determine discharges from measured water levels has 
been the subject of the present study. 

The governing conservation equations of momentum and mass when 
written for unidirectional, constant density, transient flow are, 
respectively, 

L^u.Z) " |r + H| + &H + G| u| u + (q/A)u = 0, (1) 

L2(u,Z) = -§ + uf + (A/B)-^ + (S0 + -|/B)u - (q/B) = 0,       (2) 

where 

A = channel cross-sectional area 
B = width of channel cross-section at water surface 
g = gravitational acceleration, 

2     2 4/3 
G = gn /(1.49 R  ), n being Manning's coefficient, 
q = lateral inflow per unit length of channel, 
R = hydraulic radius of a cross-section, 
S = slope of the channel bottom, 
o    r 

t = time, 
u = average water velocity for cross-sectional area A, 
x = direction of flow, 
Z = elevation of water surface, 

as indicated in Figure 1. 

3358 
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Figure 1.  Schematic Diagram of a Tidal Reach 

Figure 2.  Plane View of Three-mile Slough, California 
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These equations assume that the flow is relatively uniform in any 
cross-section of the reach so that an average velocity u can be used 
to characterize the total discharge by Au.  Though the cross-sectional 
area is treated as a variable, we further assume that A can be 
schematized by stacked trapezoids and that a linear representation 
of variation of A along the stream is sufficient.  Stoker (1957), 
Chow (1959), Dronkers (1964) and Baltzer and Lai (1968) provide 
derivations and further discussion of these equations.  The governing 
equations are coupled, nonlinear partial differential equations of 
hyperbolic type, which with specified water stages as the boundary 
conditions at ends of a channel segment, and initial conditions 
specified within the channel segment, form an initial-boundary value 
problem without known analytical solution. 

Resorting to numerical techniques, Baltzer and Lai (1968) have 
considered the power series method, the implicit finite-difference 
method, and the method of characteristics to construct solutions of 
the discharges. Of these methods, the method of characteristics 
appears to produce the most accurate solutions.  Recently, many 
classical variational techniques have attracted attention of 
researchers in relation to finite element methods, and use of the 
finite element methods in solid mechanics has been very fruitful. 

Applications of the finite element techniques to hyperbolic 
equations are not yet numerous. Wang, e_t al. (1972) considered the 
one-dimensional primitive shallow water equation using cubic Hermite 
basis functions.  Smith (1975) demonstrated that a Galerkin-finite 
element solution using linear basis functions compared favorably with 
those obtained by Baltzer and Lai (1968).  Following a similar 
approach, a finite element solution of the Saint-Venant equation 
using linear basis functions was presented by Cooley and Moin (1976). 
They found that a stage boundary condition at each end of a channel 
segment must be implemented with the aid of the characteristic 
equations. 

In this study we illustrate the use of cubic Hermite polynomials 
as basis functions in formulating a Galerkin-finite element solution 
to Eqs. (1) and (2).  We explore the use of explicit and implicit 
time-differencing schemes.  For a field case we compare measured 
discharges with discharges computed by the solution algorithm using 
measured stages as boundary values. 

II.  Galerkin-Finite Element Method 

A.  Galerkin Procedure 
A general way to construct a finite element solution to a set of 

partial differential equations (such as (1) and (2)) is to employ the 
method of weighted residual£ (Finlayson, 1972) .  For an M-th order 
approximate solution u and Z for the dependent variables u and Z, we 
write 

u(x,t) = |j a.(t)i|/.(x), and (3> 

Z(x,t) = |=1 bi(t)fi(x), (4) 
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where \|i., i=l,2,..., M are a carefully selected family of linearly 
independent functions called basis functions.  If residual functions 
R1 and R are defined as 

R (x,t) = I^Cu.Z), and 

R2(x,t) = L2(u,Z), 

the method of weighted residuals obtains u and Z by making integrals of 
the residuals R1 and R vanish over the entire domain of interest with 
respect to certain weighting functions W., i=l,2,..., M.  In other words, 

$ 

fL R (x,t)W.(x)dx = o, and (5) 

R
2(x,t)Wi(x)dx = o, (6) 

for i=l,2,...M, where L is the length of the entire channel segment of 
interest. When the weighting functions are defined and the integrals are 
evaluated, Eqs. (5) and (6) become a system of 2M simultaneous, ordinary 
differential equations of a.'s and b^'s, i=l,2,...,M.  The Galerkin procedure 
assumes that W. ='t|r., and the classical Galerkin procedure is equivalent 
to the scheme of eigenfunction expansion for solution of boundary value 
problems.  In finite element applications the basis functions i|t. are 
neither complete nor orthogonal, so that the Galerkin procedure only 
implies that the weighted-averaged residuals are zero over the domain with 
respect to the basis functions. 

Following the Galerkin procedure, and using Eqs. (1) - (4), 
Eqs. (5) and (6) can be written in matrix form as 

[l']^ + [P(a)]{a} + g [s]{b}-+    [Q(G|u|   +  q/A)]{a>  - 0, (7) 

[r]|^+   p(a)]{b}+[P(A/B)]{a}   +fQ(So+||/B)-| {a}_   [i] tyij.. 0, (8) 

where 

{  }= a column vector of dimension M, 

' LT> So *t*jdJt' (9) 

DO- St *iHj dx- and (10) 

M 

B<«3-1Z1 
fkvijk <12> 
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in which 

"ijk " '£ *1*&  VX' (13) 

V   = \    • • .•, dx. and (14) 
ijk Oo  Tiyjvk 

for a given function f(x) we write 

f(x) « | -fk*kW <15> 

Calculations for f are straightforward and clear when defined in 
terms of i|r. (x). Appendix I gives expressions for the above integrals 
in which \jt (x) are cubic Hermite polynomials.  In terms of local 

. coordinates, the integrals defining the coefficient matrices have been 
evaluated explicitly. Appendix II contains specific entries for these 
matrices. 

Application of the Galerkin-finite element procedure to the 
conservation equations produces the 2M - coupled, nonlinear, ordinary 
differential equations, Eqs. (7) and (8).  In this study both the 
explicit and implicit finite-difference schemes have been used in the 
temporal space. 

B. Explicit Time-differencing 
Of the explicit time-differencing schemes, predictor-corrector 

schemes are well-suited for solving Eqs. (7) and (8). A fourth order 
Haming's modified predictor-corrector formula (Ralston and Wilf, 1960) 
has been employed in this study for which stages and discharges and 
their time-derivatives at three consecutive, equally-spaced times are 
used to predict their values at a fourth time. The time derivatives of 
the stages and discharges at the fourth time can thus be evaluated 
by Eqs. (7) and (8), and the processes repeated. A Runge-Kutta 
formula must be used up to the fourth time step to start the fourth order 
predictor-corrector. This integration scheme is explicit and requires 
relatively small time steps to maintain numerical stability. Because of 
its explicit nature, specification of stages at end boundaries must 
be implemented with the aid of characteristic equations (Cooley and 
Moin, 1976). 

C. Implicit Time-differencing 
Alternatively, in many applications an implicit Crank-Nicholson 

time differencing scheme which is numerically stable is preferred. 
Before applying a Crank-Nicholson scheme, we employ the quasi- 
linearization procedure to the governing equations, Eqs. (1) and (2). 

1. Method of Quasi-linearization 
As shown above the Galerkin procedure is general. When 

applied to nonlinear partial differential equations it only 
results in a system of nonlinear ordinary differential equations. 
The question of nonlinearity is dealt with by first linearizing the 
governing equations and introducing an iteration upon them. The 
Galerkin procedure is then applied to the linearized system to construct 
numerical solutions for each step of the iteration.  This is plausible, 
and the following nonlinear terms are approximated by 
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„ 3u„ ,(n) 3u(n + "   (n+ 1) 3u(n)   (n) 3u(n) 
U3^"U TZ +u     "53E  "u  "52 

(16) 

„ 3Z c (n) 3Z
(n + 1} ,  (n + 1) 3Z(n)  (n) 3Z(n) 

u-3x-u-^     +u      IE  " u   Ix" 
(17) 

where the superscript indicates the order of the iteration. When the 
(n + l)-th order solutions are sought, the n-th order solutions are 
known functions. Thus, Eqs. (16) and (17) are linear with respect 
to the (n + l)-th order solutions. Normally, the previous time 
solutions of u and Z are taken as the zeroth order solutions.  It can 
be demonstrated that the quasi-linearization is but the extension 
of Newton's method to functional space.  If convergence can be 
reached, the iteration converges at a quadratic rate (Bellman and 
Kalaba, 1965). Some nonlinearities in Eqs. (1) and (2) are weak and 
may be treated by a time delayed approximation.  Thus Eqs. (1) and 
(2) become 

» 
I-! (u,Z) 

\  (u,Z) 

- is + u(n) *L+ u ^ 
3t       3x    3x 

.u<n)|u(n)+(q/A)u.0j 

+ *|§ +G|u
(°)|u 

3Z   (n) 3Z ,   3Z (n) AI (o> 3U 
"Sx" 

(18) 

(19) 

[SO + £B]«.-[«/B).O. 

where L and L are linear operators in which the superscript 
(n + 1) is dropped for clarity, and terms with superscript (o) are 
treated with the time-delayed approximation. 

By applying the Galerkin procedure, Eqs. (18) and (19) become, 
in matrix form, 

K3 $*+   [P(a<n))]{a}+ [P(a)]{a}(n) + E [s]<b) 

+ [Q [G|U| + «/A] (o)]{a} - [p (a(n)]j {a(n)} - 0, 

[r]^>+ [F (a(n)J]{b}+ [p (J {b(n)} +|~p JA(o)/Bjj{a) 

+ lQ (so+ •£'»] (°5a> - DO <^> -o. 

(20) 

(21) 
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in which the matrices [T] , [s], |P] , and [<f] are defined previously in 
Eqs. (9)-(12).  Eqs. (20) and (21) are coupled, linear ordinary 
differential equations.. At a particular time iterative solutions are 
obtained until |{a} -{a(-nJ}| and | {b} - {brn) I are less than a specified 
tolerance before further increment of time. Experience suggests that 
this criterion can usually be met within one or two quasi-linear 
iterations. 

2.  Crank-Nicholson Time-differencing Scheme 
The Crank-Nicholson scheme is now applied to integrate Eqs. 

(20) and (21). 

Since    [J?(a)J{b} - £p*(b)] {a} (22) 

where   [P*(b] . |   „  bj 

Eqs. (20) and (21) can be assembled such that they appear as 

[c] £^> +M {C}  - {F} (23) 
where the vector{£} has dimension 2M and £„. ,=a and £ .=b.. 

2i-l I     2i l 

Using a finite-difference expression for ~rr{E,}  , we write 
Eq. (23) in the form " 

[l?]+l>]/2) (<?>+ " «>") - <F> -rD]«>"/2 (24) 

where {?MC (t )} and{U+={5 (t +At) }. o x o 

The difference of the present and past{£;} , i.e.{5} -{C}" , 
is actually solved to minimize possible round-off errors that could have 
been incurred in the computations. Because of the properties of the 
functions i|i.(x), the coefficient matrix ( [C] + [p] /2) is banded and 
diagonally dominant.  An extended Cholesky algorithm (Tewarson, 1973) 
satisfactorily solves Eq. (24). 

In summary, using an implicit time-difference scheme, we have 
(1) quasi-linearized the nonlinear partial differential equations, 
(2) applied the Galerkin procedure in the space domain, (3) integrated 
the resultant ordinary differential equations with respect to time by the 
Crank-Nicholson finite difference scheme. 

III.  A.Case Study 
Three-mile Slough, which is located about 40 miles northeast of 

San Francisco in the delta region of California's central valley, 
provides an interesting example of tide-induced, unsteady, open-channel 
flow. The slough is actually a channel approximately three miles in 
length connecting the Sacramento and San Joaquin Rivers, Fig. 2. 
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The long-period tidal waves propagate inland through Golden Gate, 
San Francisco Bay, San Pablo Bay, Carquinez Strait, Suisan Bay, and on. 
At the confluence of the San Joaquin River with the Sacramento River near 
the city of Pittsburgh, the waves divide and continue to propagate 
upstream in the separate river channels.  Because of lesser distance 
above the confluence and because of greater channel depth, a translatory 
wave crest passes the Sacramento River end of Three-mile Slough from 
30 to 45 minutes before the corresponding wave crest reaches the slough's 
San Joaquin River end. As a result, Three-mile Slough exhibits contin- 
uously and rapidly varying flow through each tidal cycle.  Moreover, the 
direction of flow alternates with the passage of each successive wave. 
Because of the high degree of unsteadiness and alternating direction of 
the flow, this tidal reach was deemed desirable for trial evaluation 
of the discharge computation process. 

In 1959, Water Resources Division of the U.S.G.S. conducted an 
extensive field investigation in this tidal reach.  Two tidal gages 
were installed at the San Joaquin and at the Sacramento River ends to 
record water levels at 15-minute intervals.  A field survey was also 
conducted to help establish its cross-sectional properties. During the 
months of July and August, 1959, gates blocked all the diversionary 
channels, and several sets of discharge measurements were made using 
current meters. These data were used to evaluate the computational 
schemes suggested in the present study. 

Using the measured stage records at the ends of the Three-mile 
Slough (See Fig. 2) as inputs, the computations have been carried out 
by both the predictor-corrector and Crank-Nicholson schemes 
for several values of Manning coefficient. Figure 3 is a plot of measured 
and computed discharges obtained by the predictor-corrector scheme for 
three different Manning values.  A Manning value of 0.038 gives a best 
over-all fit for this scheme.  Since the discharge ranges between 
+35,000 cfs (ft3 /sec) to -35,000 cfs, it is quite likely that the 
Manning n value should have been treated as a function of the discharge. 
We have not included this feature in the present study, although 
implementation of a variable n in the model is plausible.  For a 
Manning coefficient of 0.038, Figure 4 compares the computed discharges 
for the predictor-corrector and quasi-linearization schemes to those 
computed by the predictor-corrector scheme with linear basis functions. 
The predictor-corrector schemes both were run with a 1-minute time- 
step, and the Crank-Nicholson (quasi-linearization) scheme with a 
5-minute time-step.  The deviation of the quasi-linearization scheme 
is attributable to the different manner in which it handles the 
friction term.  For a reach with channel geometry as regular and 
length as short as Three-mile Slough, there is little difference in the 
discharges computed using the Hermite and linear basis functions. 
All of the schemes compute discharges within 5 percent of the measured 
values. 

IV.  Discussion 
In this study numerical solutions to the governing equation of a 

tidal reach have been constructed using a Galerkin-finite element 
approximation in space and finite-difference approximation in time. 
The computer algorithms have been successfully tested in a case study 
at Three-mile Slough, California, where a complete reversal of flow takes 
place in every semi-diurnal tidal cycle.  The predictor-corrector 
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solution computes accurate discharges but requires use of the 
characteristic equations to implement the boundary conditions, and small 
time-steps to maintain numerical stability. The implicit Crank- 
Nicholson and quasi-linearization scheme has neither of these requirements. 
Although it requires longer computer time per time step, it permits 
the use of larger time steps.  The total computer time requirements for 
the implicit and explicit methods are comparable.  Good agreement 
between the measured and computed discharges suggests further 
applications of the present model to realistic field problems. 
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Appendix I.  Spatial Integration with Hermite Basis Functions 

To facilitate easy application of the Galerkin procedure, we first 
partition the domain (b, LJ into N elements, i.e., 

where the i-th element spans fx. ,,x.l .  The local coordinates 

L and L are introduced such 

j_x7, x J can be expressed as 

L and L are introduced such that any point x on the line element 

where 

x = L^x) Xl + L2(x) x2 C1"1) 

x - x x - x 

The functions L and L  known as the natural or local coordinates, are 

simply ratios of length when measured from x and x1 respectively, and 

satisfy 

Ll + L2 = U (1-2) 

Utilization of the properties of local coordinates significantly 
simplifies evaluation of integrals over the elements.  General 
quadratures in terms of the local coordinates can be derived easily 
(Eisenberg and Malvern, 1973).  For one-dimensional problems, we 
redefine, for the i-th element, 

x. - x x - x 
L. , (x) = _i  ,  L. , (x) =  -ili , a.3) 1,1      x. - x.   '   j.,2      x - x (.1 J; 

li-l i l-l 

then 

$ 

a'-   p! L. 
L." , L?   dx = T—, - ,3"i-.T > where L.  = x - X. .. 
i,l 1,2      (a + p + 1)!        i    i   i-1 

l-l 
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The cubic Hermit polynomials can be defined in natural coordinates 
as 

3        .   -  -2 
if   X <   X   <      X 

1-i —     —     i 

+2i-lW  - 

t21(x) 

-2  L. +  3  h.   n 
1,2 i,2 

2  Li+1,2      "  3 Li+1;2      +   '•   if xi i   x  <    x 

1,2     1,1     l 

Li+l,l    Li,2 Li+1' 

i+1 

otherwise  , 

if x.       <    x  <    x 
l-l  —        —      i 

if x     <    x  <    x 
i+1 

(1-4) 

(1-5) 

otherwise. 

The functions     i.     (x)   and \|/     (x)   are  sketched  in Fig.   5  for  the 

sub-regions Qc.   .,   x. ] and px.,   x.,, 1 ,   or the  i-th and   (i+l)-th elements. 

Not e  that        t^.!   (x.) =  1   , *2i   (Xi}= °' 
d*„- "V2i-1  (x.}- 0  , and Z£i   (*±)-  1. 

(1-6) 

These  imply  in Eqs.   (3)   and   (4)   of section II A that 

a,.   .   (0  = u  (x.,t)   , a      (t)  =    !" 
2i-l                         l 2i                  jx JX = x. 

b,.   .   (t)   - Z   (x.,t)   , b„.   (t)   =    11 
2l-l                                   1 2l                         gx      X   =   X. 

(1-7) 

Thus u and Z are interpolation expressions for the functions u and Z 
in terms of their values and spatial gradients at the x..  The 
interpolating functions ijj. constitute a basis for the set of C 
elements in one-dimensional problems (Strang and Fix, 1973).  The 
numerical solutions are the discrete solutions of velocity and stage at 
each node, u.and Z, and their spatial gradients, du. and dZ.. 

li — i    —i 
(I) dx     dx 

Therefore, C  elements provide continuous approximate u, z, du and dZ 
dx    dx 

but piecewise continuous second order derivatives. 
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*2i„.,(x)and*2i(x) 

A 

Figure 5.  The Cubic Hermite Polynomial Shape 
Functions for i-th and (i+l)-th Elements 
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Integrals defining the coefficient matrices, Eqs. (9)-(14), can 
now be examined.  For example, 

[TJ - S^ t± tj dx - j, J^ •. *. 

(1-8) 

dx. 

Note that unless i, j - 2k - 1, 2k, 2k + 1, or 2k + 2, 

i  *1 *J dx = 0. 

Therefore the elemental contribution to [T[ from^x, , ,x1 can be 

given as 

M(k) -.Jk 
420 

156 

22 

22    # 

\ 

\ 

13 

54   13   156 

-13 

-22 

-13 ^ -22 \ 

(1-9) 

where the first through the fourth column and row represent rows and 
columns from (2k-l) to (2k+2) in the global (over-all) matrix.  This 
recurrence formula constitutes the basic algorithm of the finite element 
method.  The global matrix [Tj is formed by adding the elemental 
contributions to the proper rows and columns. Likewise, elemental 

contributions of fs] (    , |~U. .  1,, t~V. .l 1 , have been calculated and 

their values are given in Appendix II. 
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Appendix II.    Elemental Contributions of Coefficient Matrices. 

?k 

H (k) 
•i 

dill. 
_Li 
dx 

dx 
_1_ 
60 

VI 

-30      -6 \      "30        6 \ 

T   2 
6 U       0 -6 

30 

-6 L, 

\    \ 

V 30        -6 L 

Kfi'^H dx,   then 

VI 

when  «.= 2k -  1 

[< U (k)~ 
ij    JJ. 

1 
840 

-280 100 1^      280 

2 
50  L, -50  1^      5i; 50  Lk       -111^ 

-140 -16 1^    140 

68 \ 
2 

-11  T 

-16 L, 

*\ 3 he      "34\      5^ 

when 4 = 2 K : -50 Lk ^ 50 L 
k 

-UI> 

ij «, 
1 

840 
-34 L 

k 

0 
2 

10 IT 
k 

34 \ "3^ 

«"£ ^ •a 4 
3 
k 

when £ = 2 K + 1 -140 "16\ 140 -16 t 
k 

(k) 
U.. 

. 4 

1 
840 

-34 L, 
k 

-280 -68!* 

34 1^ 

280 

"3^ 

100 \ 

50 \ 11 l£ -50 1^ ->i_ 
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1=    2 k +  2 

j   (k) 
ij 

34  L 
k ^ "34\ 

2 
5\ 

*Z i? 
k •"( i 

50 \ 
11 i -50  1^ -^ 

10 i -^ 
10 i 0 

7 (k) 
ij 

\ 

'x   VJ   *«, 

\-l 

when J, =    2 k -  1   : 

/.(k) 

2520 

774 97  \ 162 -43 1^ 

97  \ 16 He 35  \ -^ 

162 35  He 162 -35  Lfc 

-43 1^ ^ -35   1^ ^ 

h =    2 k  : 97  \ 
16 i 35 \ -*i 

v <k>~ =    A. 
16 i ^ K -^ 

ij 2520 
35   1^ *t 43  ^ -^ 

"^ ->< 
2 -9i ^ 
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when i= 2 k +  1 : 

V (k) 
ij  . 2520 

162 

35   L, 
k 

162 

-35 1^ 

35  L 
k 

„  ,2 

43 L 

"^ 

162 

43 1^ 

774 

-97 \ 

-35  L, 

-9 Lf 

-97  L, 

16 i 

when 2 k + 2   : 

,   <k) 

-43 Lk -K -35\ W 
\ -9 "^ -K ^ 

2520 

-35\ "^ ~97\ 16 L2 

k 

2 
8Lk ^ 16 l£ -3^ 



CHAPTER 194 

MODEL VERIFICATION FOR TIDAL CONSTITUENTS 

By 

R. W. Whalin,  F. C. Perry,  and D. L. Durham 

ABSTRACT 

Installation and operation of an automated model data acquisition 
and control system have made it possible to make a quantum advance in 
the accuracy and time required for verification of tidal inlet (or 
estuary) hydraulic models.  The flexible sampling rate (usually about 200 
samples per model tidal cycle for each gage) and digital recording of 
these data make them ideal for harmonic analysis and comparison with 
prototype data defining the coefficients and phase for each tidal 
constituent at various key locations within the tidal lagoon and at an 
open-ocean station removed from the immediate influence of the tidal 
inlet.  The concept used is to force the model with the M2 tidal consti- 
tuent with the amplitude being correct at the ocean tide gage. A harmonic 
analysis is performed at all other gage locations corresponding to the 
prototype measurements, and the amplitude and phase (relative to the 
ocean tide gage) are calculated and compared with the prototype data. 
Investigation of the relative phases between various gages quickly shows 
those areas where either more or less model roughness is required.  It 
is reasonable to expect to be able to have all phases for the M2 
constituent verified within 1 degree. Tidal elevations can almost always 
be expected to be verified to within a maximum deviation of ;+0.1 ft in 
both tidal height and mean tide level. Upon verification of the M2 
constituent, which practically insures that the proper channel roughness 
is obtained, a progressive tide can be constructed; and it should be 
attempted to perform a verification for a 14.765-day (synoptic period 
for M2 and S2 components) progressive tide at east coast locations using 
the prototype measurements of tidal velocities for the final verification 
data. Should additional roughness be necessary, it will almost always 
be on the mud flats or marsh areas.  Computations are made to illustrate 
the energy transfer from the M2 constituent to higher order harmonics as 
the wave propagates from the ocean to the back of the estuary, and it is 
shown that this energy transfer is, at worst, the same order of magnitude 
in both the model and prototype. 

The concept ventured in this paper has been applied to verification 
of the Murrells Inlet, South Carolina, hydraulic model. Model scales 
were 1:60 vertical and 1:200 horizontal (a distortion ratio of 3-1/3:1). 

Major conclusions are that verification based on the M2 constituent 
is feasible and was quite successful in the Murrells Inlet, South Carolina, 
model, and it is postulated that a method similar to that contained in 
this paper should be used for the verification of numerical models. 

Chief, Wave Dynamics Division, Hydraulics Laboratory, USAE Waterways 
_ Experiment Station, Vicksburg, Miss. 
Captain, U. S. Army, Project Engineer and Research Coordinator, Wave Dynamics 

Division, Hydraulics Laboratory, USAE Waterways Experiment Station, Vicksburg, Miss. 
Research Oceanographer, Wave Dynamics Division, Hydraulics Laboratory, USAE 
Waterways Experiment Station, Vicksburg, Miss. 
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INTRODUCTION 

Design, construction, and operation of hydraulic models of tidal 
inlets in order to evaluate the effects of planned improvements to 
inlet-estuary systems are common problems undertaken in the Wave Dynamics 
Division.  Usually the improvement consists of either proposed jetty 
construction to stabilize and maintain some project depth in an entrance 
channel or lengthening of existing jetties with an associated deepening 
of the entrance channel to accommodate larger and deeper-draft vessels. 
This type of problem has been common during the past 20 years and is 
anticipated to continue for the foreseeable future since there are about 
340 navigable tidal inlets and river entrances along the east, Gulf, and 
west coasts of the continental United States. 

Tidal inlet models are practically always distorted out of necessity 
for various reasons which will be mentioned but not discussed. Many 
times tidal inlets are large and the bathymetry includes flood and ebb 
tidal deltas which are quite shallow leading to large model energy 
attenuation and viscous friction scale effects on waves. These effects 
can be minimized through distortion and at the same time decrease model 
costs.  It is extremely desirable to reproduce the entire tidal estuary 
for reasons which follow.  Inclusion of the tidal estuary in the model 
results in the flexibility to study the effects of proposed improvements 
on the tidal prism, tidal circulation, tidal flushing, and salinity of 
the estuary.  In addition, inclusion of the estuary should result in the 
correct nonlinear energy transfer from various tidal constituents to 
higher order harmonics.  Deletion of a major portion of the estuary 
leaves reproduction of this phenomenon considerably more uncertain, 
although its improtance is not well established  but should perhaps 
be investigated on a case-by-case basis. 

This paper focuses attention on the problem of model verification 
and reports on an attempt to verify a model by using the elevation and 
phase of the M2 tidal constituent for the principal verification tool. A 
progressive tide was subsequently used in the final phase of verification. 
The model being used was of Murrells Inlet, South Carolina; and since 
this was a proj ect study (not a research study), there are several 
experimental tests which should be conducted to supplement the knowledge 
gained in this investigation.  These areas are pointed out and will, 
hopefully, be the subject of future research. 

HYDRAULIC MODEL OF MURRELLS INLET, SOUTH CAROLINA, USA 

This section gives a brief discussion of model design, instrumentation, 
and the automated data acquisition system used in the model study. 
Verification by tidal constituent is practically impossible without an 
automated data acquisition system which was an integral part of this 
model study. 
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Model Design 

Murrells Inlet, South Carolina, is an unimproved inlet, Figure 1, 
with an existing main channel of only about -4.0 ft mlw which meanders 
and is not stable.  The estuary is actually a well-mixed tidal lagoon 
of ocean salinity with no source of fresh water inflow except for surface 
runoff from rainfall.  Figure 2 illustrates the model layout showing the 
head bay, wave generator locations, and locations of prototype and model 
tide gages and velocity ranges. Vertical scale of the model is 1:60 
and horizontal scale is 1:200 resulting in a distortion of 3-1/3. 

An interesting point to designers of hydraulic models is that a 
portion of the model bathymetry (seaward of the -22 ft mlw contour) is 
artificial in order to compensate for refraction due to bathymetric 
variations seaward of this contour which could not feasibly be installed 
in the model because of the extremely large distance seaward. This is 
a typical problem along the east and Gulf Coast of the United States. 
This represents the first use (at the Waterways Experiment Station) of an 
artificial bathymetry to correct for refraction seaward of the model 
limits and will be the subject of a future paper. A thorough discussion 
of this appears in the final report (Perry, 1976) to be published near 
the end of this calendar year. The artificial bathymetry was chosen to 
yield the approximate prototype energy distribution and wave direction 
at the -22 ft mlw contour from all wave directions of interest in the 
model study. 

Instrumentation 

The principal information required in the verification process 
is tidal elevation data. Various types of tidal height sensors are in 
use; however, the Murrells Inlet model used a "bubbler system" or gage 
which measures small hydrostatic pressure changes associated with changes 
in model tidal elevations. The "bubbler system" consists of a high 
precision pressure transducer, a scanivalve device for sequencing input 
ports, and 48 pressure inputs.  Durham et al. (1976) gives a thorough 
discussion of the model sensors. Wave gages also were installed in the 
model but are not discussed here since those data were not essential to 
the verification process. Velocities of tidal currents were measured 
with minature Price-type current meters and with two electromagnetic 
velocity meters. Most data were acquired with the minature Price meters, 
but the electromagnetic current meters seem to be quite promising for 
future model use. 

Data Acquisition 

An automated data acquisition and control system (acronym ADACS) has 
been designed, procured, installed, and is operational on wave and tidal 
inlet models at WES.  Durham, et al. (1976) describes the system. The 
principal functions of ADACS are to provide automated acquisition of 
wave and tide data in a format compatible for digital reduction and 
analyses and automated control of model sensor calibration and of wave 
and tide generators. 



3380 COASTAL ENGINEERING-1976 

Figure 1. Murrells Inlet, South Carolina. 
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MODEL    LIMITS 

MURRELLS  INLET 

MODEL LAYOUT 
SCALES IN  FEET 

PROTOTYPE 20f>0.,  ,?         20,00 4000 

MODEL               'P...,?            '? 20 

Figure  2.     Model  Layout. 
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Tidal elevation data for a programmed tide condition are collected 
from a specified number of tide sensors, digitized and recorded on magnetic 
tape or disc for future analysis. A flexible sampling scheme is used 
and is only limited in sampling rate by the scanivalve multiplexing 
rate. The sampling scheme used for this study consisted of the following 
(a) increment the scanivalve to the first data channel, (b) delay a 
specified time interval (usually 0.5 sec) to allow input pressure stabi- 
lization, (c) collect a specified number of samples (10 in this case), 
(d) average the voltage samples, (e) store the discrete sample in memory, 
(f) increment to the next channel, (g) repeat the above procedure, 
and (h) continue sequentially through the remaining channels. Using 
input parameters, the minicomputer calculates (1) the required timing 
interval between scanivalve multiplexing scans to provide the correct 
sampling rate, (2) the delay interval at each channel, and (3) the 
number of voltage samples to be digitized and averaged and initializes 
counters for determining completion of tidal tests.  In addition, it 
provides an analog command signal through the digital to analog converter 
to the tide generator and lags the beginning of data acquisition by a 
specified number of tide cycles after starting the generator. 

Due to thermal effects (zero drift) on the transducer output over 
a tidal test of 2-3 hours duration, the pressure transducer is cali- 
brated prior to and at selected time intervals during each tidal test to 
provide accurate, update calibration data for scaling voltage (pressure) 
to tidal elevations.  Durham et al. (1976) give a complete discussion of 
the calibration procedure. 

A limited number of channels of tidal velocity can be measured by 
miniature, electromagnetic current meters which are monitored by ADACS. 
The collection of tidal velocities using ADACS has not been fully 
implemented at this time and is pending the completion of transducer 
evaluation which should be within the next year. Until such time, the 
majority of tidal velocity measurements are obtained manually by using a 
modified version of the miniature Price meters. 

In addition to tide data, most tidal inlet studies require wave 
information.  Generation and acquisition of wave data at specific tidal 
phases (normally high, low, and mean tide levels) are provided by ADACS. 
While controlling the tide generator and collecting tidal data, ADACS 
uses in-core timers to determine the occurrence of specified tidal 
phases at which times (1) the wave generators are turned on, (2) wave 
data at a specified sampling rate for a predetermined number of wave 
periods are collected at various locations in the model, (3) the com- 
pletion of wave test for that tidal phase is detected, (4) the wave 
generators are turned off, and (5) in-core timers initialized to deter- 
mine the next specified tidal phase for wave tests. These wave tests 
are performed normally during the middle cycle of a three-cycle tidal 
test. The instrumentation and procedure for collecting wave data are 
the same as described in Durham and Greer (1975). 
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At completion of the acquisition mode, the calibration, wave, and 
tide data have been recorded in binary form on magnetic tape or disc. 
Schematically, the automated procedures for analyzing tidal data are as 
follow: 

I.  Program Initialization 

(1) Input test parameters and option flags, 
(2) Read and decode data tape or disc file. 
(3) Demultiplex data files and scale data. 

II.  Tidal Data Analyses 

(1) Harmonic analysis using Least Squares techniques. 
(a) Amplitude and phases of tidal constituents. 
(b) Relative phases between gages. 

(2) Analyses of residual variances. 
(a) Original versus Least Square estimate. 
(b) Prototype tide versus model tide. 
(c) Model base test versus model plans. 

(3) Graphic output of above results. 

In addition to the above automated procedures, manual and photo- 
graphic techniques are employed in tidal models to study general patterns 
of tidal circulation and to qualitatively define littoral transport 
and deposition patterns. Analyses of wave data are discussed by Durham 
and Greer (1975) and are basically auto-spectral and cross-spectral 
analyses, statistical analyses for wave heights and periods of wave 
signals at selected locations throughout the model, and computation of 
response functions or amplification factors from wave energy within the 
harbor or tidal inlet relative to incoming wave energy. 

PROTOTYPE DATA 

Model verification can be no better than the prototype data available 
for verification.  Recent improvements and advances in acquisition of 
hydraulic model data (ADACS) have resulted in the situation where model 
data are almost invariably more accurate than the prototype data. The 
method of verification discussed in this paper was selected subsequent 
to collection of the prototype data (of course after evaluation of these 
data to ascertain their adequacy for such an approach). As a result 
the tidal elevation data are completely satisfactory, but the velocity 
data are not adequate to extract components of the various tidal con- 
stituents.  Nonetheless, they are satisfactory for velocity verification 
during a portion of the progressive tide.  The verification method 
described makes primary use of tidal elevation data. 

Tidal Elevations 

Prototype data on tidal elevations were obtained at seven locations . 
in the tidal lagoon and one location on the open coast north of the 
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inlet. The gages were installed, operated, and analyzed by personnel of 
National Ocean Survey (NOS) of the National Oceanographic and Atmos- 
pheric Administration for a period of approximately 6 months.  Gage 
locations are shown in Figure 2, and results of the NOS analysis of 
these data for the tidal constituents at the open-coast gage are shown 
in Table 1. As indicated in Table 1, the Murrells Inlet tidal regime is 
dominated by the principal lunar semidiurnal constituent M2.  The M2 
variance represents approximately 90 percent of the tidal variance in 
Murrells Inlet. 

Table 1:  PROTOTYPE TIDAL CONSTITUENTS 

Compoi lent H(ft) 

.0175 

K(deg) 

106.75 

Component 

L2 

H(ft) K(deg) 

J. . .0673 214.91 

Kl . 2623 112.04 N2 
.5628 187.69 

Ml .0157 117.33 S2 .3635 214.63 

0 .2209 122.62 S4 
.0342 49.64 

?A .0868 112.04 S6 .0083 356.56 

Ql 
.0429 127.91 P2 

.0029 214.63 

pl 
.0084 127.17 T2 .0214 214.63 

M2 2.4020 201.30 V2 
.1092 189.51 

M4 
.0106 23.13 2N .0749 174.08 

M6 
.0065 152.89 2Q .0057 133.20 

M8 
.0109 311.58 00 .0095 101.46 

K2 
.0989 214.63 X .0168 207.49 

Tidal Velocities 

Prototype tidal velocities were measured for a 14-hr period on 
1 May 1974 at the ranges illustrated in Figure 2.  Depending on the 
channel width and depth, currents were measured every 30 minutes for 1 
to 3 stations (marked by buoys) on each range at 1 to 3 water depths per 
station (surface, mid-depth, and bottom).  Bottom and surface measurements 
were 3 ft above the bottom and 3 ft below the surface, respectively. 
Price current meters were used with a direct readout on boat for both 
speed and direction. A hand-operated winch was installed on the boat 
for raising and lowering the current meters. These velocity data are 
summarized in their entirely in Perry (1976). 

Bathymetry 

Bathymetric data required for model construction were obtained by 
the U. S. Army Engineer District, Charleston, and consisted of a survey 
of the offshore area at 500-ft intervals normal to the shore established 
baseline out to the 30-ft contour where the topography was taken directly 
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from existing C§GS survey charts. The channels also were surveyed. 
Aerial photography (color infrared and black and white) was obtained at 
low water (while the gages were installed) from which the preceding high 
water line could be clearly distinguished.  Spot elevations in the tidal 
lagoon also were obtained after inspection of the aerial photography in 
order to insure a good tie in between the prototype survey with the 
aerial photography. 

MODEL VERIFICATION 

Upon completion of construction of the Murrells Inlet hydraulic 
model the ADACS described previously had just been installed and became 
operational for Wave Dynamics Division models of harbors and tidal 
inlets. Availability of this new capability for acquisition and analysis 
of large quantities of model data led to the plan to attempt verification 
of Murrells Inlet model by using the M2 tidal constituent and proceeding 
to use a progressive tide. 

Procedure 

In the past, verification of tidal inlet and estuary models has 
consisted of first matching model and prototype tide curves (recorded on 
a strip chart) at key locations within the estuary and on the open 
coast.  This matching process was either performed by visual means or by 
a least squares analysis of a discrete (but relatively small) number of 
points during a tidal cycle. Adjustments in model roughness are made 
primarily on the basis of the tidal amplitude comparison but also con- 
sidering the phase if there is an obvious disparity between model and 
prototype curves. It is difficult to visually detect relatively small 
phase differences if the relative phase of the tidal constituents is not 
known for either the model or prototype curves. Subsequent to verifi- 
cation of the tidal elevations, a tidal velocity verification is conducted 
where additional model friction adjustments are made.  In the past, pro- 
totype data usually consist of a tide curve for several days (almost 
never an analysis of the amplitude and phase of the tidal constituents 
and their harmonics) and 13 or 25 hrs of velocity data at several stations 
along pertinent ranges in the inlet and estuary. 

Upon considering the capabilities of the newly operational ADACS 
and the availability of prototype data on the amplitude and phase of the 
tidal constituents, it became apparent that we had the opportunity 
to possibly improve our model verification procedure with no increase in 
model testing cost (and potentially a decrease in future model testing 
costs). Considering the previous verification procedure, it was hypothe- 
sized that the time usually spent in velocity verification was probably 
really performing model roughness adjustments in order to make the tidal 
phases (model to prototype) agree.  The basis for this hypothesis was 
that it is difficult to detect up to a 30-minute variation in phase when 
model and prototype data only consist of strip chart information which 
must be digitized and compared.  Furthermore, the usual prototype 
velocity data consist of discrete velocity measurements every 20 to 
30 minutes. A 5 to 20 minute variation in phase can, in some instances, 
make a large difference in velocity fields, especially at some critical 
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locations near channel intersections and large flooding marshes. Therefore, 
it was concluded that any new verification procedure should focus on 
adjustments in model roughness to verify both tidal amplitudes and 
phases throughout the estuary as closely as possible. 

The desired verification procedure can be summarized as follows: 

a. Adjust the tide generator to reproduce M , M., M,, and M at 
the open-coast gage. 

b. Calculate the amplitude and phase of M2 at each gage in the 
inlet and estuary and tabulate the phases relative to the open-coast 
gage and relative to adjacent gages in the estuary and compare these 
calculations with one another. Also calculate the mean tide level at 
all gages and compare with that for the prototype. 

c. Readjust model roughness (preferably between two gages only), 
conduct another test, and again calculate the amplitude and relative 
phases at all gages for the M? constituent. 

d. Repeat Step c until a satisfactory verification has been achieved. 

e. Construct a progressive tide and perform a velocity verification 
for that portion of the progressive tide for which prototype data are 
available. This should be near the middle of the model progressive tide. 

It should be noted that the desired procedure described above was 
not precisely followed due to various reasons such as problems with the 
tide controller and time constraints on the project schedule. Actually 
the time generator was adjusted to reproduce the M2 component at the 
open-ocean gage; however, the energy in M4, Mg, and Mg was not reproduced 
for this gage.  Consequently, the energy in the overtides is not precisely 
what it should be; however, it is the correct order of magnitude.  This will 
be discussed later in the paper in connection with energy transfer to 
higher order harmonics. The remainder of the procedure described above 
was followed.  For emphasis, the parameter used to estimate the distribution 
(horizontal) of roughness elements is the relative phase of the M2 tidal, 
constituent and the mean tide level at different locations along a tidal 
channel relative to some reference location in the channel. 

Elevation of the prototype tide at a specific location can be 
represented by 

N 
h(t) = HQ + i    f.HiCos [at + (Vo + y):: - K.] 

i=l 

The harmonic analysis performed by NOS provided H0, and %, and KJ_  for 
each tide gage. Other coefficients f^, a^, (V0+vi)i can be obtained 
from tables (Schureman, 1940).  The above equation can be rewritten in 
the form 
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N 

..,.(t) = h.,(t) + e(t) = a + I     [a. cos(io.t) + b. sin (w.t)] + e(t) 
M     M^ 0..1     1     1     l 

hft) = H + E A. cos(u.t + <fc.) 
^ J o  . ,  1     1    riJ 

1=1 
which is used for model control and analyses of the hydraulic model data. 
A harmonic function composed of M2, M4, Mg, and Mg was used as the 
initial command signal to the model tide generator, and tidal heights 
were recorded simultaneously at all model tide gages.  The model tidal 
elevation can be represented as 

N 

where hm (t)  is the calculated tidal elevation represented by a harmonic 
series of known frequencies and e(t)  is noise. Since the noise level 
is unknown, the method of least squares is used to solve for the unknown 
coefficients (amplitudes and phases) for the M2, M4, Mg, and Mg tidal 
constituents by minimizing the variance of the sum of the squared difference 
between the measured model tidal elevation and the assumed form for the 
model tidal elevation. 

Therefore, the harmonic coefficients for the model tidal height 
at each tide gage can be used to calculate the phases of the tidal 
constituents at each gage relative to tidal Gage 8 on the open ocean 
and the differences in the model and prototype relative phases can be 
determined. 

The above procedure should, in principle, lead to an excellent 
verification including that for tidal velocities.  It was decided to 
attempt to verify the tidal amplitudes within +0.1 ft and the phase of M~ 
within +1.0 degree. 

It appeared that the primary problem which might not be solved by 
the M2 verification procedure enumerated above would be the situation 
where a spring tide caused a considerable amount of flow to occur over 
relatively flat marsh areas which might have little or no flow over them 
for the M2 constituent of smaller amplitude.  If such were the case, 
there would have been a lack of adjustment of model roughness in these 
areas. A minor problem somewhat analogous also could occur for a neap 
tide if there were too much roughness in relatively shallow channels. 
However, for tidal regimes dominated by M2 variance, this procedure 
with emphasis placed on mean tide level verification as well as the M2 
constituent throughout the inlet should minimize this problem. 

Consequently, the velocity data, practically always taken during a 
spring tide (if only one set is acquired), should be used for this final 
verification using a progressive tide in the model and making velocity 
measurments at the stage corresponding to that for which prototype data 
are available. Since the progressive tide should run for 15 or 30 
days, depending on the location, this test will be quite long in the 
model and should be performed after all other verification tests. 

Verification for the M? Constituent 

Since this was the first time such a verification procedure was 
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attempted, it required more tests than originally contemplated to verify 
the M2 constituent. However, the total time for verification was normal 
or less than that for similar models using the usual procedure. A total 
of 73 test runs were made leading up to the verified condition. This 
number included all runs, some of which were made to determine optimum 
sump water level and to repair the model tide generator which malfunctioned 
twice during the process. When testing was ongoing, two tests were 
conducted per day. Total elapsed time from initiation to completion of 
verification was about 4 months. With hindsight, it appears that 6-8 weeks 
might be sufficient on a similar future model study. 

Tables 2, 3, 4, and 5 show some results of the M2 constituent veri- 
fication procedure after Runs 1, 36, and 73.  Run No. 1 represents the 
first test, No. 36 an intermediate test, and No. 73 the verified condition. 

For Run No. 1, Table 2 shows all model tidal amplitudes are too 
high (most by 0.3 ft) and Table 3 indicates the tide reaches all estuary 
gages too fast (relative to Gage 8 the phase differences range from 
about 6 degrees to 18 degrees).  Table 4 shows there is about the correct 
amount of roughness between Gage 4 and 7, there is too much roughness 
or something is restricting the flow too much between Gages 6 and 7, 
there is too little roughness elsewhere, and the most roughness should 
be added between Gages 1 and 2 (a little but not much is needed between 
Gages 2 and 3). Actually there was an error in molding the channel between 
Gages- 6 and 7, which did not allow enough flow through the channel. Table 5 
illustrates that the mean tide level is too high everywhere except at 
Gage 3.  It is readily apparent that an enormous amount of information 
has been gained by merely looking at Tables 2 through 5 for Run No. 1: 

Table 2:  M CONSTITUENT TIDAL AMPLITUDES (FT) 

Prototype 
Run No. 1 Run No. 36 Run No. 73 

Station Model Difference Model Difference• Model Difference 

1 1.788 2.150 +0.362 1.804 +0.016 1.716 -0.072 

2 1.834 2.140 +0.306 1.922 +0.088 1.789 -0.045 

3 1.866 2.070 +0.204 1.916 +0.050 1.797 -0.069 
4 1.919 2.260 +0.341 1.974 +0.055 1.878 -0.041 
5 1.885 2.220 +0.335 1.957 +0.072 1.838 -0.047 

6 1.936 2.270 +0.334 1.986 +0.050 1.872 -0.064 

7 1.865 1.950 +0.085 1.885 +0.020 1.819 -0.066 

8 2.402 2.430 +0.028 2.412 +0.010 2.396 -0.006 

Table 3: M„ CONSTITUENT PHASE DIFFERENCES (DEG*) 

Station 
to 

Prototype 
Run No. 1 Run No, 36 , Run No. 73 

Station Model Difference Model Difference Model Difference 

8-1 48.23 30.50 -17.73 45.14 -3.09 49.24 +1.01 

8-2 33.40 26.50 - 6.90 32.20 -1.20 34.20 +0.80 

8-3 19.52 13.80 - 5.72 19.20 -0.32 20. -20 +0.68 
8-4 20.69 13.80 - 6.89 21.40 +0.71 20.30 -0.39 
8-5 32.66 23.90 - 8.76 32.30 -0.36 33.10 +0.44 

8-6 33.23 21.20 -12.03 32.00 -1.23 32.50 -0.73 

8-7 47.09 41.00 - 6.09 44.46 -2.63 46.80 -0.29 

1 Degree =2.07 minutes of prototype time. 
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Table 4: M2 CONSTITUENT PHASE DIFFERENCES (DEG*) 

Station 
to 

Prototype 
Run No. 1 Run No. 36 Run No. 73 

Station Model Difference Model Difference Model Difference 

2-1 14.83 4.60 -10.23 12.94 -1.89 15.04 +0.21 
3-1 28.71 17.30 -11.41 25.94 -2.77 29.04 +0.33 
3-2 13.88 12.70 - 1.18 13.00 -0.88 14.00 +0.12 
4-5 11.98 10.10 - 1.88 10.90 -1.08 12.80 +0.82 
4-6 12.54 7.40 . - 5.14 10.60 -1.94 12.20 -0.34 
4-7 26.38 27.20 + 0.82 23.06 -3.32 26.50 +0.12 
5-6 0.57 -2.70 - 3.27 -0.30 -0.87 -0.60 -1.17 
6-7 13.84 19.70 + 5.86 12.46 -1.38 14.30 +0.46 

1 Degree = 2.07 minutes of prototype time 

Table 5:  M CONSTITUENT MEAN TIDE LEVELS (FT 
ABOVE MLW) 

Prototype 
Run No. 1 Run No. 36 Run No. 73 

Station Model Difference Model Difference Model Difference 

1 2.668 2.833 +0.165 2.499 -0.169 2.734 +0.046 
2 2.674 2.831 +0.157 2.427 -0.247 2.695 +0.020 
3 2.696 2.632 -0.062 2.249 -0.447 2.546 -0.150 
4 2.715 2.733 +0.018 2.380 -0.335 2.663 -0.052 
5 2.696 2.794 + 0.098 2.432 -0.273 2.682 -0.014 
6 2.680 2.755 +0.075 2.387 -0.293 2.655 -0.025 
7 2.676 3.012 +0.336 2.523 -0.153 2.762 +0.086 
8 2.344 2.557 +0.213 2.128 -0.216 2.365 +0.021 

For Run No. 36, Table 2 shows that all tidal amplitudes are still 
too high but within 0.1 ft of the prototype, and Table 3 indicates the 
tide still reaches all gages except No. 4 too fast (relative to Gage 8), 
however, the largest phase difference has been reduced to 3 degrees.  Table 5 
shows more roughness is needed between all gages, but the most is needed 
between Gages 1 and 2 and 4 and 6.  Table 5 illustrates that the mean 
tide level is too low at all model gages and by nearly 0.5 ft at Gage 4. 

For Run No. 73, the verified condition, Table 2 shows that all model 
tidal amplitudes are less than the prototype but by only a few hundredths of 
of a foot (the largest difference is 0.07 ft).  Table 3 also indicates 
that about half of the phase differences are positive and half negative 
(relative to Gage 8) with the largest being 1 degree.  Table 4 shows that 
the largest phase difference is 1.17 degrees and that is between Gages 7 
and 8. Table 5 illustrates that the mean model tide level is larger than the 
prototype at about half the gages and smaller at the other half.  The 
largest difference in the mean tide level is 0.086 ft.  Figures 3 and 4 
illustrate model and prototype tide curves for M2 at Run No. 1 and Run 
No. 73 for Gage 8 and Gage 2, respectively. 

To summarize the M2 constituent verification, we have been successful 
in verifying the M2 tidal amplitude to within +0.1 ft, the mean tide level 
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Figure 4.  M2 Tidal Elevation in Back Reach of Estuary. 
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to within +0.1 ft, and the phase of the M2 constituent to within 1 degree 
relative to the phase at the open-ocean gage.  This is considered to be 
an excellent M2 constituent verification. 

Verification for Progressive Tide 

Due to the lack of prototype constituent velocity data, this portion 
of the verification was limited. A 15-day progressive tide consisting 
of the M2, S2, and their overtide constituents was generated in the 
model and velocities were measured at the 4 ranges for which prototype 
data were available. The velocity verification was considered adequate, 
and no adjustments in model roughness were made or additional verification 
tests conducted.  Figure 5 illustrates a sample of the velocity verification. 

DISCUSSION OF OTHER PERTINENT DATA 

A brief discussion follows on the significance of other data acquired 
during the verification processes of the model study. Although these 
data have not been analyzed to glean their full potential some interesting 
and quite important information has been obtained. 

Energy Transfer to Higher Order Harmonics 

Table 6 shows a comparison of the model and prototype amplitudes for 
M2, and its overtides M4, Mg, and Ug.    Gage 8 is the open-ocean gage 
and the model and prototype M2 amplitudes are identical for all practical 
purposes. Unfortunately, sufficient time was not available to adjust 
the amplitudes of the overtides (M4, Mg, and Ms) to coincide with the 
prototype data at Gage 8. However, the information contained in Table 6 
is interesting and can be quite informative. The difference between 
amplitudes of the overtides in the estuary (Gages 1 to 7) and the open 
coast (Gage 8) represents a nonlinear transfer of energy from the principal 
lunar component M2 to its harmonics M4, M6, and Mg.    Obviously this is 
occurring at a non-negligible rate in the prototype.  It has often been 
questioned whether or not such nonlinear energy transfers occur in 
hydraulic models and to what degree. Unfortunately, this question 
cannot be answered completely from the data contained in Table 6 since 
the energy in M4, M6, and Ms was not precisely adjusted at Gage 8. 
However, it is obvious that nonlinear energy transfer is occurring in 
the model and in more or less the correct proportion. Thus, the infor- 
mation in Table 6 is interpreted as preliminary confirmation that such 
nonlinear effects are occurring in approximate similitude (at least 
within the correct order of magnitude) in the hydraulic model. Several 
additional model tests should be conducted to confirm this indication 
and to unequivocally determine the relative degree of similitude of 
these nonlinear energy transfers. 
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Table 6: ENERGY ' IN HIGHER ORDER HARMONICS (RUN NO. 73) 

M2 ft M4 ft  (10_/) 
Prototype    Model 

M6 ft ao   ) 
Prototype    Model 

MR  ft 
Prototyp 

Cio-3) 
Gage Prototype Model e    Model 

1 1.7875 1.72 16.36 21.60 8.36 5.32 18.9 62.61 
2 1.8344 1.79 15.43 20.77 4.74 4.00 15.9 33.96 
3 1.8655 1.80 11.95 24.99 6.33 9.16 13.8 44.51 
4 1.9192 1.88 16.75 33.23 4.10 6.91 12.2 26.61 
5 1.8849 1.84 15.38 26.75 6.20 5.58 22.6 43.99 
6 1.9363 1.87 10.49 23.63 8.74 5.00 31.7 33.15 
7 1.8649 1.82 17.60 17.49 8.61 4.55 28.3 52.35 
8 2.4020 2.40 1.06 3.54 0.65 1.02 10.9 5.93 

Energy ' in Other 1 Harmonic s 

A plot of the residual energy as a function of frequency was performed 
for each gage after each test in order to insure that a large residual 
energy was not present or that energy was not showing up in some 
characteristic frequency band which might be indicative of a malfunctioning 
tide control, sump, or pump, or perhaps an undesirable model resonance. 
No such problems were detected and the residual energy was always low. 

NUMERICAL MODEL IMPLICATIONS 

It is believed that results of this study have wide-ranging impli- 
cations, in particular for numerical models.  Recent advances (Butler 
and Raney, 1976) in numerical modeling of inlet-estuarine systems have 
finally made numerical modeling of well-mixed systems a viable engineering 
tool for the early stages of an inlet or estuarine improvement plan. 
While still having resolution disadvantages relative to a physical model, 
a numerical model may be a viable alternative in the planning stage to 
evaluate the relative adequacy of numerous plans while a physical model 
may and probably should be used as the principal tool for final design. 

Since numerical models must be verified in much the same manner 
as physical models, it is hypothesized that the M2 constituent verification 
is a superior method of numerical model verification. This brings many 
interesting numerical experiments immediately to mind.  For instance, 
will the numerical model predict the nonlinear energy transfer to higher 
order harmonics as well as the physical model? Will the velocity veri- 
fication, which is critical to numerical models, be essentially disposed 
of upon verification of both the amplitude and phase of the M2 constituent? 

It will be practically impossible to verify the numerical model (even 
the much faster implicit model of Butler and Raney, 1976) for a progressive 
tide due to computer time and cost limitations. However, the next 
generation of computers should solve this limitation. While advances 
in numerical modeling are taking place quite fast, more serious appli- 
cations work is needed for them to realize their full potential and to 
complement physical hydraulic model studies to the fullest possible extent. 
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RECOMMENDATIONS FOR ADDITIONAL RESEARCH 

Information emanating from the study reported herein has perhaps 
led to more questions than answers; however, it is believed a new set 
of questions have been raised and that our knowledge of model verification 
has advanced accordingly. As a result of the work performed, the following 
recommendations for additional research are made: 

a. Additional prototype velocity data should be collected at 
Murrells Inlet to define the velocity constituents. These data would 
form the basis for further physical model and numerical model verifi- 
cation experiments. 

b. Investigate the velocity constituent verification in the physical 
model of Murrells Inlet using both the M2 tide and a progressive tide. 

c. Attempt to verify a numerical model for Murrells Inlet (Butler 
and Raney, 1976, appears to be the most applicable model) by use of the 
M„ tidal constituent. 

d. Perform more physical model experiments specifically designed to 
investigate nonlinear phenomena occurring.  In particular, adjust the 
model to open-coast gage and analyze the nonlinear energy transfer 
in model and prototype. 

e. Perform detailed numerical model experiments of the nonlinear 
phenomena present comparing these findings with both the physical model 
data and the prototype data. 

f. It may be possible to experimentally relate and quantify the 
number of roughness elements needed to relative phase lags. 

CONCLUSIONS 

The following conclusions are formulated as a result of this study: 

a. It is feasible to verify a physical hydraulic model by using 
tidal constituents. 

b. Verification by the M2 constituent can be expected to be achieved 
within +0.1 ft in amplitude, within +0.1 ft in mean tide level, and +1 
degree in phase. 

c. Verification by the M2 constituent should be followed by verifi- 
cation for a spring tide to insure correct marsh and overbank roughness 
and a check for a neap tide condition would be wise.  It is preferable 
to perform this verification with a progressive tide of at least 15 days 
duration which contains 1 spring and 1 neap tide. 

d. Prototype verification data collection should be designed to 
define the principal tidal constituents and their overtides for both the 
tidal elevation stations and the tidal velocity stations (i.e. a month 
of record is required as a minimum). 
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Finite Element Model for Estuaries with Inter-Tidal Flats 

Bruno Herrling 

Abstract 

This paper deals with finite element formulations for the nu- 
merical computation of two-dimensional incompressible long- 
period shallow water waves. The described mathematical model 
is used to reproduce the dynamic situation occuring at the 
tidal propagation in estuaries. Areas which fall dry and wet 
again within a tidal cycle - so called inter-tidal flats - 
are taken into account. 

Introduction 

Since more than ten years the finite element method has been 
applied with considerable success in structural mechanics. In 
the last years the method was also used in fluid mechanics. 
Investigators like Grotkop [1], Connor, Wang [2], Davis, 
Taylor [3] and other made use of it to compute shallow water 
waves. But up to now inter-tidal flats - that are areas which 
fall dry and wet again within a tidal cycle - were not con- 
sidered in these models. Only some investigators like for 
example Ramming [4] and Apelt, Gout, Szewczyk [5] took these 
areas into account using the finite difference method. 

In the south eastern part of the North Sea in Europe many 
inter-tidal flats extend in front of the coast line. Without 
considering a natural phenomenon like that the hydrodynamic 
situation near these areas could be predicted only incomplete- 
ly by a mathematical model. 
Therefore calculation algorithms for inter-tidal flat elements 
and for normal ones were developed, which are coupled in one 
mathematical model. The coupling is useful for saving compu- 
ting time because only for elements of the first type much 
effort has to be made to include the permanent changing geo- 
metry of the area. 

Basic Differential Equations 

For the present problem two vertically averaged, horizontal 
velocities v^ (i=0,1) defined in a Cartesian coordinate system 
and the height of water level h (see Fig.1) are introduced as 
unknown parameters. The differential equations for this two- 
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water surface 

h water level 
a bottom depth 

H = a»h   water depth bottom 

Fig.1   Definition Sketch Described in a Vertical Section 

dimensional problem are obtained from the three-dimensional 
form of the continuity equation and the equations of motion 
by integrating over the depth (see e.g. Dronkers [6]). 
The vertically integrated equations received in this way are 
the continuity equation 

h't + 
= 0 (1) 

and the equations of motion 

v.  +v.v. ,+gh,. + J- 

(2) 

a+h 
1 

2e. • v. +-p„ • 
Vi„ /W-i WV 

- v      ^—lw. = 0 a+h    i 

with i,j =0,1  to be summed. In the continuity equation the 
flux per length q^  will be replaced by the relation 

= (a + h) v. (3) 

later, q  is the inflow in the area of computation and will be 
specified afterwards. 
In the equations of motion there are special terms for bottom 
friction, Coriolis force, atmospheric pressure and wind force 
as usual - g signifies the acceleration due to the gravity, A 
a dimensionless friction parameter, SI  the Coriolis parameter, 
which is a function of the latitude, E^J an alternating tensor, 
p the density of the water, p0 the atmospheric pressure, uw a 
dimensionless wind friction parameter and Wi are components 
of the wind velocity. 
In the equations ( ),± and ( ),t mean partial differentiations 
with respect to the coordinates x. and to the time t. 
Besides the friction term there are two further non-linear 
terms in the basic equations. For these the following linea- 
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rizations  are  realized: 

q±  =   (a + h) v.   +   (h-h)   v. (4) 

v. v.    .   = v. v.    .   + v. v.    .   -  v. v.    . (5) 
3     i/D ]     1,3 3     L] 3     ±>3 

h and v^ are e.g. in time extrapolated values or values from 
the last step of iteration, when an iteration within each time 
step is used, or initial values of the time step when no better 
values are available. 
Boundary conditions are the hydrographs of the water level or of 
the flux across the boundaries (see Fig.2): 

h - h = 0   on S^ (6) 
h 

q.n.+q = OonS (7) 
i  i q 

h signifies a prescribed water level and q a flux normal to 
the boundaries; q is positive when the water flows in the area 
of computation. On closed boundaries q is equal to zero. 

q = 0 

Fig.2  Designation of Boundaries 

Finite Element Analysis 

Because there exists no functional approach for the problem 
the method of weighted residuals is used and is the basic for 



ESTUARY MODEL 3399 

the application of the finite element method (see e.g. Zien- 
kiewicz [7]). 
The domain of computation is subdivided into finite elements. 
For the integration of the weighted differential equations 
elements in space and time are chosen with linear shape func- 
tions G  and x  as described in Fig.3. In time the differential 

E T 

Finite Element in Space and Time 

r 
At 

L 

T=0 

K T=1 

E=2    level with unknown 
nocial parameters 

level with known 
nodal parameters 
hE,'   VIE, 
(initial condition) 

with Linear Shape Functions 
h = rT eE hET 

*.  =   TT   °E   ViET. 

in Space: 

e„ 

in Time: 

S, 

Fig.3  Discretization and Shape Functions 

equations are solved in a stepwise manner as usual. 
The weighting functions 

and 

Sh      =   T0 0E ShEO 

6v. = T  0„ 6v.„„ 
. i     0  E   iEO 

are functions of space and time; 6hE0 and 6viEo are arbitrary 
values. In the present model the functions in space 0E are 
identical with the shape functions (Galerkin method) though 
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in conformity with a new publication from Gartner [8] better 
ones could be used. In time special weighting functions T 
(see Fig.4) are chosen to reduce the numerical damping. With 

At 

J=0       * 

T=1 
1-tf 

with 0.5 « tf « 1 

Fig.4  Weighting Function in Time 

^=0.5 the Crank-Nicolson time integrating factors are re- 
ceived and with •#" = 1 the method of Galerkin is again employed. 
The best value is near 0.5. 
The continuity equation (1) is weighted with respect to 6h 

J7«h(h,+q. . ) dt dA- // 6h q dt dA - J 6h„ Q„ dt = O .        (8) 
t   1 #1 K     is. 

At ' At t 

Instead of q an areal distributed mass inflow q and a point 
source of mass inflow QK at node K of the system are intro- 
duced. After integrating by parts and insertion of the boun- 
dary conditions (7) on S  equation (8) gets the form (9) 

JJfihh, dt dA- ! !  6h,. q . dt dA = // 6h q dt ds + ;/ 6h'q dt dA+/6hKQKdt 
At At   1     x s„t At t 

and finally after substitution of q and linearization accor- 
ding to (4) . 

;/[6hh,   - 6h, . ([a+h]v. +[h-h]v. )] dtdA=JJ 6h q dt ds+J/6h q dt dA 
At x 1 1 sqt At 

+ J cSh^dt . (10) 
t 

The equations of motion (2) are weighted with respect to 6v. 
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i Z^vTvT 

+ - p„  , -    w       J   J W, ] dt dA  =  O  . (11) 
p ro,i a+h       i 
1 

After the linearization (5) these equations receive the shape 

_        _      A/ v-ivV 
J/6v.[v.  + v.v. ,+v.v. . -v,v. . +gh,.+ •,lgJ v. - Re . . v . ^J.  i  i.t.  j i,j   j i,D   j 1,3  y 'i    a+h  I    i] ] 

•TTPn •- WIilP J W. ]dtdA = 0 .  (12) p co,i   a+h   i 

The integration of the weighted equations (10) and (12) is 
carried out in time t over a time interval At because of the 
stepwise solution algorithm and in space strictly speaking 
over the whole area A of the computation. As the finite ele- 
ment technique is used the integration in space can be re- 
duced to an element area Ae. This leads to matrix equations 
of an element exsisting of nine equations with nine unknown 
parameters. As the integration have to be performed over the 
whole area A the matrix equations of all elements are added. 
So the big set of equations is .received which have to be cal- 
culated in each time step. 
The boundary condition (6) is inserted in the whole set of 
equations by erasing of lines and columns as usual in the 
finite element technique. 

Area of Inter-Tidal Flats 

Two basic problems appear when computing areas of inter-tidal 
flats in a mathematical model: First the difficulty to describe 
the physical situation near the changing water-land boundary 
(water boundary) and second the organizing problem when the 
boundaries of the mathematical model start to wander because 
some areas fall dry. 
The author proposes the following procedure in principle for 
the solution of these problems: 
• The discretization in space remains constant. 
• Elements with at least one dry node in the end of a time 
step are approximately removed from the area of computation. 

• In the partly flooded elements only the remaining volume of 
water is considered and is fixed as a function of the water 
level in the flooded nodes. 

By these simplifications the dynamic is not exactly represen- 
ted in the direct reach of the water boundary but the conti- 
nuity is guaranteed. As this area is very small in compari- 
son- with the remaining model and the water depth mostly low 
the defect will be unimportant. On the other hand thus the 
whole organization of the program seems to be mastered in a 
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reasonable time. 
To perform the proposed solution some postulated conditions 
have to be fulfilled: 

• The boundaries of the flooded area are described by boundary 
integrals. 

• In special nodes of the system an exactly defined mass in- 
flow or outflow of water can be realized. 

•An iteration is practicable within each time step to correct 
the actual boundary of computation and to improve the 
assumed volume, of water in the partly flooded elements. 

• A relaxation can be used to accelerate the iteration. 

• For a better starting-point of the iteration the height of 
water level is extrapolated in the time direction with 
application of the least squares method. 

In the following the procedure will be explained in detail. 
For the computation of a new time step there exist defined 
initial conditions of all parameters from the last time step. 
By an extrapolation in time with consideration of several 
known time levels the water level can be roughly predicted 
in all nodes. 
Thus elements can be found which have three dry nodes at the 
end of a time step; these are dry elements (Fig.5). Further 

mmm.   constant outward 
boundary 

    actual water boundary 

S)IS!,   actual  boundary 
of computation 

d     dry element 

p     partly flooded element 
f     flooded element 

Fig.5  Various Boundaries in the Area of Inter-Tidal Flats 

there are elements with one or two dry nodes, the so called 
partly flooded elements. All the Other ones are flooded ele- 
ments and these constitute the remaining mathematical model. 
The boundary between the flooded and the partly flooded ele- 
ments - the actual boundary of computation - is described by 
boundary integrals. The actual water boundary is found by a 
horizontal extrapolation of the water level in adjacent 
flooded elements and is used to compute the remaining water 
volume (Fig.6). The difference of the water volume between 
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actual water boundary 
actual water boundary 

Fig.6  Partly Flooded Elements 

the initial and the new state in the partly flooded and dry 
elements is given as a point source of mass inflow or outflow 
in or out of the remaining dynamic model in the same time 
step. By this the partly flooded elements effect the dynamic 
behaviour and correct the continuity in the flooded area. 
After computing the element matrices of the flooded elements 
and solving the set of equations the new water levels and 
velocities are received. These differ from the extrapolated 
values in general. By an iteration within the same time step 
the water levels are improved and by this the actual boundary 
of computation and the assumed volume of water in the partly 
flooded elements. The iteration is accelerated by a relaxa- 
tion. 

Numerical Computation 

The program system MECCA (Modular Element Concept for Conti- 
nuum Analysis) is used for the numerical computation. The 
modular constructed system (Fig.7) performs the always re- 
current operations as being found in the finite element tech- 
nique for boundary value problems or like in this case for 
initial and boundary value problems. MECCA manages organiza- 
tion problems such as input and output, data storage on disk 
packs, assembling and solving the set of equations and a 
graphic representation of the results. The input and partly 
the control over the sequence of program modules is managed 
by a problem oriented language (Fig.8). A special data orga- 
nization (Fig.9) is prepared for the storage of the big and 
complex data sets. 

The differential equations describing a physical process and 
the characteristics of an element are specified in a separate 
element program (Fig.7,8) which is linked to special modules 
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Operating 
System 

Root   [  Program Modules 
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with a Selection 
of  Subroutines 

Data Array 

for Modules 

i Element 
| Program 
'with 
| Complemented 
I Subroutines 

Data Array 

for Modules and 
Element Programs 

Permanent Program Files 

on Disk Packs 
Temporary Project Data 

on External Storage 

Fig.7 Allocation of the Computer by the Program System MECCA 

User 

Problem Oriented 
Input 

Echo Print and Optional 
Output of Results 

Problem Oriented Language 

«—System   Programmer—N*—Element Programmer- 

Data Interpretation 
Program  Control 
Supply of  Data 

Assembler Assembler / FORTRAN 

Fig.8  Schematic Organization of the Program System MECCA 
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of MECCA. Thus the possibility exists to couple different 
types of elements - in this case inter-tidal flat elements 
and normal ones - using common parameters in the connection 
nodes. 
A first publication of MECCA happened by Beyer [9] and 
Herrling, Pfeiffer [10]. 

| CHAPTER 0| I CHAPTER 1" CHAPTER K| • • | CHAPTER NK-1 I 

<^ 

• • 

1 

1 

INTRODUCTION 

• ' 
COMPENDIUM 
/ 
/ \ 

\ 
|   PAGEO |   PAGE1 I-- PAGEi |    PAGE NS-1   | 

r LINEO 1 
LINE 2 
LINE1 

LINE 3 

LINE 4 
LINE 5 

Fig.9   Set-up of a Data File 

Numerical Results 

The usefulness of the presented method is demonstrated by two 
examples: First a test of continuity is carried out in a 
basin falling dry partly,and in a second test the program is 
employed to the tide situation in the exterior Jade. 
For the test of continuity a sloping basin has been chosen 
with a finite element- network and a distribution of depth as 
shown in Fig.10. Three boundaries of the basin are closed and 
the other one is open. On this boundary the time dependent 
flux q is described (see Fig.11). The discharge is so propor- 
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Cross- Section 

2.0m 

q*0 

0 2 4 km 

actual water boundary 

Fig.10  FE Network and Distribution of Depth 

tioned that the water volume goes down for 1m in the whole 
basin. 

025m2/s 

-0.25 m2/s- 

8h 12h 

16h 20h 24h 

influx 

—!-*• 
28h t 

discharge 

Fig.11   Prescribed Flux across the Boundary 

In Fig.12 to 15 the numerical results are shown at different 
times. The time step At amounts to 30 minutes and 0.003 is 
the value of the friction coefficient. 
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As a second example the time dependent! distribution of water 
levels and velocities in the exterior Jade (Fig.16) has been 
computed. The Jade is a German estuary in the south eastern 
part of the North Sea. 

Fig.16  Topology of the Exterior Jade 

Fig.17 shows the very coarse network of elements and Fig.18 
the distribution of depth in the model. In this mathematical 
model two different types of elements are used (Fig.19). 
Boundary conditions are prescribed water levels at the open 
ends of the model (Fig.20). 
The friction coefficient has the value 0.003 and the time step 
amounts to 10 minutes. 
Fig.21 and 22 demonstrate the distribution of velocities and 
the areas of dry and partly flooded elements. 
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Fig.17  Network of Elements 

Fig.18  Distribution of Depth in the Model 
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Types of   Elements 

flllllli    'nter " l'^a' f'al  element 

f . j    regular element 

Fig.19  Used Types of Elements 

|h[m]        Prescribed  Water Level at Boundary Sh, and Sh 

Fig.20  Boundary Conditions 
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Conclusion 

The numerical results have shown that the new method is qua- 
lified to analyze the dynamic of estuaries with inter-tidal 
flats. In the mathematical model the dynamic behaviour is 
correct and the continuity of the water masses is guaranteed. 
The author hopes that he has provided a further contribution 
for a wide future application of the in hydrodynamics more 
and more advanced method of finite elements by the new oppor- 
tunity to consider areas of inter-tidal flats in a mathema- 
tical model. 
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CHAPTER 196 

Calibration of Branched Estuary Models 

by 

James P. Bennett 

INTRODUCTION 

Unsteady flow models of one-dimensional channels or of channel networks 
are commonly calibrated using a combination of stage (water surface eleva- 
tion) and discharge observations.  In tidally influenced areas these ob- 
servations may extend in time over several tidal cycles. Where there is 
an important mean flow discharge such as in a river harbor, observations 
must be repeated for a number of representative mean flow conditions. 

Stage observations are comomonly collected using recorders coupled 
to water surface floats mounted at various points on the channel banks. 
The initial costs of purchasing the recorders, installing them, and in the 
leveling necessary to determine datum are the primary expenses involved 
in collecting stage observations. For these observations the cost per 
observation decreases as the number increases. 

In tidally influenced channels, accurate one-dimensional instantaneous 
discharge measurements are difficult if not impossible to obtain because 
of the rapidly changing flow velocity.  In many locations, discharge measure- 
ments cannot be made throughout a tidal cycle because of safety restric- 
tions. Finally, with respect to stage information, the cost of collecting 
discharge information can be extremely high.  In addition, the cost per 
observation does not decrease with the number of observations. 

With respect to the boundary conditons used to drive them, there are 
two main classes of unsteady flow models, the stage-stage models and the 
discharge-stage models. The former are driven by inputs of stage at all 
important external boundary points. The primary purpose of the stage-stage 
model is to determine the time history, or an average value of downstream 
discharge. Discharge-stage models are driven upstream by steady or time- 
variable observed or hypothetical discharges and downstream by observed or 
hypothetical stages. This type of model is used primarily in conjunction 
with solute transport models in predicting the location and concentration 
of disolved substnces, as in disolved oxygen modeling. 

U.S. Geological Survey, Reston, Va. 
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In light of the difficulty, danger, and relative expense of collecting 
discharge measurements, as compared to stage observations the queston arises 
how best to locate in space and time the minimum number of discharge measure- 
ments required to calibrate an unsteady flow model.  In fact, it should be 
asked if situations arise wherein unsteady flow models can be adequately 
calibrated without any discharge measurements.  This paper is presented to 
discuss these questions.  Illustrations are presented using field data col- 
lected to calibrate both stage-stage and discharge-stage flow models. 

THEORY 

Unsteady Flow Computation 

The conservation of mass equation for a segment of one-dimensional open 
channel with no distributed inflow is 

3_A 
3t 

U 3A 
3x *S-° (1) 

Wherein the independent variables are x downstream distance and t, time. 
The dependent variables are cross-sectional area,A,and downstream velocity 
U.  The conservation of momentum equation is 

8U + TI 3U 4. „ C3H + <! ^ - n (2) 

Wherein g is the gravitational constant, Sf is the friction slope and H is 
the stage.  Cross-sectional area is expressed as a function of H and x. 
In (2) friction slope is expressed using Chezy's formulation 

(3) 

Wherein C is Chezy's discharge coefficient, the hydraulic depth,D,is A/T 
and T is the channel top width corresponding to a particular water surface 
elevation. 

One of the most efficient schemes for solving the nonlinear hyperbolic 
partial differential equations 1 and 2 is Strelkoff's (1970) linear implicit 
technique presented here as modified by Bennett (1975).  In this formulation, 
the following space-time convention is used, 
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and  (1)  becomes 

fr.f,     (H.3+1  - E?.)  + T?   (H.°'+1  - H.°')) I   i+l i+l 1+1 11 1   J 

, <Ai+i   +Ai)\u?* -y?+i\ 
+   I  i+l 1       I 

* <+L+.d'' \(A• -At>+ T^ lH^ - ^+1)' ** <'- E/A 

i+i 

3       + A  J> 

H+i 

= 0 • (4) 

while   (2)   becomes 

3 j 
(U. ,,     + U .J) 
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3+1       „ 3+1 
\(Ui+l     - Hi       >       1    I        i i f^f\ —f       (u J+1 - u .m) 

Wji+1     {ui+l i+l   ' 

®' "t1 - »i*> '©L <#i - *& ^ <«/" - y/>)] - o (5) 

Bennett (1975) lists the advantages and disadvantages of the linear implicit 
formulation in solving the single reach unsteady flow problem.  He also 
describes a general model which allows the efficient extension of the linear 
implicit technique to the computation of unsteady flows in networks of open 
channels. This model uses a coding system referenced to the end cross- 
sections of channel segments intersecting at interior junctions to inform 
the solution algorithm to apply interior boundary conditions and thus carry 
the implicit formulation from one channel segment to another.  Specific 
techniques are introduced to reduce the core storage required and to ex- 
pedite the inversion of the resulting sparse, wide-banded coefficient matrix. 
The calculations described in the remainder of this paper were made using 
the general model. 
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Calibration 

Calibration of a mathematical model is the process of adjusting model 
parameters to obtain best-fit of model predictions to a set or sets of 
observations. The best-fit criterion is the objective function, a single 
unique function of differences between observations and the corresponding 
predictions.  "Best-fit" is achieved when the objective function is minimized. 
The parameter values producing this minimum comprise the optimum parameter 
set. 

A number of automatic optimization routines have been used to derive 
optimum parameters for unsteady flow models.  Becker and Yeh (1972) and 
(1973) use the influence coefficient algorithm. A modification of their 
scheme was used by Bennett (1975) and is incorporated into the general model 
discussed above.  Yih and Davidson (1975) found the Marquardt algorithm 
to be the most efficient in obtaining longitudinal dispersion coefficients. 
The main disadvantage in the use of these routines is the large number of 
complete simulation runs that must be made before the optimum is reached. 
In unsteady flow simulation this can become quite expensive. 

The most commonly used objective function is the mean square error, 
the average of the squares of difference between observations and predic- 
tions.  The square root of the mean square error, the RMS (Root Mean Square 
Error) is used in this paper.  It has the advantage of being expressed in 
the same units as the original predictions and observations, and is, there- 
fore, more easily comparable to the values of the individual variables 
themselves. When the observation consists of two or more noncommensurable 
quantities such as a stage and discharge it becomes difficult to define 
the objective function to give the correct weight to each type of obser- 
vation.  In this case some normalizing function should be used to commen- 
surate the contributions of the two types of observations to the objective 
function. The definitions of the normalizing functions of course, influence 
the final result of the calibration; they, therefore, must be defined with 
great care.   Becker and Yeh (1972) use velocity and depth errors directly 
in their objective function. For the shallow flows that they worked with 
this places about equal weight on both types of observations, however, for 
deeper flows it would emphasize the depth.  Bennett (1975) used the average 
value of depth to normalize errors in stage and the average absolute value 
of discharge to normalize errors in discharge. This scheme probably places 
too much weight on discharge. 

In this paper we want to investigate the possibility of calibrating 
the two basic types of unsteady flow models using stage data alone. We 
will therefore work primarily with the RMS of stage errors.  However, we 
will continuously monitor the RMS of discharge deviations to determine the 
effectiveness of our techniques. 
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THE STAGE-STAGE PROBLEM 

Three Mile Slough 

The data chosen to illustrate the stage-stage problem was collected 
jointly by the U..S. Geological Survey and the California Department of Water 
Resources in July and August, 1959. As shown in Figure 1 Three Mile Slough 
is the first connecting channel upstream of the confluence of the Sacramento 
and the San Joaquin Rivers.  It is a natural channel which has been stabilized 
and diked. 

Figure 1.  Three Mile Slough, a stage-stage problem. 

At the two ends of the Slough the water surfacesin the rivers oscillate 
independently because of different travel times for tidal transients moving 
up the rivers from San Francisco Bay.  Because of the independence of the 
water surface elevations at the two ends of the channel and because it is 
a relatively small cahnnel connecting the two larger bodies of water, Three 
Mile Slough provides a classical example of the stage-stage problem. 

There are seventeen sets of cross section descriptions availale over 
the 3.2 mile length of the Slough, nine were used in the mathematical model. 
The side channel is a 2,300 foot segment of Seven Mile Slough presently 
closed off at the end away from Three Mile Slough. The only cross sectional 
properties available for Seven Mile Slough are average width and depth. These 
were used in the mathematical model. Little attention was paid to Seven 
Mile Slough during data collection because it was observed that this channel 
had little influence on the discharge picture in Three Mile Slough.  Simula- 
tion results confirm this observation. 
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The tidal oscillations in the Sacramento and San Joaquin Rivers at 
the ends of Three Mile Slough were recorded digitally from direct reading 
floats at 15-minute intervals. The discharge observations used were ob- 
tained by summing the instantaneous contributions of individual discharge 
hydrographs for each of about twnety subsections at each end of the Slough. 
The individual hydrographs were prepared from standard discharge measure- 
ments made from boats.  Each subsection was gaged about every 45 minutes. 

Numerical Experiments 

The investigation of the stage-stage problem, essentially a sensitivity 
analysis, was conducted as follows:  (1) Fourier series were fit to the 
driving stages at the Sacramento (arbitrarily chosen as the upstream end 
of the Slough) and at the San Joaquin for a tidal day of twenty five hours. 
This was done, first, because it expedited interpolation between the ob- 
served stages, as stability conditions required a computaiton time interval 
on the order of six minutes rather then the fifteen minutes used in recording 
the data.  Second, the analytical expressions for the driving stages allowed 
them to be shifted in time by any arbitrary increment, permitting the investiga- 
tion of the influence of phase errors.  The Fourier series stages were seldom 
as much as two-hundredths of a foot different than the original observa- 
itons. 

The mathematical model driven by the Fourier series stages was calib- 
rated against upstream and downstream observed discharge by adjusting Chezy's 
C.  The absence of intermediate discharge observations precluded the use 
of different C values for the three channel segments comprising the mathe- 
matical model.  The optimum parameter value is C = 75 ft /sec. and the 
corresponding value of the normalized RMS discharge error is .123 (12 percent). 

For use as observations in the sensitivity analysis the calibrated 
model was used to compute stages at river miles .66, 1.26 (the intersecitons 
of Three Mile and Seven Mile Sloughs) and 2.44 measured upstream to down- 
stream.  This error-free numerically generated set of stage observations 
was used to perform the sensitivity analysis of a typical stage-stage un- 
steady flow model subjected to perturbations of its parameters and boundary 
conditions. Note that because of rounding the hypothetical observations 
to the nearest 0.01 ft, the normalized stage RMS errors for the error free 
data set is .00015 (0.015 percent). Again, because actual observations 
of discharge, were used, this corresponds to a normalized error of 0.123 
in this variable. 

The Discharge Coefficient 

The effect of varying the Chezy discharge coefficient C on normalized 
RMS stage error and normalized RMS discharge error is shown in figure 2. 
For the stage error, the largest quantity given on figure 2 represents an 
RMS error of only 0.01 ft ( to the nearest hundreth) at each of the three 
observation stations. The stage errors are systematic, that is the water 
surface elevation for C values not equal to 75 ft /sec. are always slightly 
loweri than for this value.j. Figure 3 shows for the extreme cases of C = 
60 ft /sec.  and C = 90 ftVsec, the influence of the variations on the 
discharge at the Sacramento River end of the slough. When C is greater 
than 75 ft /sec.  the amplitude of the discharge fluctuation is noticeably 
larger than for this value, while for a lesser, the amplitude is less. 
A similar pattern is observed at the San Joaquin end. 
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Figure 2.  Effect of variation of Chezy C on normalized 
stage and discharge errors. 
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Figure 3.     Observed and predicted discharge hydrographs for 
extreme values of  Chezy C. 
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Using the error free stage observaiton set in performing the present 
sensitivity analysis has provided the answer to one of the questons posed 
earlier; namely, is it possible to calibrate a stagestage model using stage 
observations alone. The answer is no, because while for the nong.ptimum 
C values the deviation of stage from that observed for C = 75 ft /sec is 
systematic, it is too small to be observed in a real stage record collected 

in the field. 

Figure 3 makes it possible to answer another of the questions posed 
in the introduction namely, where best in space and time to place discharge 
measurements to make the best use of them.  In calibrating a stage-stage 
model the best positions in time are at the two extremes of positive and 
negative discharge to define the amplitude of the discharge fluctuaiton. 
At least two positive and two negative peaks should be observed for each 
mean flow condition of interest. At least in a reach as short as Three 
Mile Slough, the spacial location of the discharge measurements is unimpor- 
tant and measurements at one cross section should be sufficient. 

At this point the main questions posed concerning the calibration of 
a stage-stage model using a bias-free data set have been answered. The 
remaining topics in this section concern the influences of errors in the 
calibration data on the final product and describe how to detect these 
errors using auxiliary stage observations. 

Cross-Sectional Area 

The effect of variation of cross-sectional area on normalized RMS 
discharge error is shown on figure 4.  The area ratio of this figure is 
a multiplicative factor applied in simulation to the true values of area 
and top-width of a cross section at any stage. At least for the magnitudes 
shown in figure 4, cross-sectional area has no disernable effect on the 
RMS stage error.  Therefore, errors in cross-sectioanl area cannot be detected 
from stage records in the stage-stage problem. 

0.9 1.0 
AREA RATIO 

Figure 4. Effect of errors in cross-sectional area 
on discharge. 
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Decreasing the cross sectionaj. area has the same quantitative effect 
on predicted discharge as decreasing the discharge coefficient, it increases 
the frictional resistance. Therefore, the amplitude of discharge fluctua- 
tion decreases as cross sectional area decreases. As can be seen from 
figure 4 for the same amount of area variation, the effect is more severe 
as the area decreases than as it increases.  For relatively small errors 
in cross sectional area, say up to 20 percent a stage-stage model can 
probably be calibrated sucessfully. The C values will simply be erroneous 
and compensate for the errors in the cross sectional area. The section on 
discharge-stage models contains a discussion of the advantageous use of 
such compensating "errors" in calibrating a discharge-stage model. 

Gage Datum 

Assuming the intermediate gages are to correct datum, an error in the 
datum in one of the driving gages is distributed essentially linerally along 
the segment of channel between the driving gages.  The error is easy to 
see because it appears as a vertical displacement between the observed 
and predicted water surface elevations at the intermediate gages. An approx- 
imate value for the error can easily be recovered by a simple linear ex- 
trapolation. Under normal operating conditions three to five hundredths 
of a foot should be detectable. 

The effect of a positive datum shift at the upstream gage on the cal- 
culated tidal-cycle average downstream discharges for the simulation period 
are shown in table 1. 

Table 1.  Effects of datum shifts on downstream discharge. 

Description 
Average downstream 
discharge (cfs) 

Steady uniform 
discharge (cfs) 

Datum Shift      f 

=  .05rt 

=  .1 ft 
=  .2 ft 

1572 
3052 
6116 

6888 
9741 

13775 

Also given in the table is a predicted approximate value for the steady- 
uniform flow in Three Mile Slough for C = 75 ft /sec where the amount of 
fall is equal to the datum shift. The unsteady nature of the flow causes 
the predicted average value to be less than that for steady uniform flow. 
The predicted average downstream discharge increases lineraly with datum 
shift, rather than with the square root of it as does the steady-unfiorm 
flow discharge. This is probably an isolated occurance because, of course, 
as shift increases average fall increases and tends to become dominant in 
determining the average value of discharge. As this happens the square 
root relationship has to come fully into effect. 
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The average value of 810 cfs for an observed downstream discharge seems 
large in comparison to the predicted value of 94 at zero shift. However, 
it should be kept in mind that 810 is somewhat less then two and one-half 
percent of the average of the absolute values of the observed discharges. 
This is well within measurement error for a single discharge measurement 
and surprisingly small when one considers the combined hydrograph technique 
that had to be used to convert the time-distributed measurements into the 
instantaneous values shown. 

Driving Stage Timing 

Errors in timing of driving stage gages can be caused by different 
speeds of theclocks driving the recorders, a missed punch, or erroneous 
starting or finishing times. They can be damaging because small errors 
are difficult to detect and, although it is apparently not so in the case 
illustrated here, small timing errors in driving stage can sometimes result 
in large errors in predicted discharge. 

Figure 5 shows the effects of various time shifts of the stage record 
of the San Joaquin-gage on the normalized RMS stage error and normalized 
RMS discharge error. Figure 6 shows the effect of twelve miniute shift 
on the records produced at the three intermediate stations. 
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Figure 5.  Effect of time phase shift of downstream gage on 
predicted stage and discharge. 
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RIVER MILE 2.44 

10 15 
TIME, IN HOURS 

20 25 

Figure 6.  Effect of 12 minute time phase shift on 
predicted water surface elevations at the 
intermediate observation stations. 

As can be seen from figure 6 the time shift is approximately lineraly 
distributed amongst the auxiliary stations.  If we can make the big assump- 
tion that the clocks on the intermediate reocrders are accurate, the approxi- 
mate value of the shift should be recoverable by linear extrapolation. 
For a real field situation where we can't be certain about the intermediate 
clocks either, but with conditons similar to the ones illusstrated here 
it should at least be possible to discern a shift as small as six minutes. 

Figure 5 shows a minimum in the noramlized RMS discharge error at a 
value of time shift somewhere around five minutes.  This indicates, first, 
that there was probably an undetected timing error of about this magnitude 
in the original stage records.  It indicates, second, that this technique; 
that is, the construction of hypothetical shift versus normalized discharge 
error graphs, is a viable alternative to inspection of the intermediate 
stage records for finding possible timing errors. 
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In this example the increase in the nromalized RMS discharge error 
is not significant until the time shift becomes something between 12 and 
18 minutes that is between two and three times the time computation step 
and around fifteen times the Courant time step. That this magnitude of 
shift is permissible should not, however, be taken as a general conclusion 
because a number of factors such as the rapidity with which the driving 
stages change, the phase difference between them, and the length of the 
reach being modeled determine the allowable value before serious errors 
result. 

THE DISCHARGE - STAGE PROBLEM 
Portland Harbor 

The data selected to illustrate the discharge-stage problem comes from 
Portland Harbor, Oregon. As shown in figure 7, Portland Harbor consists 
of the lower 26 miles of the Willamette River from Willamette Falls to the 
Columbia River, the 21 miles of Multnomah Channel, and 56 miles of the 
Columbia River from Bonnieville Dam to Columbia City Oregon. Forty-nine 
cross sections in seven different channel reaches provided an adequate 
representation of harbor geometry for use in the simulation model.  Input 
boundary conditions for running the model consist of the mean flow discharges 
for the Columbia River at Bonnieville and for the Willamette River at Willamette 
Falls and the Columbia .River stage at Columbia City. 

Columbia City-*-o(Y85                 ^ 

St.Helens-»-5rsv              )   "SC~"^           / 
Ajih^                            j            Study Area             r 

5ife90                   J           °REG0N 

Brown's Landing   */& }|                   \ 
"-- /Jm lit- 95             S 

I 
15fenSM5Ke»»P0in, 

Sauvie lsland-A^Ufc§^6!^L 
Bridge        2?l&S5«^=i(Sg^?6,0 

n ..,     A-S^Sfc           }     115           12°  ^ Portland^   |f     >                        1 
-ik"Jirfcjl       v.                           Notation 

/                                         River Mile 

Willamette       V?^ 
Fa/is -£?"* 2 5 
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0               5 

140/ 

Bonneville 
Dam 

10 Miles 

Figure 7.  Portland Harbor, Oregon. 
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Cross section properties were obtained from recent soundings corrected 
to Columbia River datum and transcribed on a photomosaic of the Harbor by 
the Portland Distirict of the U.S. Army Crops of Engineers.  Calibration 
data were collected during four short term intensive data collection 
periods characterizing a range of mean flow conditons on the two rivers. 
Referring to figure 7, measured discharges were available at the Acoustic 
Velocity Meter (AVM), Willamette River mile (RM) 1, and Sauvie Island Bridge. 
Observed water surface elevations were available at the AVM, Kelly Point, 
St. Helens, and the Vancouver Interstate bridge (Vancouver).  The discharge 
at the AVM was obtained at hourly intervals from the calibrated accousitc 
flow meter, at RM 1 by boat measurement, and at Sauvie Island Bridge by 
bridge measurement, all by standard U.S. Geological Survey techniques. 
The water surface elevations were obtained from floats and recorded digit- 
ally at 15 minute intervals. Bennett (1975) describes this data set in 
greater detail. 

Calibration Procedure 

Bennett (1975) gives calibration curves for Chezy C versus characteristic 
discharge drawn for the seven segments of the Portland Harbor model. The 
calibraiton curves were derived from the data set described here and another 
set which covered a wider range of discharges but consisted only of obser- 
vations of stage and discharge at the AVM.  In his study Bennett (1975) 
used the influence coefficient algorithm, an automatic optimization routine, 
to minimize an objective function which consisted of discharge prediction 
error normalized by local absolute mean discharge and water surface eleva- 
tion prediciton error normalized by local mean depth.  In contrast the object 
of the present study is to calibrate the model manually as though only stage 
information were available. The results of using the two calibration pro- 
cedures will be compared in some detail, however, first it is necessary 
to describe the manual calibraiton procedure used. 

The first step in the manual calibration procedure is the adjustment 
of the mean value of stage and the RMS stage error at Kelly Point by var- 
rying the Chezy coefficient C in the two channel segments of the Columbia 
River between Columbia City and Kelly Point.  This can be done essenially 
independent of Multnomah Channel because the stage at Kelly Point is primarily 
dependent on the much larger discharge of the Columbia River. For a pre- 
dominently unidirectional flow, aid in determining the amount of adjustment 
of the discharge coefficient required can be obtained by multiplying S. 
by the length of reach and expanding the friction loss term as the first 
four terms in a power series in Chezy discharge coefficient. The resulting 
cubic equation in AC the required increment in the discharge coefficient, 
can be easily solved by syntheic division or Newton iteration. 

For constant discharge, decreasing C has the effect of increasing the 
average predicted stage. A similar effect can be achieved by decreasing 
the cross-sectional area. Controlling the predicted stage by varying cross- 
sectional area has the advantage that C is left free, to a certain extent, 
to control the amplitude of the water surface elevation fluctuations.  For 
the simulations reported here, the cross sectional-area of the Columbia 
River from Kelly Point to Columbia City was reduced by ten percent to allow 
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C to be large enough to force the amplitude of the stage fluctuations to 
that observed. This may be considered a questionable procedure because 
cross-sectional area is obtained from physical measurements made in the 
field. However, it should be realized that the cross sections used are 
at best random samples of those in the channel segments and as such may 
not be truly representative of the average conditions. Additionally, the 
field meaurements may be inaccurate or incomplete, therefore, it is reasonable 
to permit small changes in cross-sectional properties to expedite calibration. 

The second step in the manual calibration procedure is the adjustment 
of the predicted stage at the AVM and Vancouver by varying the C's in the 
Willamette and in the Columbia above Kelly Point.  Calibration for these 
two stages can proceed simultaneously yet independently because the water 
surface elevations at these two locations are functions of the independent 
discharge in the two rivers and of the stage at Kelly Point which has 
been established in the previous calibration step.  Because of the large 
natural cross sectional areas in the Willamette below Willamette Falls, 
the stage at the AVM is insensitive to discharge coefficient for the lower 
discharges.  For these discharges it is determined almost entirely by the 
water surface elevation at Kelly Point. 

The final step in the manual calibration procedure was an attempt to 
minimize the RMS stage error at St. Helens by varying the discharge coefficient 
in Multonomah Channel.  The results of this, however, were not necessarily 
good in terms of discharge prediction because calibration of Multonomah 
Channel is essentially a stage-stage problem.  The water surface elevation 
at St. Helens is determined by those at Columbia City and Kelly Point in- 
dependent of the discharge coefficient value in the Channel.  The entire 
calibration process described here was completed for each data set in less 
then fifteen simulation runs, a considerable savings compared to the fifty 
to seventy-five required for the automatic optimization procedure described 
by Bennett (1975). 

Results 

For the four data sets, table 2 gives the component prediction RMS 
errors and the corresponding normalized RMS errors for simulations using 
the optimum parameters resulting from the calibration procedure described 
above.  In the table, these errors are compared to the corresponding ones 
resulting from simulations using the optimum parameters derived in the study 
by Bennett (1975). As might be expected the normalized stage RMS errors 
for all four data sets are smaller for the parameters derived using the 
above procedure while the normalized RMS discharge errors are all larger. 

Whether or not the increase in accuracy of discharge prediction evidenced 
by the earlier technique as compared to the one described here is sufficient 
to merit the additional cost of collection of the necessary discharge data 
is a question that has to be answered based on the purposes for which the 
model will be used. To add perspective, typical model behavior for the 
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parameters derived from the two calibration procedures is shown by the stage 
hydrographs of figure 8 and the discharge hydrographs of figure 9. The 
hydrographs were computed using boundary conditions and optimum parameters 
for the data set of 5-31-73.  Casual inspection detects little difference 
between the agreement of either set of predictions with the observed data. 

X OBSERVATIONS 
* STAGE ONIY 

10        15 

TIME, IN HOURS 

20 25 

Figure 8.  Predicted and observed stage hydrographs at Kelly 
Point for 5/31/73.  Solid line curve reproduced 
from Bennett (1975). 

20,000 •• 

-60,000 

X  OBSERVATIONS 
*'   STAGE ONLY 

10 15 

TIME, IN HOURS 

20 25 

Figure 9. Predicted and observed discharge hydrographs at River 
Mile 1 for 5/31/73. Solid line curve reproduced from 
Bennett (1975). 
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Besides the accuracy of stage and discharge estimation another point 
which must be considered is the consistency of the parameter estimates 
obtained from the various data sets. Table 3 shows the C values for each 
of the seven channel segments of the harbor model. For the first three 

Table 3.  Channel segment discharge coefficients in ft /sec. 

Channel segments 
Description 

Date 

5/31/75 8/1/73 12/5/73 6/12/74 

Willamette: Falls to 
Multonomah Channel 

90 90 90 90 

Willamette: Multonomah 
Channel to Columbia 

90 90 90 90 

Multnomah Channel 85 85 85 85 

Columbia: Bonneville Dam 
to Vancouver 

60 60 60 60 

Columbia: Vancouver to 
Willamette 

195 200 96 120 

Columbia: Willamette to 
Multnomah Channel 

102 102 102 95 

Columbia: Multnomah 
Channel to Columbia 
City 

102 102 102 95 

segments the values are the same for all data sets. The C Vlaue for the 
fourth segment was not adjusted in calibration because of lack of stage 
data above Vancouver. The optimum C value for the fifth segment behaves 
eratically in a fashion which can not be explained. Finally, the C values 
for the 6th and 7th segments are essentially constant. This is much more 
consistent behavior than demonstrated by the optimum C values obtained by 
Bennett (1975). 

The reasons for the consistent behavior bear some discussion. First 
the AVM stages are not sensitive to C at the lower discharges, therefore, 
the C values for the first two segments are essentially set by the 12/5/76 
data set. Second, Multnomah Channel is really a stage-stage problem, and 
should be fine-tuned using discharge information. This is beyond the scope 
of the technique being investigated. Third, the C values in the lower 
Columbia apparently decrease slightly, but only slightly with increasing 
discharge. Finally, as mentioned above, no explanation has been found for 
the behavior of C values in the short segment of the Columbia from Vancouver 
to the Willamette. 
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As explained earlier the model's intended use dictates acceptable pre- 
diction accuracy. However, Table 2 and figures 8 and 9 indicate that, with 
the possible exception of Multnomah Channel, the Portland Harbor model could 
have been calibrated acceptably for most purposes in the complete absence 
of discharge measurements. Whether or not detailed information concerning 
Multnomah Channel behavior is important in the final study will dictate 
how much attention should be paid to its calibration.  If its behavior must 
be predicted accurately Multnomah Channel should be calibrated as in the 
stage-stage problem; that is, with discharge information collected at the 
extremes of ebb and flood flow. 

Conclusions 

Calibration of a stage-stage model requires the use of observed dis- 
charge. The best time for making the required discharge measurements is 
near the peaks of maximum and minimum downstream flow. Like variations 
in the Chezy discharge coefficient, errors in cross-sectional area can not 
be detected using auxiliary stage observation stations. On the other hand, 
gage datum discrepancies on the order of 0.05 ft and timing errors in one 
of the driving stage records on the order of 6 to 12 min. can be detected 
by comparing the predicted and observed stage records from such stations. 

In most water quality modeling situations, discharge-stage models can 
be satisfactorily calibrated using only stage observations. The data used 
should cover as nearly as possible the range of mean flow discharges to 
be encountered in prediction. 
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CHAPTER 197 

MOVABLE BED TIDAL INLET MODELS 

by 

h C. 
and 
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2 
John F. Kennedy 

INTRODUCTION 

Stabilization of tidal inlets is a major engineering problem that 
is frequently encountered in the development of harbors.  The planning, design, 
and modification of these inlets under the dynamic conditions that generally 
characterize their surroundings is, at best, a complex and uncertain under- 
taking.  Prediction of the sedimentary response of an existing inlet to 
artificial improvements and to changing environmental conditions, or of 
a new inlet to the expected ambient conditions, and the optimization of the 
layout in order to minimize undesirable accretion or erosion are major ele- 
ments in the design of tidal inlets.  Because of the complexity of the problem, 
movable bed hydraulic models aften are employed, despite the questions that 
surround their validity, to investigate these responses and to guide designs. 
The success of a movable bed hydraulic model depends upon the proper choice 
of similitude conditions and modeling criteria.  Unfortunately, the conditions 
of similitude still are not well defined, as many of the phenomena constituent 
to the processes involved are yet to be elucidated adequately and formulated. 
Moreover, it is not possible to satisfy simultaneously all of the similitude 
conditions that arise.  The required grain size and density of the model bed 
material, the current exaggeration that may be required, the effects of 
geometric distortion, etc. cannot be determined by straightforward computations. 
These must be chosen to obtain the most favorable balance between all relevant 
phenomena.  The criteria of similitude generally are specified by experimenters 
who have previous experience with this type of model.  The execution of a 
model studies of this type is, therefore, largely an "art" and entails major 
elements of subjectivity. 

The Iowa Institute of Hydraulic Research, under contract to Coastal 
Engineering Research Center, U.S. Army Corps of Engineers, is presently (1976) 
conducting a study to evaluate the reliability and effectiveness of movable 
bed, tidal inlet, hydraulic models as predictors of prototype behavior.  The 
main emphasis of this study is on comparison of model predictions with obser- 
vations made in the prototypes, and evaluation of model performance in the 
light of:  (i) the criteria of similitude adopted; (ii) the sedimentary 
material and instrumentation utilized in the models; (iii) the experimental 
procedure followed; (iv) the quality of the prototype data utilized in veri- 
fication of the models; and (v) the degree and accuracy of model verification. 
The scope of this study is limited to those models in which the area of interest 
is composed entirely of movable material and not of just a thin erodible layer 
placed over a fixed bathymetry.  In the United States these model studies 

1 Research Engr., Inst. of Hyd. Res., Univ. of Iowa, Iowa City, Iowa, USA 
2 Director, Inst. of Hyd. Res., Univ. of Iowa, Iowa City, Iowa USA 

3435 



3436 COASTAL ENGINEERING-1976 

have been conducted only by Waterways Experiment Station (WES) , U.S. Army 
Corps of Engineers, Vicksburg, Mississippi. 

SIMILITUDE CONDITIONS - WHX? 

Is it always necessary to satisfy certain dynamic similitude 
conditions in a coastal mobile bed model?  It is generally possible to find 
by a trial and error procedure a combination of waves and currents in the 
model which will produce the known bed configuration and transport sediment 
at the desired rate to a certain scale.  Why not then use the empirical 
approach; i.e., the trial and error procedure? To answer this question 
let us examine what L.F. Vernon-Harcourt (1892) reported long ago on movable 
bed technology.  According to him, a model can be used successfully to predict 
the possible effects of proposed modification: (a) if the originally existing 
conditions can be reproduced in the model; and (b) if, moreover, by placing 
regulating works in the model, the changes that were brought about by the 
training works actually built can be reproduced.  The first of these conditions, 
i.e., the satisfactory reproduction of the originally existing conditions, 
may be obtained using a suitable combination of waves and currents, determined 
by trial and error, in the model.  There is, however, no guarantee that satis- 
factory reproduction would be obtained using the same combination of waves 
and currents when the constructed works are placed in the model; i.e. that 
condition (b) will be satisfied.  This dilemma was encountered in a model 
study reported by Reinalda (1960).  In his study, the model results were 
compared with the prototype data for the period before and after the con- 
struction of groynes along the coast in the vicinity of the Thyboron channel 
on the east coast of Denmark.  The horizontal and vertical scales of the 
model were 1:250 and 1:40, respectively.  Ground Bakelite with mean diameter 
of 1.8 mm and a density of 1350 kg/m^ was used as sediment.  The waves and 
currents were reproduced according to the Froude law.  The sedimentological 
time scale was determined by comparing the rates of recession of the coast- 
lines in the model and the prototype.  Groynes were built in the model at 
locations and times at which prototype groynes were installed.  The relation- 
ship between the sedimentological time scale in the model and the prototype 
time scale for both pre- and post-construction periods is shown in figure 1. 
For the period from 1874 to 1890 (before the construction of groynes) one 
year in the prototype corresponds to about 0.5 hours in the model, while after 
1920 (following construction of groynes) one year in the prototype corresponds 
to roughly 2 hours in the model.  The model, therefore, over-predicted the 
effectiveness of the groynes on the rate of recession of the shore-line 
by a factor of 4.  Although the groynes in the model reduced the rate 
of recession of the shoreline as observed in the prototype, the rate of sediment 
transport in the model was not accurately reproduced in the model.  It might 
have been possible, after numerous attempts, to find another combination 
of waves and currents which would have yielded the same time scale for both 
pre- and post-construction periods (although the probability of doing so is 
very small).  But such a trial and error procedure is very time consuming 
and expensive.  It can be applied only in those cases in which extensive 
prototype detailed data are available for comparison and model calibration. 
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The empirical approach, therefore, can be applied only in very 
few cases and with limited expectation of success.  It follows that the 
realization of a satisfactory model can be achieved only by satisfying certain 
similitude conditions at the outset.  As mentioned in the introduction, these 
conditions of similitude are still not well defined.  A certain amount of 
experimentation to determine proper combinations of waves and currents 
and to calibrate each model will continue to be required to reproduce the 
prototype conditions satisfactorily, even if one has satisfied similitude 
requirements to the extent possible.  But the refined procedure will 
certainly reduce the time required for model calibration.  Moreover, the 
results from such models can be used with more confidence. 

SIMILITUDE RELATIONS 

Over the past several years many papers (Bijker, 1967; Fan and 
Le Mehaute, 1969; Yalin, 1971; Migniot, 1972; Kamphius, 1975) have been 
written on similitude requirements for mobile bed coastal models.  Dimensional 
analysis generally has been used to derive the nondimensional quantities 
which must assume equal values in model and prototype for similitude to 
attain.  Any dependent property. A, of the flow may be expressed in terms 
of the independent variables by the following relationship: 

f [H, L(orI U, d, U, p, v, X, g] (1) 

in which 

H = wave height 

L = wave length 

T = wave period 
w 

cr = parameter to describe the 
distribution of wave heights 
and periods 

9 = wave direction 

T = tide period 

d = flow depth 

U = current velocity 

p = density of water 

v = kinematic viscosity of water 

cr = density of sediment particles 

D = diameter of sediment particles 
0 = parameter to describe the size 

distribution of sediment particles 

X = some characteristic horizontal dimension 

g = acceleration due to gravity 

Wave parameters 

Tide and current 
parameters 

fluid parameters 

sediment parameters 
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Equation 1 may be expressed in dimensionless form as 

. rH L „    TtU Ud ps d    d u2, 
IT  = * XT,   —, O     0,    ,  ,  , —, <J , —,  } (2) 
A  TA d' d  w      ' v  p ' D'  g X' gD 

which is so general as to be of practically of little practical use without 
simplification.  It can be said at the outset, however, that it is neither 
possible nor essential to have the values of all the dimensionless quantities 
appearing in (2) equal in model and prototype.  There is general accord (Fan 
and Le Mehaute, 1969; Yalin, 1971; Migniot, 1972; Kamphius, 1975) that the 
waves should be scaled according to the Froude law, with the scales for wave 
length and wave height equal to the vertical geometric scale.  This condition 
insures proper wave breaking and refraction in the model (provided the model 
bottom topography is correct by modelled), but the wave reflection and diffrac- 
tion are not reproduced correctly (because the wavelength is not scaled accord- 
ing to the horizontal length scale). Normally the currents also should be 
simulated according to Froude law. But the correct simulation of shear 
velocity, as discussed below, requires a certain exaggeration of the current 
velocity.  The parameters a and 9 can be satisfactorily simulated in the 
model if the wave machine is able automatically to produce a continuous 
succession of irregular waves of different heights, periods, and directions. 
Though it is possible to simulate cr  (by a crushing and sieving process), 
it is normally disregarded.  It remains to simulate the other four nondimen- 
sional parameters:  Reynolds number,   Ud ; density ratio, P /P; ratio of 

K- v       -       s 

flow depth to sediment size, d/D; and model distortion, d/X. 
Froude similitude permits dynamically scaled representation of the 

mean hydraulic flow in the model but does not take into consideration the 
motion of the sediment.  In order to define a suitable model bed material 
(sediment size and density) and a model distortion which will reproduce 
sediment motion in the model which is similar to that in the prototype, let 
us examine how the various sediment transport mechanisms are related to the 
dimensionless variables.  It should be mentioned that the hondimensional 
parameters given in (2) are not unique.  It is possible, at least in principle, 
to express these nondimensional variables in an infinite number of alternate 
forms.  The form of the dimensionless parameters which should have the same 
values both in prototype and model to achieve similitude is not obtained by 
dimensional analysis alone, but requires also consideration of the physical 
processes involved. 

For the satisfactory simulation of sediment motion in a tidal inlet 
movable bed model, it is desirable that the following conditions be satisfied 
in the model: 

1. The general shape of the beach be conserved. 
2. The condition of incipient entrainment of the sediment 

be correctly simulated 
3. The rate of sediment transport be correctly reproduced. 

It should be stressed that it may be neither possible nor necessary in some 
cases to satisfy all these conditions. It is hoped that the results of the 
study involving comparison between model and prototype which currently (1976) 
is underway at Iowa will determine which of these conditions must be fulfilled 
for acceptable similitude to be achieved. Unfortunately, the relationships 
among the various nondimensional variables which arise in the aforementioned 
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conditions are not well formulated.  Past investigators have used different 
relations and thus proposed different similitude conditions; these are 
summarized in a recent report by Kamphuis (1975).  The following discussion 
is based upon the present state of knowledge of the roles of three conditions 
stated above. 

Equilibrium Beach Profiles.  A generally reliable relationship 
which will define the equilibrium beach profile in terms of independent 
variables has not been developed to date.  Noda (1972) recently proposed 
some scale relations for equilibrium beach profiles, but Collins and Chesnutt 
(1975) concluded on the basis of their laboratory experiments that Noda's 
model laws predict only the shape of the foreshore region, and its general 
use was not recommended by them.  Until a better relationship for the equilibrium 
beach profile is obtained, it is recommended that preliminary experiments in 
a two-dimensional wave tank be conducted to determine beach profiles using 
the selected model bed material and vertical and horizontal scales, for some 
characteristic model wave conditions.  If the actual scale distorion of the 
resulting equilibrium beach does not agree that imposed in the wave tank 
experiments, it is necessary to adjust the imposed value of distortion until 
the values do agree. 

Incipient Entrainment of Sediment.  Presently only very limited 
experimental data are available on initiation of sediment motion by the 
combined action of waves and currents.  The experimental information on 
initiation of sediment by currents or waves alone suggests that the initia- 
tion of sediment motion due to both waves and currents may be expressed by 
a relation similar to that of Shields (Vanoni, 1975) for steady unidirectional 
flows.  The criterion for the incipient entrainment of sediment under the 
action of waves and currents can be expressed as 

F*c = f (:DV (3) 

I), 

/gy'D 

Ys-Y 
in which U^ is the critical shear velocity, y'  =  —-— is the apparent 
specific weight of the submerged sediment, and Y and y    are specific weights 
of the fluid and sediment, respectively.  Both F  and R*c are based on 
shear velocity, U*c, which is a dependent variable.  Equation 3 is not a 
suitable basis for a similitude condition unless U*c is known for the model 
and the prototype.  Valembois (1960) expressed Shields' relation in the 
modified form 

G = f(R*c) (4) 

v'gD3 
where G = —v2~' tlle so"called grain parameter, is obtained by dividing 
F*'c by (R*c) •  It is proposed here, for want of a better alternative, that 
for the simulation of incipient entrainment of sediment, the value of grain 
parameter, G, should be equal in model and prototype. This gives the 
following similitude condition: 
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"?    2 
X , A = X (5) 
Y   D    V v ' 

in which X  represents the scaling factor (value in model/value in prototype) 
for the quantity symbolized by its suffix.  It is assumed that X is unity. 

Sediment Transport.  Experimental data on sediment transport under 
the combined action of waves and current are also very limited.  Recently 
Lin (1972) conducted some tests in a model basin to study sediment transport 
due to inlet currents and waves approaching the shoreline at an angle of 10°. 
He used dimensional analysis and his experimental results to express the 
sediment transport rate as a function of Froude number, bottom shear stress, 
friction factor, and wave steepness.  Another experimental study on sediment 
transport by currents and waves was conducted by Bijker (1967).  He expressed 
the rate of sediment transport by the following relation: 

q -0.33 1^° 
^-V 1.95e     ^T (6) 
*c 

in which q is the volumetric sediment transport rate per unit width, U4 = 
shear velocity based on total shear stress due to both waves and currents, and 
y is a "ripple factor".  For correct simulation of the sediment transport in 
the model, the value of y'gD should be the same both in the model and the 

iiu2 prototype, i. e.,       uU£ 

The scale of shear velocity can be written 

\j = Vc (8) 

where C is bed resistance coefficient.  Assuming X  - 1, as found by Bijker 
(1967) in his experients, the similitude condition for sediment transport 
becomes 

\ - <V V1/2AC (9) 

Using (5), (8), and (9) it can be shown that 

X„ = 1 (10) R* 

where R4 = —g—,- that is if (5) and (9) are satisfied, then (10) is also 
satisfied.  Equation 7 for A - 1 reduces to the similitude condition that 
the particle Froude number based on the total shear velocity must be the 
same both in the model and the prototype. 
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STUDIES CONDUCTED AT WES 

Through 1975 WES had conducted seven movable bed model studies 
of tidal inlets.  Each study was conducted on an ad hoc  basis, in that no 
general similitude requirements or modeling criteria were followed.  The 
waves and currents requried to produce satisfactory bed configurations 
were obtained by a trial and error procedure.  Wave heights were exaggerated 
as much as possible without causing wave breaking to occur at entirely wrong 
locations.  Two prototype hydrographic surveys conducted some time apart 
were used for model verification and calibration.  A model distortion of five 
was adopted in all model studies.  Sands with mean diameters ranging from 
0.2 mm to 0.25 mm was used as a model bed materials in all models except the 
Galveston Harbor Entrance Model, in which coal with specific gravity of 1.4 
and a median diameter of 1.4 mm was utilized.  The WES studies have utilized 
plunger-type wave generators, which are adjusted manually to generate 
regular waves of desired height and period.  In all model studies, waves 
were generated from one or more fixed directions.  The bed configurations 
in the model were recorded manually using sounding rods graduated to 1 ft 
(prototype).  Tides were produced using automatic tide generators. 

For the verification of the movable bed models, fill and scour 
maps, both for prototype and model, were prepared and compared.  In some 
studies the dredging volumes also were used in the model verification.  If 
the general pattern of fill and scour in the model was similar to that in 
the prototype, the model was considered to have been satisfactorily verified. 
This "eye-ball" comparison of the scour and fill patterns involves, of 
course, a strong element of subjectivity. 

A PROPOSAL FOR QUANTIFICATION OF MODEL VERIFICATION 

It would be very useful to have a quantitative measure of the per- 
formance of movable bed tidal models.  Some of the quantitative indicators 
being considered in the Iowa study are the following. 

Let S.; be the total amount of scour and Fj be the total amount of 
fill over the jth profile during a given time At (see figure 2).  Let Qj be 
equal to (Sj-Fj); thus Q^ is a measure of the net sediment transport across 
the jth profile in the given time.  It is also a measure of the average depth 
change over the jth profile. 

The degree to which the change in bed elevation along at a given 
profile or at a given point in the model is related to that in the prototype 
can be expressed by the correlation coefficients 
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N     (Q.     - 6 .   ) (Q .     - Q .   ) 
R    .JL    z     %»      V    "3P      V (13) 

N Mi    (D. .   -  D. ,)    (D. .   -  5. .) 
R     = 1 j i  __i3 i2_2L_}J U_E {14) 

T>        N .   , .   - a      a 
Z    M -1    D=1 i=1 Dm    Dp 

j=l    j 

in which DJJ is the change in the bottom elevation at a point (i,j) within 
the given time interval (figure 2), ois the standard deviation of the quantity 
symbolized by the subscript, the overbar denotes the average value, and the 
suffixes m and p denote model and prototype, respectively. 

If the model results were in perfect agreement with the prototype 
data, the correlation coefficients in (11) thru (14) would be unity. This 
would be too much to expect from a model with a high value of R , but the values 
of the other correlation coefficients in (11), (12), and (13) must be high 
(approaching unity) before a reasonable verification of the model can be 
said to have been achieved. 

A CONCLUDING REMARK 

In conclusion the writers take this opportunity to invite identifi- 
cation of other model prototype studies and other methods of analysis that 
could be used in the Iowa investigation of tidal inlet models. 
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CHAPTER 198 

CHURCHILL RIVER SALT-WATER TIDAL MODEL 

by 

Bruce D. Pratte* 

1.  BACKGROUND 

The Port of Churchill is located just inside the 
mouth of the Churchill River, on the western shore of 
Hudson Bay (Fig. 1, Photo 1).  Each shipping season, about 
25 x 106 bushels of grain are shipped to Europe and Britain. 
The Port opens just after mid-July when Hudson Strait and 
Bay become relatively clear of ice.  However, it is forced 
to close 3 months later by ice forming upstream in the 
rapids, sweeping down as slush ice at ebb tide, jamming be- 
tween the ships and the dock and breaking mooring lines. 
Since the route to Europe is shorter and therefore the laid- 
in cost of the grain slightly less than from other Canadian 
ports, there is a demand to extend the operating season at 
Churchill.  A feasibility study and field survey in 1965 by 
Dick (Refs. 1, 2) showed that the Port could remain open 
about 2 weeks longer than the present October 23 closing if 
the slush ice could be kept out of the harbour.  To this end, 
the National Harbours Board in 1974 commissioned the 
Hydraulics Laboratory of the National Research Council of 
Canada to do an hydraulic model study of the harbour and 
estuary. 

Photo 1.  The Port of Churchill, Manitoba 

* Associate Research Officer, Hydraulics Laboratory, 
National Research Council of Canada, Ottawa, Ontario, 
Canada. 
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Fig. 1.  Location Map of Churchill 

2.  OBJECT OF STUDY 

The sponsor of the study required that various 
structures be examined for protecting the ships in the har- 
bour from the current of slush ice, principally at ebb tide. 
Since the structure will be permanent, it must also not have 
detrimental effects during the rest of the year with regard 
to flow patterns and velocities and sedimentation.  Although 
maintenance dredging is not a major problem in the harbour 
at present, averaging about 8,300 yd* per year, the season 
is so short that it would be undesirable if excessive dredg- 
ing were caused by implementation of one of the schemes. 
Ideally, the structure should produce a quiet harbour so 
that loading and turning of the ships can go on without the 
present concern for the high outflow ebb velocities at the 
dock. 

Fig. 2 shows the extent of the area modelled, and 
how the dock is situated on the outside of a bend in the flow. 
The most obvious structure would be a deflector just upstream 
of the dock, and various deflectors formed a large part of 
the model investigation.  Another, but considerably more ex- 
pensive scheme is a dam from the dock over to Cockle's Point, 
incorporating a section with a weir with crest elevation 
above the extreme tidal highwater.  In addition to excluding 
the slush ice from the harbour, it could serve as a causeway 
to the west shore of the river, opening it up for development 
and access to historic Fort Prince of Wales. 
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Fig. Extent of Model 

Since the river several hundred miles upstream is 
soon being partially diverted into the Nelson River system 
for power development, the freshwater discharge will be 
reduced in the harbour area from a present mean around 
50,000 cfs down to about 20,000 cfs.  However, there is the 
possibility of it going as low as say 2,000 cfs in the fall, 
so that the 1%0 salt-water limit of intrusion will move up 
the river past Mosquito Point.  This will require relocating 
the town's fresh water intake pipe, presently at Goose Creek, 
Fig. 2, further upstream.  The model was also expected to 
show how far upstream the salt will penetrate at extreme 
high tides and very low river discharges. 

3.  THE MODEL 

To study all the required objectives, the model in 
Fig. 2 and Photo 2 was constructed of concrete over sand.  It 
is 185 ft long, 55 ft wide, and extends the equivalent of 3 
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miles into Hudson Bay as the seaward salt water tidal boun- 
dary.  The upstream end of the model is above the tidal limit 
and supplies a constant freshwater inflow by means of a head 
tank and vee-notch weir. 

Photo 2.  Churchill Tidal Model with Supply Manifold 
in Foreground, and a Dam Past the Dock. 

3.1 Model Scales 

Prototype/model length scales are Lp/I^ = 400/1 
horizontal, dp/dm = 50/1 vertical, giving a vertical exag- 
geration or distortion of 8.  This is necessary to achieve 
sufficient depth and turbulent flow in the shallow reaches 
of the river. 

From the Froude (Fr) law for scaling of free sur- 
face flow phenomena, one derives the following relations: 

since Fr = Fr , V /v'gd 
m    p  m 3 m v^v 

the velocity scale is T /T J p m = 56.5685; 

(Thus a 12.4 hour tide cycle requires 13.1 minutes on the 
model.) * 

The discharge scale is Q /Q 3 p m 

V L d 
= P P P 
V L d m m m 

141,421. 

Finally, the salt concentration, salinity or density is 
modelled in a 1/1 ratio, so that it is the same in model 



CHURCHILL RIVER MODEL 3449 

and prototype, namely 28%0out in Hudson Bay near the tidal 
boundary.  Because the harbour is in an area of density 
stratification where a fresher surface layer at times flows 
in quite different directions to the bottom seawater layer, 
it was necessary that the model be a salt-water one, with 
freshwater river discharge.  This of course gives rise to 
considerably more complex model control, and measurement and 
calibration of velocity and density. 

3.2 Model Control 

A large sump is kept up to seawater salinity by a 
Robertshaw pneumatic controller which causes a small amount 
of saturated brine, obtained from a pit of dissolving rock 
salt, to be injected into the intake of the 6 cfs seawater 
pump.  A Schlumberger Solartron density meter monitors the 
density of a continuously sampled portion of the flow leav- 
ing the pump.  This instrument works on the principle of the 
change in frequency of an oscillating pair of tubes through 
which the fluid travels, and senses extremely small changes 
in fluid density.  Any deviation from the controller's set- 
point density causes the appropriate amount of brine to be 
injected.  The brine is needed to make up for the dilution 
of the seawater caused by the steady freshwater river inflow. 

The main seawater flow then enters a large head 
tank before flowing by gravity into the Hudson Bay end 
through a 32 feet long, 1 foot diameter manifold pipe.  The 
5 cfs inflow is constant.  Tidal control is effected by a 
drain valve located in the corner of the model such that 
the flow drains toward it in the same direction as in the 
prototype.  The valve is controlled by an on-line EAI-640 
computer which compares the historical tide curve desired, 
to the level sensed by a floating water level sensor in 
Hudson Bay.  Any error results in a signal to the valve to 
open (lower) or close (raise the water level).  In addition 
to control of the tide, the computer also records for off- 
line plots and printouts, the water levels and velocities 
from gauges on the model to allow comparisons of different 
test conditions. 

A 10 feet long weir near the valve follows the 
tidal water level.  The overflow from this weir is set to 
twice the freshwater inflow rate, and passes through a 3-way 
4 inch valve.  When the tide is rising, this valve drains 
into the seawater sump.  However, on falling tide when 
Hudson Bay gets a skin of fresher water from the river flow, 
this valve opens so as to bypass the "fresher" weir overflow 
down the sewer.  Thus, the sump level is not filled up or 
degraded in salinity quite so much by the fresher water dur- 
ing a test. 
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3.3  Instrumentation 

There are eight tide gauges located along the 
model.  A glass ball float is attached to a stem which is 
free to move up and down inside a DCDT (direct-current dif- 
ferential transformer).  Outputs of up to ±3 volts D.C. are 
sensed by the computer and converted to water levels by a 
calibration equation.  Five velocity meters are located in 
the estuary, and each incorporates a DCDT mounted horizon- 
tally, and has a 2 x 4 cm drag plate in the water suspended 
from thin frictionless straps (Photo 3).  Movement of the 
plate by fluid drag causes the stem or core to move freely 
inside the DCDT.  This meter is sensitive enough to measure 
velocities, both upstream and downstream, down to about 
1 cm/sec, and up to 30 cm/sec.  One disadvantage of the 
meter is that it must be carefully levelled, and therefore 
is not suited for traversing through the flow depth. 

A newly developed velocity meter was also used. 
It comprises a very sensitive strain-gauged Kistler trans- 
ducer, connected by a rod to a flat circular cylinder drag 
body.  Velocities coming from any direction in the horizon- 
tal plane can be sensed by this instrument, and the result- 
ant vector obtained from computer analysis of the output of 
the x and y axis strain gauges.  This instrument was located 
where the flow direction swings appreciably as the tide 
changes, in the center of the estuary between the dock and 
Cockle's Point. 

Photo 3.  Drag-Plate 
Velocity Meter 

Photo 4. Traversing "Salinity" 
Probe 
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Vertical velocity profiles were very difficult to 
obtain since the velocities were often low.and the sensitive 
levelled drag-body velocity meters could not be traversed. 
Even miniature Kent and Ott laboratory-type propellor meters 
were not adequate.  Therefore, a dye injection system was 
devised, which involved timing a puff of dye (injected normal 
to the flow direction) past a ruler located at the same depth. 
This system worked very well, and allowed vertical traverses. 
However, by the time velocities were measured at say 10 
depths, the tide cycle was quite different than when start- 
ing the traverse.  Therefore, several tide cycles had to be 
repeated in order to get enough measurements at different 
levels at the same point in the tide cycle. 

Vertical salinity profiles in the model test loca- 
tions were made by traversing a specially developed conduc- 
tivity probe which continuously sucks a tiny sample of the 
water through a fixed volume past platinized electrodes, 
Photo 4.  This instrument is similar to that constructed by 
the Delft Hydraulic Laboratory.  A motorized traversing rig 
moves the probe through the full range of the depth at about 
1 cm/sec.  Response is very good although electrical calibra- 
tion in standard solutions of "known conductivity" must be 
made frequently.  Temperature is also monitored to allow 
conversion of conductivity to,salinity by standard equations. 
Again, several tide cycles of testing were needed before 
enough points were available to plot a near instaneous vert- 
ical salinity profile.  This of course assumes the tides and 
salinity distributions repeat very well from cycle to cycle 
in the model. 

To measure the l%o salinity penetration upstream 
towards Mosquito Point, a small Beckman conductivity probe 
was used. 

4.  MODEL CALIBRATION 

In August 1974, temporary tide gauges were instal- 
led on the Churchill River at  4  and  2  , Fig. 1, in addi- 
tion to the long-time permanent gauge at the dock.  A survey 
of elevations at  3  and  1  allowed their levels also to be 
tied in to these tide gauges.  in 1965, Dick (2) made a 
field survey of prototype vertical velocity and salinity 
profiles at various locations near the harbour and estuary 
entrance.  Also, penetration of the 1%0 salt-water limit was 
found to be about as shown on Pig. 1 at high tide.  Mosquito 
Point, near  3  is a region of very rapidly flowing water, 
with large 5 to 8 feet diameter boulders on the bottom in 
less than 8 feet of water.  At low tide and average river 
flow of about 50,000 cfs, the salt limit is pushed down 
just past the dock.  There is a very strong density gradient 
seaward of this point with a fresher layer on the surface 
moving rapidly (5 fps) out to sea, and a nearly stagnant sea 
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water layer underneath trying to move up the estuary as a 
wedge.  Surface movement of ice and of drogue bodies was 
observed or tracked by theodolite, giving vector paths as 
sketched in Fig. 1 approaching at about 3 0° to the dock. 

Model calibration involved placing 2 cm wide 
stainless steel strips vertically into holes in the concrete 
bed of the model in the area from the entrance up to Cockle's 
Point, and coarse gravel in the shallow areas further up- 
stream.  By trial, a distribution of this bed roughness was 
found which forced the model to reproduce the correct tide 
curves at each station.  Due to the vertical distortion, 
dp/dm = 8/1, the deeper areas are exaggerated and tend to 
attract more flow in the model than would occur in the real 
river.  Therefore, roughness was concentrated more in these 
deeper areas to create velocities in the various locations 
where measurements were available.  The roughness of course 
has no effect at high water slack, but is very effective on 
falling or rising tide when velocities and head losses become 
significant. 

Fig. 3 shows a comparison of model and prototype 
vertical velocity (from dye timing) and salinity profiles 
at 2.2 hours after low tide at location  s , Fig. lw  The 
tide is rising and the seawater is flooding in beneath the 
fresher layer on top which even at this time is still ebbing 
seaward.  By about 3 hours after low water, the surface layer 
itself will turn and start to be backed up into the estuary. 
The salinity profiles show the very marked stratified grad- 
ient at this station, in the estuary entrance, of 25%oin the 
lower 35 feet and nearly fresh above.  The thick lower layer 
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forces the freshwater layer to flow seaward at high velocity 
throughout the 2.5 hour period just after low water.  This 
phenomena is of importance to the surface clearing of ice, 
as is the time, speed and duration of movement of the lower 
layer with respect to suspended sediment transport.  Only 
with a salt-and-fresh water model can these effects be pro- 
perly simulated. 

Photographs of the movement of surface floats 
(styrofoam, paper punchings, or wood pieces) were also used 
in calibration of the model, and in testing various flow 
diverting structures.  A Haselblad 500 EL camera mounted 
above the harbour area was computer-controlled to take a 
5 second exposure at times of interest in the tide cycle, 
such as at maximum flood and ebb tide, and high and low 
water.  Just after the shutter opened, an external blade 
was triggered to briefly cover the lens, producing a break 
in the streaks which the particles create on the film. 
This break is near the end of the streak where the particle 
came from.  There are white strings 30 inches apart, or 
1,000 feet prototype, stretched across the model just above 
the water surface/ which allows one to scale off the length 
of each 5 second streak in the photograph, and determine 
the particle's velocity, direction and sense* 

Velocity of the lower layer was measured by the 
current meters, but frequently dye was used to show flow 
direction and to colour the lower salt-water layer to 
observe its penetration up the dredged navigation channel, 
into the harbour, and further upstream.  In fact, at low 
tide, the seawater layer was dyed just downstream of the 
dock, and the dye front observed to penetrate up to the 
same limit towards Mosquito Point as shown in Fig. 1 from 
the prototype observations of Dick.  This dye limit corres- 
ponded well with that measured using the Beckman conductiv- 
ity cell at the same spot but without dye. 

Since an indication of any large changes which 
various structures might create in the bottom sediment move- 
ment was also required, gilsonite, bakelite, and fine crushed 
walnut shells (shelblast) were tried as tracers.  The walnut 
shells were found most useful for a qualitative idea of 
likely bed erosion and deposition areas.  Although no tracer 
studies were made in the prototype, it is known from a few 
bed samples Dick obtained, that the harbour area deposits 
are mostly medium to coarse sand of 0.4 to 0.9 mm median 
grain diameter, felt to come from up river, plus some fine, 
silty grey mud of 0.075 mm size.  This mud may come from the 
photographically evident littoral dirft zone aroung Button 
Bay, and be carried on flood tide up the estuary to settle 
out on the mud flats, and eventually in the harbour itself. 
Ignoring the cohesive effects of the silts, the sand may be 
expected to move as bed load for bed velocities greater 
than 0.5 to 0.8 fps. 
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5.  TEST RESULTS 

Since many tests were made, and since the results 
are proprietary information of the sponsor, only a few illu- 
strative results of the investigation will be given here by 
permission.  These results should not be considered as repre- 
senting the sponsor's opinions or recommendations. 

5.1 Deflector Upstream of Dock 

Various configurations were tried, varying the 
length, angle to the flow, and tip curvature to lessen scour. 
Photos 5 and 6 show the ebb flow from left to right past the 
dock without and with a deflector.  The deflector shown is a 
1,200 feet long rubble mound structure.  It provides adequate 
protection in the entire harbour area at ebb tide with the 
slush ice kept out, and with only a very weak clockwise re- 
circulating eddy present. 

Photo 5. Surface Ebb Flow 
Past Dock 

Photo 6. Harbour Protection 
with Deflector 

At flood tide most of the returning ice flows up 
the shallow west side of the estuary across from the harbour, 
since that side then is on the outside of the bend for flood 
flow.  Any ice trapped in the harbour on ebb tide was not 
packed in between deflector and dock on flood tide.  Rather, 
the bottom seawater layer moves into the deep harbour area, 
locally raising the nearly stagnant freshwater layer on top 
and causing a superelevation so that the surface "ice" moves 
out around the deflector.  This phenomena was unexpected, 
but indeed welcome since in the model, even a northwest wind 
failed to overcome the strong clearing effect.  In the proto- 
type, however, freezing cohesion of the real ice could alter 
this behaviour somewhat, and some small tugboat action might 
be needed to break up any persistent ice cover which forms. 
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Sediment placed in the harbour tended to stay there. 
However, walnut shells placed at A upstream of the deflector 
at ebb tide was vigorously moved northwest on the bed, at 
about 30° to the direction of the surface currents, Fig. 4. 
As the tide approached low water, the deflected flow slowed 
down, and was attracted more towards the deeper harbour, and 
a small number of walnut shells moved along the outer edge 
of the harbour at B , a few depositing in the downstream 
corner of the harbour at C and in the approach channel at 
D .  Approximately 90% of the particles placed across the 

river section at A , simulating the sand bed-load coming 
down the river, were strongly moved out the narrow deep en- 
trance mouth into Hudson Bay, not to return on flood tides. 
The few particles at D were carried up into the harbour 
on the next flood tide, and settled out in there in the 
areas hatched.  Particles placed at E were cleared out by 
the strong bottom seawater currents at flood tide.  Obviously 

Fig. 4.  Effect of Deflector on Ebb Bed Particle Movement 
Compared to Surface Flow Velocity Meter Locations 
Also Shown 
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sedimentation will be more of a problem in the harbour if 
this deflector were build, if indeed there is significant 
sediment coming down the river, a factor not yet well 
determined. 

It is also expected that deposition of some sand, 
but mostly mud, will occur on the upstream side of the de- 
flector, as shown by dye simulating any suspended silts 
brought in from Hudson Bay in the salt water layer. 

5.2 Dam With Weir and Causeway 

The second idea investigated was a dam extending 
the deflector over to Cockle's Point.  Placement of a weir 
was tested for best results in the harbour.  Photo 7 shows 
one scheme with a 2,600 feet long weir near the middle of 
the section.  The crest elevation of +10 feet above mean 
water level was 0.4 foot above the highest recorded tide 
in the harbour of September 7, 1967, which had a 9.6 feet 
high water and a -6.9 feet low water.  The weir length was 
chosen to pass the maximum expected flood flow of 100,000 
cfs with a 5 feet head, giving a dammed level upstream of 
+15 feet, the highest suggested before significant flood- 
ing would occur. 

Photo 7. Dam and Weir Upstream of Dock 

The advantages of the dam were found to be as 
follows.  First, the slush ice formed in the rapids becomes 
a static ice cover in the deep wide nearly-stagnant lake 
created by the dam.  Therefore, no ice problem occurred in 
the harbour area, which in any case was protected from the 
direct weir overflow.  Nest, the harbour velocities were 
lowered, with mostly seawater of very low velocity moving 
slowly back and forth to fill the much reduced tidal prism 
between dam and Hudson Bay.  Third, river-borne sediment 
was trapped in the lake, and did not get past the dam.  The 
lake created by the dam was non-tidal and fresh, forming a 
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steady recreational area all year round, plus giving ready 
access to fresh water for the Port and town of Churchill. 
Finally, a roadway may be constructed on top of the dam 
and weir to provide safe access for development of the 
west shore and for tourism. 

The disadvantages of the dam were found to be: 
firstly, extremely high cost due to material and equipment 
availability and overall size (almost 8,000 feet long); 
definite possibility of suspended material settling out due 
to the low velocities in the harbour area even though the 
surface freshwater layer from the weir is always moving 
seaward even at flood tide (except when river discharges 
are very low).  The tests showed that at flows of 10,000 
and 24,000 cfs, the tidal inflow near the bed predominates 
in duration over its outflow, allowing more time for lit- 
toral drift sediments to be brought in and deposit in the. 
harbour.  Thus, increased dredging is forecast, although 
conditions for dredging would be easier.  The river is 
blocked to navigation, although small boats would likely 
be kept above the dam in any case.  Some flooding of the 
area between the dam and Goose Creek will occur at flood 
flows nearing 100,000 cfs, requiring dykes and building 
relocations.  Certain yearly maintenance costs would be 
incurred, and finally the harbour would not clear of ice 
until a few days later than normal. 

5.3  Reduction of River Flow by Diversion 

The Churchill River will soon have much of its 
flow diverted into the Nelson River several hundred miles 
upstream for power development.  The effect of severely 
reduced flows on conditions in the harbour was investigated. 
Fig. 5 shows the drag-plate current meter velocities over 
two semi-diurnal tide cycles, for two test conditions, one 
with present average river flow of 50,000 cfs, and the other 
for an admittedly very small discharge of only 2,500 cfs. 
These two tests demonstrate the effect of a reduction in 
river flow.  First, although not shown here, the high water 
levels at the dock are influenced mainly by Hudson Bay, 
and so were found to be almost the same.  The low water, 
however, is about 0.6 foot lower with the small flow since 
only a small slope is then required to get this amount of 
freshwater out to Hudson Bay.  Water levels further upriver 
are lowered dramatically, by over 4 feet at gauge  1 , 
Fig. 2, so that the river becomes much narrower and shallower. 
The velocity meters located as in Fig. 4, showed interesting 
behaviour.  Meter 51 was in the entrance in the surface 
layer and meter 59 was directly below it near the bed.  With 
the 50,000 cfs flow, there was a 2.5 hour lag between the 
time the bottom seawater (59) began to move as inflow and 
the time when the surface layer (51) finally reversed also. 
However, with the 2,500 cfs river flow, the surface layer 
is so thin that virtually the whole flow from top to bottom 
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reverses direction at the same time.  The tidal prism of 
the estuary which at high flows is filled by river and tide, 
will then be mainly filled by inflow from Hudson Bay.  Thus 
inflow times will be longer and the velocities higher, and 
outflows will be shorter.  The end result will be more time 
for littoral drift sediments to be carried into the estuary, 
and less time to be cleared out.  On the favourable side of 
the question of reduced river discharges is the fact that 
less river flow will bring down less sand and sediments.  In 
addition, less ice should be produced in the rapids by the 
smaller river cross-section.  These two factors may well 
more than compensate for the increased siltation expected 
from Hudson Bay.  The best recommendation now is to wait 
and see if the results of the diversion bear out the predic- 
tions from the model tests. 

Fig. 5.  Two Semi-Diurnal Tide Cycles Giving Velocities 
for 50,000 cfs ( ) and 2,500 cfs ( ) River 
Discharges 

DISCUSSION 

The purpose in presenting this model study is to 
encourage the use of salinity models in the study of flow 
phenomena where density effects are involved.  Although not 
inexpensive to operate because of salt use, the model con- 
trol and data acquisition by on-line computer was most effec- 
tive in keeping testing to a minimum.  Use of plastic pipe 
and concrete is recommended where possible to avoid corrosion 
problems.  Even rusting, however, requires years before 
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significant damage occurs, and by then the equipment has 
certainly paid for itself in allowing better knowledge to 
be gained than from all-fresh water tests.  Instruments 
made of type 316 stainless steel were found to resist 
corrosion very well. 

The results of a few of the schemes tested on 
the model to improve conditions in Churchill harbour, 
particularly under ice-run conditions were described along 
with their advantages and drawbacks.  Obviously no scheme 
was perfect, but at least the results should allow a better 
appraisal of the merits of each when the time comes to 
implement one at Churchill. 
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CHAPTER 199 

Analysis of Time Conditions for Hybrid Tidal Models 

Klaus-Peter Holz 

Summary 

Hybrid models for the investigation of tidal waves in rivers 
and estuaries are a combination of mathematical and hydraulic 
models, which are coupled under real-time conditions. The 
coupling procedure cannot be performed without some time de- 
lay which mainly depends on the time needed for the computa- 
tion of the mathematical model and for the control operations 
on the instrumentation. An analysis of their influence on the 
accuracy of a hybrid model is given and experimental results 
from a feasibility study are presented. 

Introduction 

During recent years great advances have been made in the 
field of numerical models. Simple models which start from 
the assumption of vertically averaged velocities have quite 
often been applied for the simulation of far-field processes 
in tidal waters. They are of good economics and high physical 
reliability and have thus become standard tools for coastal 
engineers. However, when detailed three-dimensional investi- 
gations have to be performed, often mathematical models are 
less reliable than physical models are. This is due to the 
fact that only few numerical models of this type [1,2,3] are 
in use and still only few experience on the choice of physi- 
cal coefficients is available. Furthermore the computational 
expense grows considerably. So it is reasonable to stick to 
physical models for three-dimensional investigations, which 
should be performed at the largest scale possible. However, 
a small section of an estuary can be modeled then only. For 
this the boundary conditions have to be known which often 
makes a seperate investigation necessary. This can be per- 
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formed by setting up a physical model of the whole estuary 
at a much smaller scale. This technique would be rather 
expensive. A second approach can be made by using a far-field 
numerical model. However, now the near-field section has to 
be included into the computation which starts from the assump- 
tion of vertically averaged velocities. A considerable error 
may result from this simplification, which should not be 
allowed for. It can be avoided by a new investigation tech- 
nique, in which the near-field section of the model is rea- 
lized hydraulically and the outer area of the model, for 
which the far-field assumptions are valid, is set up numeri- 
cally. Both models are coupled under real-time conditions 
and thus integrated into one new formulation, which we call 
a hybrid model. The three-dimensional physical model inter- 
acts dynamically with the two-dimensional numerically simu- 
lated part and vice versa. So no special boundary conditions 
have to be controlled on the physical model part. The only 
prescribed conditions are those for the outer mathematically 
simulated part. 

The coupling technique between the hydraulic and numerical 
model follows the strategy of correcting the water-levels 
and the discharges on the boundary between both models with- 
in small fixed time-intervals, thus guaranteeing continuous 
condition between both models. The practical applicability 
of hybrid models depends on the computing time needed for 
the numerical model and on the time needed for performing 
the control operations on the instrumentation. These time- 
elements have to be analysed carefully. This will be done 
by some theoretical considerations and experimentally in a 
feasibility study which was run for an one-dimensional open 
channel system. 

Hybrid Model 

The hybrid model technique will be tested in principle for a 
rectangular straight channel of about 25m length. The tank 
is closed at one end and a sinus-shaped variation of the 
water-level is controled at the other end (Fig.1). 

The channel may be regarded as a hydraulic model of a system. 
For our investigations the model has to be reformulated in 
a hybrid way. It is cut into two parts (Fig.1) now, one of 
which still is a hydraulic model, whereas the other part is 
simulated numerically on a computer. As with respect to geo- 
metry and boundary conditions no changes have been made, the 
time history of the water-levels must remain the same for any 
station in the hydraulic model as well as for the hybrid for- 
mulation. A comparison between measured values in both model 
tests gives some idea on the accuracy and reliability of the 
hybrid approach'. 
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Fig. 1   Feasibility Study 

The coupling procedure between the numerical and the physical 
model part is run on the same computer as the numerical model 
is (Fig.1). Within fixed time-intervals which we call the 
coupling intervals At, the water-level is measured at the 
coupling point in the hydraulic model and given as boundary 
condition to the mathematical model. Now the computation is 
performed for one time-step, which is equal to the coupling 
interval. The numerical model is thus updated from the" time 
level of the last measurement to that for which the boundary 
condition is valid. The computed discharge is then given for 
control to a pump-system on the hydraulic part (Fig.1). If 
this procedure works within very small intervals, continuous 
water-levels and discharge on either side of the coupling 
point can be expected. Practically, however, the coupling 
interval cannot be made arbitrary small as within each inter- 
val some time must be spent on the computation of the numeri- 
cal model and some further time for setting the pump-system 
to the computed discharge values. These time-elements deter- 
mine not only the frequency of the coupling procedure but 
they also represent a time-delay between measuring and having 
the pump set to the computed new position. So they strongly 
influence the behaviour of the hybrid model which is seen 
from Fig. 2, in which a comparison is made between water- 
levels h and discharges q measured in the complete hydraulic 
model and the corresponding values h* and q^in a hybrid for- 
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Fig. 2   Coupling Procedure 

mulation. 

The left side of Fig.2 shows a situation when the delay is 
assumed to be nearly zero. The coupling procedure starts by 
measuring a water-level h* and gives this as boundary condi- 
tion to the numerical model. This now computes a discharge q* 
which will be bigger than the corresponding q in the hydrau- 
lic model if h* was measured higher than h. When now q* is 
controled on the pump it causes the water-level to sink for 
the time At of the coupling interval and so the next measured 
value h* will be lower than h. A lower water-level h* now 
leads to a computed discharge q* which is smaller than q and 
thus the water-level starts rising again. This oszillation 
around the correct value can no longer be guaranteed for when 
the time-delay is taken into consideration. This is shown on 
the right side of Fig.2. The water-level keeps rising during 
all the time needed for the computation of the value q* for 
the discharge which, when available, does no longer corres- 
ponds to the actual water-level. The computed discharge is 
too small now and the next water-level will remain too high. 
But then a rather strong variation of the discharge may 
follow which will surely induce a considerable error and may 
even make the system to run out of control. An analytical 
analysis of such conditions can hardly be given due to the 
nonlinearity of the describing differential equations. So 
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experiments have to be run in order to find out, up to which 
delay the hybrid model will give satisfactory answers. 

Time Elements 

Time delays inherent in the coupling procedure are basically 
caused by three elements (Fig.3). 

measuring h* 

computing  time 
for  the 
mathematical 
model 

instrumentation 
control 

data 
acquisition 

Fig. 3  Time Elements 

Within one coupling interval the water-level has to be mea- 
sured which takes a very short time only. An interrupt is 
generated by the computer, the sampling performed via the 
multiplexer and the analog signal from the instrumentation 
converted into a digital form. A brief subroutine subsequent- 
ly transforms, the measured value into the wanted water-level 
quantity taking the calibration curve of the instrumentation 
into account. Performing all these operations takes mostly 
less than 0.01 sec. So this time element is very small and 
can be neglected for further considerations. The second step 
within the coupling routine is the computation of the ma- 
thematical model. This may take a considerable amount of time 
depending on the size of the system and the chosen numerical 
algorithm for solving the differential equations. These are 
given by the equation of motion 
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v,.   + vv,     + gh,     + Rv = J (1) ' t x .    x 

and the equation of mass conservation 

h, . + h v,  + vh,  = 0 . (2) 
' t      x      x 

v is the velocity, h the water-level, J the bottom slope and 
R stands for a parametric term including turbulence and fric- 
tion. Numerical solutions mostly start from the linearized 
version of the equations 

v,. + vv,  + gh,  + Rv = J (3) 

h, , + h v,  + v h,  = 0 (4) 
t      x      x 

The bar-marked quantities are assumed to be known and are 
chosen identical to the initial conditions for the actual 
computational time-step. 

The numerical solution schemes can be formulated- in quite 
different ways using either a finite difference or a finite 
element approach. In any case a set of explicit equations is 
obtained if the problem is formulated explicitly or an equa- 
tion system will result if an implicit strategy is chosen. 
With respect to the real-time application in a hybrid model, 
the computational expense of both formulations has to be 
analyzed. The solution of the equation system can be per- 
formed rather economically by the douple-sweep algorithm [4,5], 
but explicit schemes are still more economical if a comparison 
is made on a per step basis. However, these schemes are not 
unconditionally stable and so often several computational 
steps are necessary to arrive at a time-level the solution 
for which is obtained by implicit schemes within only one 
step. So implicit schemes may become again faster on the 
coupling interval basis. Furthermore the time-step may be 
varied arbitrarily without altering space discretizations due 
to the stability properties of such schemes. These considera- 
tions lead to the use of a douple-sweep implicit model for 
this study. 

The third time-element is represented by the control opera- 
tions on the pump when this is set to the computed new dis- 
charge value. This can be performed either under direct com- 
puter control or by using additional technical equipment. In 
any case the computed discharge must first of all be conver- 
ted into an electrical or mechanical quantity. This is 
achieved by a simple subroutine refering to the calibration 
curve of the pump. Then this digital value is given via an 
output relay to the instrumentation. If this is set to the 
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new position in only one step this would surely be the most 
time saving way in a real-time application, however, a sudden 
change in discharge will cause big disturbances near the 
coupling point and thus falsify the next measurement of the 
water-level h*. So it is preferable to vary the flow condi- 
tions slowly bringing the instrumentation up to the new po- 
sition by an independent unit being supplied with a clock 
and a counter or in a more flexible and cheaper way by the 
computer itself using the interrupt facilities. The gradient, 
by which the new position is approached, can then be deter- 
mined by a software solution but then the computer is kept 
busy and cannot yet start the next coupling interval. So 
this time must be considered to be the third time-element. 
However, as the computer calculations are performed much 
faster than output signals can be given to the instrumenta- 
tion, this time-element may include additional functions. 
During intermediate intervals data acquisition routines for 
the hydraulic model can be run and thus a task be taken into 
account, for which in many laboratories computers originally 
have been made available. From this then follows that for 
hybrid models mostly no additional installations are needed. 

Besides this way of performing the control operations, which 
can be programmed very easily, there is still a more complex 
alternative. In this again the interrupt facilities of the 
computer are used, now interrupting the computing process of 
the numerical model for control and data acquisition. This 
leads to a more complicated software solution, but allows 
for neglecting the third time-element in all considerations. 
So the only element, causing any delay, is the computing time 
of the numerical model. 

Experimental Tests 

The test series on the time conditions are run for the system 
shown by Fig.4. 

i"4 
0.05 

T 
^V->t i 

hydraulic   part mathematical   part 0.125 

6.00 

12.50 

—o 

*><—t>|< 1>|<1 £=*|-=1 t>|< : 1 

1.50  3.00  3.00   3.00   3.00 

Fig. 4   Hybrid Model 
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At the left hand side a sinus-shaped variation of the water- 
level with an amplitude of 2.5 cm and a period of 300 sec is 
generated. The mean water depth is 12.5 cm. These values 
correspond to conditions which are often found in estuary 
studies of shallow water areas. The numerical part of the 
model is discretized by 5 elements thus giving a computation 
time of about 0.1 sec per time-step. For comparisons between 
the original hydraulic and the later hybrid model the time- 
history of water-levels and velocities is gauged at always 
the same station (Fig.4) in the hydraulic model part. Any 
discrepancy in the results can than be interpreted as an 
error induced by the hybrid realization and by increased or 
decreased time-elements. 

The first test concerns a minimum of delay. The computed new 
discharge q* is then available after 0.1 sec already, but the 
control operations on the instrumentation need much more time. 
So a coupling interval of At = 1 sec is chosen within which 
the numerical model takes 0.1 sec, the control operations take 
0.7 sec and 0.2 sec are left for data acquisition. The results 
from this test for the hydraulic and hybrid formulation are 
given by Fig.5. In the upper part a comparison for the water- 
levels over 5 tidal cycles is made. It shows very good agree- 
ment. The same can be stated for the velocities as shown in 
the lower part of Fig.5. The rather nervous behaviour of these 
curves must be explained from the instrumentation. A thermo- 
element based instrument had been used, giving the resultant 
velocity component at one fixed point only. As no artificial 
damping on the analog output was made and no averaging perfor- 
med, turbulent variations are still inherent in the data. The 
decreasing magnitude of the velocities for the first three 
periods has to be explained by the fact that the system starts 
from rest. Quasi stationary conditions are not obtained up to 
the forth period. 

The object of the experiments is to find out up to which size 
the computing time of the numerical model can be extended. So 
a further test is run with a delay of 2.1 sec. As the coupling 
interval is made At = 2.0 sec, all control operations have to 
interrupt the computation of the numerical model. Due to pro- 
gramming simplification no interrupt is allowed within the 
first 0.1 sec of a coupling interval, in which all measuring 
procedures are run. So finally a delay of 2.1 sec results. 
Figure 6 shows the comparison for the water-levels. In the 
lower part of the figure a detailed analysis for two periods 
is made. Refering to the water-levels measured in the original 
hydraulic model the error for the hybrid formulation can be 
calculated on a per centage basis. The errors found do not 
exceed the range of \%.   So the difference between measured 
water-levels in the hydraulic and hybrid model is of about 
1.5 mm at maximum, or when refering to the tidal range of 
50 mm, of about,3%.   An error of this magnitude, however, seems 
still to be acceptable as this is within the same range of 
accuracy in which in many cases also field-data are. 

A further extension of the time-delay up to 3.1 sec leads to 



3468 COASTAL ENGINEERING-1976 

only slightly increased errors. More interesting to note, 
however, is the fact, that small local disturbances on the 

Hydraulic Test • Hybrid Test 

Fig. 5 Comparison of Hybrid and Hydraulic Test, Delay 0.1 sec 
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measured water-levels at the coupling point, as for instance 
caused by air bubbles in the water, induce very heavy oszila- 
tions of the water-level. Though these mostly disappear after 
slack water, in general test run at this and further extended 
time-delays gave no satisfactory agreement with hydraulic 
model tests. 
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Fig. 6 Comparison of Water-Level, Delay 2.1 sec 
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Conclusions 

A feasibility study was run on the realization of a hybrid 
model technique for open channel flow situations. An analysis 
on the time-delay, caused by the computation of the numerical 
model part, showed that for the system under investigation a 
delay of about 2 sec lead to an error of about 1.0%  for the 
water-levels. This magnitude seems to be acceptable in prac- 
tical applications, as it is of the same order, of which in 
many cases field data are. On the other hand a time of 2 sec 
allows for the computation of about 100 elements in the used 
numerical models In many investigations this number is fully 
sufficient for a good representation of the far-field area 
of a system. So these results lead to the conclusion, that 
the hybrid model technique can readily be applied in practi- 
cal investigations. 
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CHAPTER 200 

PLANFORM INFLUENCE ON FLUSHING AND CIRCULATION IN SMALL HARBORS 

by 

12 3 
Ronald E. Nece , Roger A. Falconer , and Toshiro Tsutsumi 

ABSTRACT 

Laboratory data showing the influence of planform geometry on the 
tidal flushing characteristics of small harbors of simple surface shape.  The 
tide ranges, water depths, and planform areas are typical of those encountered 
in small-boat marinas in Puget Sound, Washington. Each harbor investigated 
had a single, asymmetric entrance. 

Flushing and circulation patterns within such harbors depend strongly 
upon the characteristics of the angular momentum established within the basin 
and upon the effective penetration distance into the basin of the stream of 
ambient water entering the harbor on the flood tide. 

Experimental results confirm that best gross tidal flushing occurs 
when rectangular harbors have an aspect ratio L/B near unity, and that round- 
ing interior corners of the basin has little effect on the gross tidal flush- 
ing but does improve local exchange. Aspect ratios L/B less than 3 lead to 
the creation of more than one circulation cell (gyre) within the basin. 

INTRODUCTION 

This paper reports on a laboratory study of tide-induced circulation 
in small, constructed harbors.  Effects of wind and waves upon water motions 
within the harbors are not considered. 

The study was keyed to the continuing demand for more small-boat 
marinas in Puget Sound, Washington. A common construction approach is to 
dredge the marina basin from a tideflat area, with the dredged material pro- 
viding fill for parking lots, dry land work and storage areas, etc. A break- 
water is provided on the seaward side, usually with a single asymmetric 
entrance located to provide best wave protection.  Surface areas typically 
range from 10 to 30 acres, with provisions for from 200 to 800 boat moorages. 
Such marinas can truly be classified as "small" harbors. 

Questions related to water quality are of considerable importance in 
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the planning and design of such harbors. Of particular concern in the Puget 
Sound area is the potential impact of water quality in marinas on fish, par- 
ticularly migrating junenile salmon. Poor tidal flushing can lead to detri- 
mental algal growths and low dissolved oxygen contents, dangerous to the 
migrating fish.- It becomes imperative in the design of new marinas, and in 
the design evaluation leading to the legal permission to proceed with con- 
struction, that both the gross tidal flushing and the local circulation 
patterns within ^the proposed basins be considered.  The particular concern 
of the present study is the question of how much the basin planform geometry 
affects the overall exchange and the internal circulation patterns. 

The approach followed has been to utilize physical models. Numerical 
modeling procedures have been employed to study flow fields in existing small 
harbors (e.g., Grubert (1)), but in order to predict actual water exchanges 
a convective-diffusion solution would have to be superimposed on the hydro- 
dynamic solution.  Efficacy of the numerical techniques depends upon a valid 
determination of the separation streamline of the flood currents around the 
edges of the harbor entrance and on the time-and-space unsteady circulation 
cell which is initially engendered by this separation phenomenon, as well as 
upon the correct representation of diffusion coefficients.  For designed but 
not built basins, the physical model approach has been considered the more 
economical and graphical approach to a combination of design tool and screen 
(2). 

The laboratory tests described here utilized single-fluid vertically 
distorted models with a 10:1 distortion ratio.  Such models do not properly 
scale diffusion-dispersion processes (3); therefore, the assumption must be 
made the convective transport is the dominant mode of water exchange and 
that diffusion per se is of less significance, allowing the use of tracer 
dyes in the model. This assumption has been used in a number of specific model 
studies of tidal exchange in small harbors subject to fairly large tides, 
where tidal currents are the dominant circulation feature (2). Field verifi- 
cation studies of water exchange are still needed; the models do reproduce 
depth-averaged velocities in the small harbors (4). 

Because the tidal currents are indeed quite strong in the basins 
modeled it is safe to ignore Coriolis as well as wind and wave effects, and 
because the basins are relatively short and deep the absence of a friction 
calibration is not viewed as a major concern. Results are restricted to 
non-stratified harbors having no fresh water inflow; this is indeed the 
situation for the well-mixed water bodies which have been investigated so far 
in the Puget Sound marina studies. These limitations are listed here because 
they do restrict the generality of the results. 

RANGE OF TESTS 

The laboratory studies were treated as model studies of idealized 
basin shapes. The scale ratios were 1:500 horizontal, 1:50 vertical. Tides 
were restricted to repetive, sinusoidal tides of constant period of 10.52 
minutes in the model corresponding, via Froude law scaling relations, to a 
12.4-hour semi-diurnal tide. 
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Gross water exchange (flushing) was deterined by measuring changes in 
the concentration of fluorescent dye Rhodamine-WT in the basin over a number 
of cycles.  Ink dye was used for visual observation of internal circulation 
patterns. Laboratory techniques and details of the tidal model basin used 
have been described previously (2,4). 

Flushing data are presented in terms of E, the average per-cycle 
exchange coefficient, defined as that fraction of the water in the basin at 
high water slack which is removed from the basin and replaced by ambient 
water during the cycle ending at the next high water slack.  The choice of 
selecting the period from high-water to high-water is arbitrary, but leads 
to a simple comparison with the tidal prism ratio, defined conventionally as 

Tidal Prism Ratio(TPR) - (Basin Vol. at High Tide)-(Basin Vol.at Low Tide) 
Basin Volume at High Tide 

where the numerator is known as the "tidal prism." A "flushing efficiency" 
is defined as 

n = ^j x 100, percent 

and compares measured water exchanges with those predicted by the simple tidal 
prism theory. 

Three planforms—rectangular, rectangular with rounded corners, and 
circular—were investigated.  For simplicity, vertical walls and horizontal 
basin bottoms were used in all cases.  The basin planforms and notation used 
are shown in Figure 1.  Semi-circular "jetties" were used at the entrance in 
each case. 

The basin area was maintained at 1.25 x 10 square feet (28.7 acres). 
The equivalent L/B =1.00 basin (which was not tested) has a side length of 
1180 feet, or approximately 0.2 mi.  The mean depth d within the harbor was 
16 feet, taken at mean water level.  The three tide ranges used in the tests 
were:  neap, 4 feet; mean, 8 feet; spring, 12 feet.  These values are repre- 
sentative of small boat basins in Puget Sound.  The range of L/B in the rec- 
tangular basin tests varied from 0.20 to 5.00, more than spanning the usual 
range of aspect ratios found in such small harbors with single entrances 
aligned with one side wall.  Entrance widths w were 125, 250, and 500 feet; 
the first is the most representative of field dimensions, and is emphasized 
most in following results.  Data are presented in terms of equivalent proto- 
type dimensions. 

TIDAL FLUSHING 

Essentials of the flushing (water exchange) test results are summarized 
in Figure 2 on which are shown data for three entrance widths w, three tides 
H, for rectangular basins over the aspect ratio L/B range 0.2 to 5.0.  No data 
points are shown on Figure 2; a representative set is shown on Figure 3, illus- 
trating the degree of experimental scatter which can be obtained in the rather 
sensitive exchange tests. 
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A few conclusions are apparent. Over the range of L/B from 2/3 to 
3.2 there is relatively little variation in exchange coefficient E for a given 
tide range H. The overall flushing falls off markedly for L/B less than 1/3 
and greater than 3.  This trend holds for the narrow entrance widths w.  The 
dip in the E-curve near L/B = 1.0 is confirmed by the test points in Figure 
3.  At the larger tides H, the narrower entrance generally produces better 
overall flushing. As H decreases, the flushing efficiency n increases; this 
behavior has been noted on model studies of specific marinas having the very 
short entrance channel lengths used in the present tests. 

Effects of L/B and w noted above are linked to the angular momentum of 
the complex flow within the harbor. The preservation of this angular momen- 
tum, associated with the deflection of flood tide flows through the entrance, 
is especially important to the internal circulation and, hence, harbor flush- 
ing.  Circulation cells, or gyres, are created on the flood tide flow by 
moments of effective stresses associated with flow separation past the break- 
water. These cells grow in both circulation strength and in size until they 
occupy a significant part of the basin, and may persist well into the ebb 
phase of the tidal cycle.  As a consequence of the angular momentum established 
within the basin, even in the absence of longshore currents ebb flows are often 
skewed instead of leaving the basin in a direction parallel to the entrance 
axis. Higher velocities occur near the basin perimeter, and lower velocities 
near its center. These conditions in some respects are comparable to those 
occurring when tangential entrance jets of small size are used to produce a 
slow-moving large-scale circulation in water supply reservoirs (5).  This 
angular momentum allows the inflowing ambient water to sweep past a major 
portion of the interior boundaries of the basin without losing its identity 
through diffusion.  Thus, factors which contribute to increased angular mo- 
mentum would be expected to improve overall flushing. 

A preliminary sample angular momentum control volume analysis was made 
which considered shear forces on the walls and bottom of the basin and pressure 
forces on the walls; these would enter calculations of angular momentum about 
a vertical axis at the basin center. While details of these forces were not 
considered because interior velocities were not known, it was demonstrated 
that the optimum rectangular planform for maximizing the interior velocities 
at any instant of time is a square, L/B = 1.0 (6).  For a constant surface area 
A the square planform has the minimum boundary perimeter, so that for a given 
H, w combination there is the greatest possibility in such small harbors that 
the ambient water entering as a two-dimensional jet will be able to circum- 
navigate the basin.  Water which so completes the circuit around the boundary 
has a velocity component along the breakwater side of the basin as it approach- 
es the entrance from within (clockwise, in Figure 1); if this not fully mixed 
ambient stream reaches the entrance at about high water slack some of it will 
be deflected back into the basin but some will exit the basin and not accomp- 
lish any effective exchange. The dips on the E-curves near L/B - 1.0 on 
Figures 2 and 3 reflect this phenomenon. 

The 125-foot entrance width w is narrow enough to lend itself to the 
above reasoning over the full L/B range tested, and the 250-foot width nearly 
so.  For the 500-foot width, tested for the 8-foot tide only, at small L/B the 
entrance width approached L and for large L/B for the constant surface area 
the width w approached B, and in neither case do the foregoing angular momen- 
tum considerations apply.  Actual entrance widths are seldom much less than 
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the smallest (125 feet) valve tested, due to navigation considerations. 

The reason for the fall-off in E for L/B less than 1/3 and greater 
than 3 will be discussed in the next section. 

Figure 4 shows there is little difference in gross flushing perform- 
ance between the rectangular and rounded-corner basins of equal aspect ratio. 
The benefit of the rounded interior corners is that local separation zones, 
hence areas of relatively stagnant water, are eliminated; this is a point of 
concern to fisheries resource managers. 

Figure 5 reflects the data of Figure 2, and indicates more clearly 
that the flushing efficiency for these short-entrance basins increases as 
the tide range H decreases.  This is contrary to what can happen if entrance 
channels are longer or if exterior constraints such as a detached breakwater 
located athwart the channel axis impede the free exchange of basin and ambient 
waters, so that at the smaller tide ranges some of water exhausted from the 
basin on the ebb is returned to the basin on the flood. 

Figures 6 and 7 indicate very little difference in the flushing per- 
formance of rectangular and rounded-corner basins with L/B = 1.0 and of a 
circular basin of the same surface area. At the "mean" tide of 8.0 feet 
flushing coefficients are nearly identical, and all exchange coefficients are 
above 80 percent.  Extrapolation of these results to tide ranges of less than 
4 feet may not be safe.  It also is pointed out again that the combination of 
A, H, and d tested apply to limited geographical areas. 

CIRCULATION PATTERNS IN HARBOR 

Insight into the mechanisms of the tidal flushing process can be gained 
be considering the path and distance penetrated into the harbor on the flood 
tide by the inflow stream of ambient water and by relating this distance to 
the planform geometry of the basin.  This section deals with a simple corre- 
lation of these quantities. 

Experimental results are shown in Figure 8 for two tidal ranges for 
each of four harbor geometries.  Small tubular drogues, weighted to provide 
adequate vertical penetration so that the drogues move with the local depth- 
averaged velocity, were released at the center of the entrance at the time 
of mean water level crossing and were tracked through the basin for the sub- 
sequent one-quarter cycle to high water slack.  The locations of the drogues 
at one-eight and one-fourth of the tidal period T after release are indicated, 
as well as the paths followed.  The effect of doubling the range H from 4 
feet to 8 feet is apparent. 

For the elongated basins of L/B = 3.20 and L/B = 0.31, the drogue paths 
indicate how two circulation cells are developed in the harbors.  For the in- 
let orientation shown the cell near the harbor entrance is clockwise in each 
case, while that in the rear portion of the harbor is counterclockwise.  The 
drogue pathlines for these two configurations do not show that part of the 
ambient water stream does not follow the plotted pathline into the rear sec- 
tion of the harbor but rather moves into the gyre in the front section of the 
harbor.  Figure 8 indicates pathlines for water entering at the time of mean 
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water level crossing. Ambient water entering the basin prior to this time 
on the flood tide has followed much the same path after initial development 
of the cell inside the harbor entrance; as a consequence, at the time of high 
water slack there are currents moving along the walls of the harbor and to- 
ward the mouth. 

For purposes of comparison, a penetration distance p has been defined 
as the distance traveled along its pathline by a particle of water which 
enters the basin at the time of the mean sea level crossing, which for prac- 
tical purposes in an entrance of the type used in the present study is the 
time of maximum velocity of the flood tide current.  The flood current has 
maximum or near-maximum momentum at this arbitrarily selected but convenient 
time, and from consideration of conservation of m mentum of the inflow "jet" 
it possesses the capability of penetrating a maximum distance into the basin 
in a finite time. The following simple analysis considers the penetration 
distance p at high water slack, a time T/4 after water entrance into the 
basin.  Notation is shown in the definition sketch, Figure 9.  The rounded 
jetties used in the tests minimized contraction of the inflow as it passed 
through the inlet, so that a one-dimensional condition of uniform velocity 
V0 over the entrance area wd could be a reasonable assumption. 

The inflow stream initially flows parallel to one wall in the harbor 
planforms studied, but in all cases ultimately deflects from its initial 
direction.  The choice remains, in a simple momentum correlation, whether to 
employ a wall-jet analysis or a slot-jet analysis.  In either case, neither 
of which matches the physics of the tidal currents in the small harbors, the 
expression for the velocity v along the streamline of maximum velocity is 

-1/2 

i •c© o 

Values of the constant C are 3.45 for the wall-jet (7) and 2.28 for the slot- 
jet (8), respectively. Assuming that the steady flow relations can be applied 
to a water particle moving along this streamline, integration of the expres- 
sion v = dx/dt along the initial direction of motion, x, gives 

,   2/3  2/3 1/3 2/3 
x = (- C)    VQ • w   t 

It remains to relate V0 to the tidal range and to the basin geometry. 
Applying the simple one-dimensional continuity equation for a sinusoidal tide 
of range H and period T to the basin of planform area A and inlet cross-sec- 
tional area wd at the mean water level, VQ at this time is given by 

_ JTH A_ 
o   T wd 

Interchanging the penetration distance p for the distance along the x-direc- 
tion gives 

,   2/3 „2/3  . 2/3  „ 2/3 

1/3 "•dJ 
w 
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where n = the fractional part of the tidal cycle after t = 0 at which p is 
evaluated. 

The results of Figure 8 have been replotted in Figure 10, in which 
the maximum value n = 1/4 represents conditions at high water slack.  The 
slot-jet value of C = 2.28 was used because it correlates more closely with 
the experimental observations; the wall-jet empirical constant C over-predicts 
the penetration. Numerical agreement with the jet models considered could 
not be exp.ected, but the test results do show agreement in the form of the 
penetration distance vs. time relationships.  Therefore, the form of the last 
equation given above can be used to predict changes in the ambient-water pene- . 
tration into a harbor with variations in tidal range H or in harbor geometry 
parameters A, d, and w. 

CONCLUSIONS 

The effect of planform geometry upon the tidal flushing characteristics 
of small harbors with single asymmetric entrances has been studies for simple, 
rectangular basins in which wind and stratification effects are negligible and 
tidal action is the dominant flow-producing mechanism. When harbor aspect 
ratios exceed 3 or are less than 1/3, multiple circulation cells exist within 
the harbor and the basin-average tidal flushing is reduced.  So long as the 
aspect ratio is kept within these limits there is relatively little variation 
in the tidal exchange coefficient, E, with L/B for a given tidal range H, al- 
though best flushing occurs when the aspect ratio is close but not necessarily 
equal to unity, the value predicted by simple considerations of angular momen- 
tum of the internal tidal currents. 

The experimental data indicate that rounding interior corners of the 
harbor does not improve the gross flushing.  The elimination of sharp interior 
corners does, however, eliminate local stagnation zones and thus improves local 
water exchange and local water quality. This latter consideration is important 
to the safety of fish which pass through or temporarily reside in small-boat 
basins of the size range tested.  In the Puget Sound area of Washington, this 
point is of particular concern in the safe migration of juvenile salmon.  Fig- 
ure 11 illustrates changes in typical marina planform shapes for small-boat 
basins in the Puget Sound region which have in some part been brought about 
by considerations of tidal flushing and internal circulation patterns, parti- 
cularly the latter. 

Results of this study may be used to answer some of the hydraulic 
questions considered in the design of such harbors and may reduce the need for 
individual model studies on a case-by-case basis. 

ACKNOWLEDGMENT 

The experiments reported were conducted in the C. W. Harris Hydraulics 
Laboratory, University of Washington, Seattle, U.S.A. 



3478 COASTAL ENGINEERING-1976 

REFERENCES 

1. Grubert, J. P., "Numerical Computation of Two-Dimensional Flows," 
Journ. of the Waterways, Harbors, and Coastal Eng. Division, ASCE, 
102, No. WW1, February 1976, pp. 1-12. 

2. Nece, R. E. and E. P. Richey, "Application of Physical Tidal Models in 
Harbor and Marina Design," Proceedings of the Symposium on Modeling 
Techniques, ASCE, San Francisco, California, September 1975, pp. 783 
-801. 

3. Harleman, D. R. F., "Pollution in Estuaries," Chapter 14 in Estuary and 
Coastline Hydrodynamics  (A. T. Ippen, Ed.), McGraw-Hill, 1966. 

4. Nece, R. E. and E. P. Richey, "Flushing Characteristics of Small-Boat 
Marinas," Proceedings of the Thirteenth Coastal Engineering Conference, 
Vancouver, Canada, July 1972, pp. 2499-2512. 

5. Sobey, R. J. and S. B. Savage, "Jet-Forced Circulation in Water-Supply 
Reservoirs," Journal of the Hydraulics Divisipn, ASCE, 100, No. HY12, 
December 1974, pp. 1809-1828. 

6. Falconer, R. A., "Tidal Circulation Effects in Rectangular Harbors," 
MSCE Thesis, University of Washington, Seattle, Washington, 1974, 
97 pp. (unpublished). 

7. Rajaratnum, N., "The Hydraulic Jump as a Wall Jet," Journal of the 
Hydraulics Division, ASCE, 91, No. HY5, September 1965, pp. 107-132. 

8. Albertson, M. L., Y. B. Dai, R. A. Jensen and H. Rouse, "Diffusion of 
Submerged Jets," Transactions ASCE, 115, 1950, pp. 639-664. 



PLANFORM INFLUENCE 3479 

L ( vw.) 

8 (var.) 

1-vQ 

w (var.) 

Plan — Rectangular Basin 

(Note-- r-ZSO',a\l cases, 
Rounded Corner Basin ) 

Plan -  Circular   Basin 

(Note : Surface Area = L8) 

«E 
A7SL 

IZ5 
KH y—Tip of Jetty 

cases; 

Sect.  P-P 

s=250' 
(all cases) 

Sect. Q-Q 

Vertical   Wall,   Level  Bottom Basin- 

H TPR  = 
d + H 

n = TPR 
xlOO 

FIGURE i.  Definition and notation diagram. 



3480 COASTAL ENGINEERING-1976 

on 

0.6 

os 

0.4- 

0.3 

O.Z 

O.I 

i 1 1—i—i—i  i i i 1 I 1—i—i—r~r 

L 

w =   125' 
2SO'  
500'     

O.ZO     0.31 0.56    080   1.16      ISO 3.20     5.00 

J I ! ! I   I   I   I J L J I \, i   L 
O.I 0.2 OA     0.6   o.e I.O 

L/8 

2.0 A.O     6JO  e.o IO 

FIGURE 2. Flushing data summary, rectangular harbor. 



PLANFORM INFLUENCE 3481 

0.5 

OA 

0.3 

1 1 1—I—J   Jit 

Data Points,  (a)   . 
Rectangular   Basin 

O.Z 

 1 1 1 1—i—ill T 

w-125' 

TPR^O.A-OO ~y 

O.SO     0.31 0.56   0.80   1.16      1.60 3.20    S.OO 

1     ,'.,'• ,1,, '     '•    ,' i ! i , i. 
OA 0.2     0.4- 0.6   0.8 I.O 2.0 

Lie 
4.0    6.0   8.0 lO 

FIGURE 3.  Representative data set, rectangular harbor, 

H = 8 feet, w = 125 feet. 

0.5 

OA 

0.3  - 

O.Z 

1 i      r 1     1    1   1  1  1  1         ' 1         1      1     I    1    1   1 

A    Data  Points, 
Rounded Corner Basin 

TPR=0.400~f 

Basin  ^—Rectangular 

/ 
/A 

*- Rounded Corner Basin          —^^ - 

i 

0.31 0.80   1.16 

I    i    i   i  i  1   ' 

3.eo 
i       i     i   i 1   1   1  1 

O.I O.Z z.o OA      OA   0.8 1.0 

LJB 
FIGURE 4.  Comparison of flushing performance, rectangular 

basin and rounded corner basin, H = B', w = 125'. 

4.0     6.0 8.0 IO 



3482 COASTAL ENGINEERING-19 76 

too 

80 
n 
% 60 

40 

20 

Recfanqular Basin, L/B = 0.4- 
•        I.O 

Z.5 

6 8 
H.ft 

IO IZ /4 

FIGURE 5. Variation of flushing efficiency with tide range, 

regular basin, w = 125 feet. 



PLANFORM INFLUENCE 3483 

0.6 

OS 

0.4 

0.3 

O.Z 

O.I 

 1 r 

w = 125' 

  Rectangular   Basin ,  LJB-I 
A Rounded  Corner Basin  ,      <• 
 Circular Basin 

J_ I JL 
O Z 4 6 9 IO 

H.ft 

FIGURE 6.  Comparison of flushing performance, 

circular and "square" basins. 

iz 14 

IZO 

too 

eo 
n 
%   60 

40 

20 h 

w=lS5' 

Rectangular  Basin , t-J8 = ' 
Circular Basin 

JL J_ 
6 a 

hi, -ft 
IO IZ 14 

FIGURE   7.     Flushing  efficiency,   circular  and  Tisquare" basins. 



3484 COASTAL ENGINEERING-1976 

zooo' 

L- 625 

\ 
\ X » 

.'/ 
/ '7 / / 

,'/ 
il 
'/ 
i 
1 

Jg=3.20 

8 = 
625' 

L*ZOOO' 

1 
1 

L_ _ 
B O.SI 

L=/2/0' 

8= //                         1 /040* 
1 

1             I 

= 1.16 Circular 

v/= IZ5', d = 16' 
Time from   MSL. T/de    Range 

i  • »-«• - 
5  « H = 8<  

FIGURE 8.  Inlet jet paths and penetration distances 

for four harbor planforms. 



PLANFORM INFLUENCE 3485 

^ 

=  2.28 ; C=P.28 

n =0 @ MWL 

Vo   g? Wsw/w/w 

-»- y 

FIGURE 9.  Definition diagram, jet penetration analysis. 

3000 

2000 - 

/>,« 

I0OO - 

FIGURE 10.  Jet penetration measurement data. 



3486 COASTAL ENGINEERING-1976 

Bulkhead 

I— Entrance.  Channel •1969 ••   A   « ZO acres 
~ 68 O boats 

(976 : A «• 25 acres 
" 900 boats 

o soo 
I—I I I I I 
Scale., Feet 

I^Jettuj 

\*-Entrance. 
Channel 

FIGURE 11.  Changes in marina planform design to 

achieve improved internal circulation. 



CHAPTER 201 

COASTAL PROBLEMS IN SRI LANKA 

1 2 
Frans Gerritsen and Summa R. Amarasinghe 

ABSTRACT 

As an island state with about 900 miles of coastline, Sri Lanka is endowed 
with a large natural resource: its 720 miles of sandy beaches. The coastal 
zone is under stress by a burgeoning population, living in the coastal belt,and 
a variety of other demands with conflicting interests. Due to natural causes 
and interference of men, erosion is a serious problem in the densely populated 
southwest part of the island. 

This paper describes the principal characteristics of the coastal environ- 
ment and discusses the nature of some of the basic problems. In the recommenda- 
tions, emphasis is placed on the setting up of an organizational structure to 
study the problems, both in the field and in the laboratory, with respect to the 
management aspects in the coastal zone. 

INTRODUCTION 

The island of Sri Lanka, 25,000 square miles in area with a coastal peri- 
meter of about 900 miles (at least 80% of which are sandy beaches) is located 
at the southern tip of India; it lies between 6° and 10° north latitudes and 
between 79° and 82° east longitude. It has a population of 13 million and of 
this as many as two million are concentrated in the southwestern coastal belt up 
to a distance of 100 miles south of the capital city of Colombo (see map, Fig. 1). 

A coastal retreat, due to erosion by the sea (at one point up to 1,000 ft 
in the last 50 years), has resulted in the loss of several square miles of the 
coast especially in the densely populated southwestern region. Of the several 
protective structures, viz. boulder revetments, sea walls and later on groins, 
erected in the last few decades only some were successful in combatting the 
erosion problem. In more recent times the problem has been aggravated by both 
the direct and indirect consequences of sand and coral mining and other engi- 
neering and industrial activity in the coastal zone by numerous individuals and 
organizations. The rapid development of the country's tourist industry in the 
last decade has had its impact on the coastal zone. The preservation, restora- 
tion, and environmental control of the beaches and above all the effective 
management of the coastal zone has high priority in the country's development 
plans. 

It was obviously futile to permit illegal and uncontrolled operations to 
continue on the coast and then spend large sums of money to protect the coast. 
In addition, existing legislation for seashore protection was weak, while a 
solution was also necessary for the socio-economic problem of those engaged 
in the illegal mining of sand and coral for a livelihood. In this connection, 

Professor, Dept. of Ocean Engineering, University of Hawaii. 
2 
Head, Coast Conservation Division, Colombo Port Commission, Colombo, 
Sri Lanka (formerly Ceylon). 
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FIG.   1        MAP OF SRI LANKA 
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proposals made by the Ministry of Shipping and Tourism three years ago and 
accepted by the government consisted broadly of: (a) the creation of a single 
authority to control, regulate and coordinate all activity within the coastal 
zone which may have adverse effects on coast conservation in Sri Lanka; and 
(b) the framing of separate legislation for the conservation of the country's 
coast. 

Action as proposed above was pursued by seeking assistance from the 
United Nations for the services of an expert in coastal engineering. In this 
capacity the senior author spent three months in Sri Lanka (July - September, 
1974) to study the coastal problems, to recommend solutions and to make appro- 
priate recommendations for a Coastal Zone Management Program in Sri Lanka. 
Furthermore, the Colombo Port Commission and the Ministry of Shipping and 
Tourism, in collaboration with the country's Legal Draughtsman's Department 
drafted new legislation for coast conservation in Sri Lanka. This draft 
legislation is now awaiting debate in the country's National State Assembly. 

DISCUSSION OF ENVIRONMENTAL FACTORS 

Prior to discussing the particular coastal problems in the State, this 
section provides information on the environment and the general character- 
istics of the littoral drift. 

Geology 

The major portion of the island (about nine-tenth) consists of crystalline 
rocks of Archaean age, with narrow belts of sediments in the coastal zone [1]. 
Extensive development of sedimentary rock is found along the northwest coast 
of the island, where limestones of Miocene age are found. Beaches are found 
all around the island. Along considerable portions of the west coast a shallow 
coastal reef of sedimentary sandstone of recent age is found. This reef has 
been a stabilizing factor against beach erosion. The reef runs parallel to 
the shoreline between Colombo and Mt. Lavinia; at other locations (Negombo, 
North of Colombo) it makes a small angle with the present shoreline. 

Along the greater part of the southwestern and eastern shoreline, beaches 
are situated between rocky headlands of gneis or granite. In many locations, 
beaches are backed by lagoons, estuarine deltas and marshes indicative of 
progradation and coastal rectification that followed a phase of submergence [1]. 
Cliff coasts occur in the south of the island between Dondera and Tangalle and 
in the Trincomalee area on the northeast coast. 

As to the possibility of tilting of the island around an east-west axis 
(between Colombo and Pottuvil) with the southern portion of the island going 
down, this theory has been dismissed by Swan [1]. Instead there seems more 
evidence for a steady rise in sea level in post Wiirm times, with minor oscil- 
lations superimposed thereon. 

The present phase of increased erosion seems due to a slight rise in sea 
level since the mid-19th century. 
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Coral reefs are found along parts of the west and east coast. Most 
coral beds are dead but live coral is still found near Hikkaduwa on the 
southwest coast and near Trincomalee on the east coast. 

Winds and Waves 

There are two distinct climatological periods—the southwest monsoon from 
May to September and the northeast monsoon from November to January. Waves 
from the southwest are predominant during the southwest monsoon, although waves 
from the northwest occur occasionally. Winds from the southwest are consider- 
ably stronger than from the northeast and the wave conditions on the west coast 
during the southwest monsoon are more severe than on the east coast during the 
northeast monsoon. In both cases, the height and period of the significant 
waves are somewhat reduced during periods of high wind speed due to a limited 
fetch length, so that the condition of a fully-developed sea will not be reached 
(Fig. 2). 

Waves from the southwest have a median significant height of about 5 ft 
with a significant period of 5 1/2-6 sec; whereas, waves from the northeast 
have a median significant wave height of about 3 ft with a significant period 
of approximately 4 1/2 sec. 

In addition to the waves generated by the wind there is the southern swell 
(from directions between south and southeast), originated by winds and storms 
on the southern hemisphere. It has a significant effect on the direction and 
magnitude of the littoral drift. 

Tides and Currents 

Tides are predominantly semi-diurnal; the tidal range varies approximately 
between 1.5 and 2.0 ft during spring tides and between 0.3 and 0.8 ft during 
neap tides [2]. In addition, there is a small seasonal variation. 

General ocean circulation around Sri Lanka depends on the monsoon season, 
as shown in Fig. 3. In a study on oceanographic conditions [3] currents along 
the west coast were found to run in northerly direction during the southwest 
monsoon and in southerly direction during the northeast monsoon. The strength 
of these currents was usually less than 0.5 ft/sec in the Colombo area, but 
got as high as 1.7 ft/sec in the Galle area. Occasionally considerably higher 
values (up to 2.9 ft/sec) were observed for no obvious reasons. 

Tidal currents become important in the vicinity of tidal inlets and at 
the mouths of bays and lagoons. Near the breaker zone, wave induced currents 
become significant and are a primary cause for the movement of sand along 
the shoreline. 

Rainfall and Hydrology 

Rainfall is heavy in the mountain areas of the central part of the country, 
about 100 inches per year, and very heavy on the southwestern slopes of the 
central hills (up to 200 inches per year). In the coastal belt it averages 
50 inches per year. The extreme southeast and northeast coastal zones are 
dry; the annual rainfall there is below 50 inches. 
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FIG. 2   WIND CIRCULATION PATTERNS IN INDIAN OCEAN 
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FIG. 3   OCEAN CURRENTS OFF SRI LANKA 
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The greater part of the precipitation in Sri Lanka returns to the atmos- 
phere through evatransporation [2]. The remaining part is discharged to the 
ocean by a number of rivers of different sizes, which originate in the central * 
highlands and flow toward the coastline. The largest rivers are the Dadura Oye , 
north of Chilaw; the Kalani Ganga*, north of Colombo; and the Kalatura Ganga, 
all on the west coast and the Mahawela Ganga, flowing into Trincomalee Bay on 
the east coast. These rivers carry large amounts of sediment (sand) to the 
various coastal sections. 

In a number of locations the rivers discharge their sediments into a 
coastal lagoon where part of the sediment load is temporarily deposited. The 
steeper the river, the greater the current velocities and the larger the size 
of the sediment particles that can be transported. 

Littoral Drift 

The wave climate responsible for the littoral drift along Sri Lanka's 
shoreline is strongly related to the monsoon periods. Along the west coast the 
southwesterly waves induce a littoral transport in a northerly direction. 
Occasionally the drift is reversed during periods of northwesterly storms. The 
northerly drift is reinforced by the effect of the southern swell for most of 
the west and southwest coasts. Locally the littoral drift is reversed due to 
wave refraction and/or diffraction. 

During the southwest monsoon, the southwest coast of the island has a nodal 
point of the littoral drift in the vicinity of Hikkaduwa (see Fig. 1). North of 
this point the waves are moving sediments in northwesterly direction, south of 
there in southeasterly direction. In the vicinity of a nodal point the sediments 
transported by the waves must be supplied from upland or from local sources and 
often this supply is not adequate to meet the demand. The rate of erosion in 
this area is the largest in the State (see Fig. 4); in addition, natural erosion 
here is reinforced by offshore mining of coral. Along the east coast the drift 
is predominantly to the north during the southwest monsoon under the effect of 
the southern swell. During the northeast monsoon the transport is basically 
southward under the predominant effect of the wind-generated waves from the north- 
east. The southeast coastal area of the state is an area of deposition, as is 
the northeast coast of the Jaffna Peninsula. 

PROBLEMS IN THE COASTAL ZONE 

Erosion 

The causes of erosion in Sri Lanka can be broadly classified as due to: 
(a) natural erosion, (b) erosion and sedimentation due to man-made activity, 
and (c) erosion due to biological activity. 

Natural erosion has manifested itself in the formation of a series of bays 
on the southwest coast suspended by rocky headlands most of which form reasonable 
stable shorelines. The eroding tendencies of convex shorelines have also resulted 
in the long term in the creation of several exposed reefs especially on the south- 
west coast where beach material has been removed by currents over the years. 
These shorelines have had to be protected by the construction of revetments and 
in some places by groins. 

Local words for "river" 
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Another aspect of natural erosion is the cyclic changes of shorelines 
adjacent to tidal inlets. An example of the latter is the erosion pattern 
at the Kalutara inlet where the Kalu Ganga, which discharges the largest 
volume of water in Sri Lanka, has a fluctuating river mouth. Coast erosion 
of the adjacent shoreline occurs either on the north or south shores depending 
on the position of the inlets and the mechanism of the littoral drift in its 
vicinity. The inlet or river mouth is also called outfall because it 
allows the discharge of flood water into the ocean. Reference is made to the 
following section for further discussion. 

The existence of a deep canyon or a deep harbor entrance traversing the 
coastline may act as a barrier to the littoral drift resulting in erosion of 
the downdrift shoreline. Such a barrier most likely exists in the entrance to 
Trincomalee Harbor on the east coast, where the predominantly northerly drift 
caused by the southern swell is interrupted by the over 100-fathom deep entrance 
to Trincomalee Harbor. Erosion of the shoreline to the north of Trincomalee as 
seen in Fig. 4 seems to be the result of this condition. 

By far the largest contribution to problems of erosion and sedimentation 
of the island's shoreline has been made by the interference by man with the 
natural processes that occur in the coastal zone. Such activity in Sri Lanka 
has consisted of: (a) the legal and illegal mining of sand and coral from the 
coastal zone, the latter usually by the destruction of reefs; (b) constructiqn 
of training works at outlets of rivers and streams for drainage purposes without 
adequate consideration of the consequences to the adjacent shoreline; (c) con- 
struction of fishery harbors to meet demands of national priorities without 
adequate investigation and study; and, (d) the construction of emergency protec- 
tive works against sea erosion, such as groins and seawalls, to satisfy pressures 
resulting from the density of human habitation in the coastal zone and which in 
the long term have adverse consequences on adjacent coastal areas. The problem 
has been aggravated in recent years especially with the development of the 
tourist industry and the consequent demand for beach-oriented recreation areas. 
These and the siting of several activities conflicting with one another in 
coastal areas, with little concern for coast conservation, have led to the 
urgent need for coastal area planning. Examples of some of these problems are 
described later in this section. 

The biological reason for erosion mentioned earlier is the destruction of 
some of the reefs in the Trincomalee area of the east coast by the coral eating 
starfish (Aaanthastar Planoi).    The starfish found abundantly in this region 
are since 1974 being collected and destroyed under a program executed by the 
Fisheries Department. In 1974 a team of six divers collected and buried about 
24,000 starfish in a period of about three months. It has been suggested that 
a likely cause for the outburst of starfish attack since about 1972 is a direct 
consequence of the collection of tropical fish for export (an expanding activity 
in recent years), some of which are the natural predators of the starfish larvae. 
Investigations made by the Fisheries Department over the last two years have 
revealed that the presence of starfish is fortunately confined only to the 
Trincomalee region of the island's coastal waters giving rise to the hope that 
the present program of eliminating this menace would have successful results. 
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Coastal Inlet Problems 

Kalutara Inlet 

An excellent example of unplanned activity in a coastal area resulting in 
multiple-use conflicts is found at the outfall of the Kalu Ganga, one of the 
island's major rivers. Figure 5 shows five significant positions of the out- 
fall between 1921 and 1976. In 1921 the outfall was at the northern extremity 
of the barrier beach and the lagoon had been enclosed by the sandbar to form 
a lake. Changes between 1921 and 1931 resulted in the re-opening of the lagoon 
and the migration of the outfall to the south combined with a seaward shift of 
the southern sandbar. The migration to the south continued until 1940 when the 
outfall was close to the southern extremity, at which stage the outfall was 
diverted back to the north by artificially opening up a channel close to the 
northern end. The migration to the south increased rapidly thereafter and the 
outfall shifted back to the southern end by 1943 where it remained until after 
1954, when once more a northerly shift was affected by artificial means. From 
1926 to 1940 the position of the outfall oscillated between north of mid-way 
to the northern end. It was during this period that severe erosion was experi- 
enced on the shoreline to the north of this area, necessitating the construction 
of a field of groins which was successful to arrest the local erosion. After 
1940 the southerly migration commenced once more up to the present position of 
the outfall at a point south of the mid-way mark. This time, however, the 
effects were going to be disastrous as an entrepreneur had obtained a lease of 
the land on the southern sandbar from the Government Agent of Kalutara (the 
Chief Executive of the Government's district administration) in 1973, and with 
foreign collaboration had commenced the building of a 72-room hotel (to service 
the growing tourist industry), at an estimated cost of one million US dollars. 
He then found to his alarm that the outfall was migrating towards his hotel 
site and his land area was dwindling daily until in 1976 the distance of the 
outfall from the hotel had reduced to 410 feet. Based on a plan prepared by 
the Coast Conservation Division of the Colombo Port Commission, the entre- 
preneur undertook the construction of a combination of boulder groins and rubble 
revetments to hold the head of the southern spit from further recession and to 
train the outfall of the river at this point. The first phase of the project 
has been successfully completed and the immediate danger seems to have receded. 
These protective works are estimated to cost 50,000 US dollars, which is 5% 
of the main investment on the hotel. An interesting aspect of this problem 
was that in view of the heavy river discharge and the periodic flooding of 
low-lying land in the coastal zone upstream, the need to train the outfall 
was always under consideration by the Department of Irrigation (vested with 
the responsibility for inland waterways). The need for costly and time- 
consuming hydraulic studies and the absence of habitation and activity on the 
migrating sandbars presumably lent low priority to the study of this project. 
The lack of coastal area planning becomes apparent when considering the fact 
that neither the Department of Irrigation nor the Coast Conservation Division 
were consulted prior to the commencement of the hotel project either by the 
entrepreneur or the local approving the project. To complicate matters 
further, a fishery harbor consisting of a channel from the sea to the lagoon, 
its entrance protected by two breakwaters projecting to the sea complemented 
by an offshore breakwater parallel to the shoreline was proposed for construc- 
tion at a point south of the hotel, with a view to using the lagoon for the 
mooring of craft. The obvious consequence of this proposal would have been 
downdrift beach erosion north of the breakwaters to additionally affect the 
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hotel from the seaside. Even if the hotel project was not undertaken, it 
was clear that the fishery harbor proposal had to be studied together with 
the project of training the outfall and an investigation of the effect on 
the adjacent shoreline, in order to obtain a meaningful solution. Fortu- 
nately, action on the harbor proposal has been deferred pending further 
study. The total problem of the Kalutara inlet demonstrates so very well 
the need for and importance of integrated field and laboratory studies, 
as well as coastal zone management. 

Panadura Inlet 

The Panadura outfall (Fig. 6) drains the waters of a large inland lake 
bordered by several acres  of cultivated paddy land. The runoff being low 
during the non-monsoonal period on the west coast (i.e. from October to 
April), the outfall tended to close up with the formation of a sandbar as 
the tidal prism is insufficient to keep it open by means of tidal flushing. 
The consequence of this situation was the destruction of vast tracts of 
paddy land by flooding, usually at the commencement of the monsoonal rains. 
It was usual to open the sandbar by mechanical means to drain the flood waters, 
but this was too late to prevent the damage. The Department of Irrigation 
therefore constructed a groin or jetty on the south bank of the outfall to 
train the waters to keep the outlet always open by means of tidal flushing. 
This project was completed a few years ago and has successfully achieved the 
objective of a permanently open outfall. In addition, this has facilitated 
the navigation of fishing boats to mooring areas within the river throughout 
the year; a boon to dwellers of this area engaged in the fishing industry. 
An adverse consequence of this project, however, has been the severe erosion 
of the shoreline to the north caused by a partial interruption of the littoral 
drift (despite the beneficial effect on a "clair voie", an opening in the 
updrift jetty, that promotes sand bypassing to the downdrift coast) and a 
change in the littoral drift gradient along the downdrift coast. The Coast 
Conservation Division has since been engaged in the construction of protective 
works in the affected area utilizing its own funds. Artificial nourishment 
would provide an attractive solution in this case, dredging sand deposits 
from the inlet and from the lagoon and pumping these to the downdrift shore. 
A small dredge suitable for this work is presently available in Sri Lanka. 
The outfall scheme had obviously not taken into account the problem of this 
consequence when studies for the outfall design were carried out—another 
example of poor coastal area planning. The economic evaluation of the original 
project needs then to be reviewed to accommodate the additional cost of the 
coast protective works. Several problems of a similar nature exist, while 
the construction of several outfall works schemes around the island are 
envisaged. It is hoped that this short fall in planning would be recognized 
and corrected in the design of future works. 

Fishery Harbors 

As an example of a coastal fishery harbor, the harbor at Tangalle will 
be discussed (Photo. 4). Tangalle is a seaside town, 22 miles east of the 
southern tip of the island; it has an expanding fishing industry, therefore, 
the site was chosen for the construction of a fishery harbor in 1964, as one 
of the first of a network of such harbors planned for the development of the 
island's fishing industry. Local pressures compelled the government to direct 
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the immediate construction of this harbor precluding the apparent luxury of 
time-consuming pre-design studies. Based on a hydrographic survey chart, 
the layout was planned to consist of a main breakwater parallel to the shore- 
line partially enclosing the bay and a second minor breakwater at right angles 
to the shoreline and within the shadow of the main breakwater. Adequate depths 
existed in the bay to accommodate the class of craft catered for and the need 
for dredging was minimal. The usually closed outfall of an apparently small 
stream (but with an appreciable sediment carrying capacity during heavy rain- 
fall), was presumably ignored as inconsequential during the short time avail- 
able for planning and design, and the design seemed to lay stress on protec- 
tion of the harbor from wave attack only. There was, in addition, a littoral 
drift from east to west during the northeast monsoon to be reckoned with. 
The result of the construction (the main breakwater first) was the rapid 
silting-up of the harbor even while construction was progressing. A quick 
solution was necessary and it was decided to block the littoral drift and 
divert the river discharge by the construction of another breakwater normal 
to the shoreline on the west bank of the outfall. Providentially, success 
was immediate, when in addition to overcoming the sediment problem, a beach 
built itself up between the breakwaters normal to the shoreline, and this 
proved to be an excellent spending beach for the dissipation of wave energy. 
Dredging of the harbor has since been undertaken in a reduced water area as 
shore structures have been built in areas reclaimed by the unexpected silta- 
tion. The almost ideal layout of the harbor as it now stands, achieved by 
accident, has entailed considerable additional expenditure. The importance 
of pre-design study has now been realized by those concerned as an essential 
ingredient in the economy of coastal engineering structures. 

Coral and Sand Mining in the Coastal Zone 

This activity although illegal for most areas has been carried out in 
particular areas for several decades and the consequences of which are now 
proving to be serious especially in areas with strong tendencies for natural 
erosion, e.g. the southwest coast of Sri Lanka. 

Coral mining (providing lime for the building industry) has been concen- 
trated within a coastal area about 22 miles north of Galle on the west coast. 
Coral is obtained by breaking the reef with sharp instruments and by digging 
in the nearshore and low-lying coastal areas. The excavated material is then 
burnt in neighborhood kilns and the extracted lime (calcium oxide) is supplied 
by the producer to the building industry usually through middlemen.  It has 
been estimated that the quantity of coral removed from this area exceeds 
75,000 tons per year. This in turn represents a retreat inland of the affected 
6-mile stretch of shoreline of about 6 ft per year, only taking into account 
the sand required to fill in the gaps, while the effect of weakening the 
protective function of the coral reef and the removal of coral from the littoral 
drift will be additional in the occurrence of erosion. It has been further 
estimated that about 20,000 people in this area are dependent on this illegal 
activity for their livelihood. While existing legislation is weak and new 
legislation has been prepared, solution of the socio-economic problem is primary 
in eliminating this destructive activity. As a large percentage of lime for 
the building industry is supplied from this area, alternative sources of this 
material have been proposed to meet the demand when coral mining activity in 
the coastal zone is terminated. 
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Sand mining, mostly illegal, is also carried out extensively in the 
coastal zone, especially at the Kelani river outfall, the Kalutara inlet, 
and south of the Panadura outfall on the west coast. The total quantity 
mined from these areas would exceed 325,000 cubic yards per year, while 
legal mining at Pulmoddai on the northeast coast by the State Mineral 
Sands Corporation for extraction of ilmenite, rutile and zircon, accounts 
for about 200,000 cubic yards per year in a three mile stretch of fore- 
shore and backshore areas. The consequences of the latter operation will 
need to be considered in the economic evaluation of the mineral extraction 
project. The new legislation provides for the control of sand mining in 
the coastal zone and as before alternative sources have been proposed to 
meet the commercial demand for sand. 

POTENTIAL OF SRI LANKA BEACHES FOR RECREATION 

Sri Lanka possesses a number of beautiful beaches and an attractive 
climate for vacationing. The temperature of the water of the ocean varies 
between narrow boundaries and is therefore attractive for swimming. Calm 
sea conditions and gently sloping beaches are present on the west coast 
during the northeast monsoon and similarly on the east coast during the 
southwest monsoon. Beach-oriented resort development has taken place in 
Bentota and Negombo on the west coast, and Kalkudah and just north of 
Trincomalee on the east coast. The better beaches are found on the east 
coast where many of them are yet unspoiled by man in the sparsely populated 
areas where access is hindered by low-key communication development. Arugam 
Bay on the east coast and the region between Galle and Matara on the south- 
west coast are other beach recreational areas gaining in popularity in 
recent years. 

Resort developers have sought the assistance of the Coast Conservation 
Division for the provision of safe bathing areas during the monsoonal period 
of such areas and for neighborhood beach development. In many such cases, 
studies are to be undertaken for optimum solutions to be determined, while 
the topography of some areas have lent themselves to evolving solutions both 
economical and unusual. An example of the latter is the building of a "sea- 
pool", where only a narrow beach exists at present on a sandstone reef which 
drops sharply into the sea making any attempt at swimming a hazardous 
exercise. A bathing enclosure was therefore excavated by blasting an area 
150 x 50 ft out of the sandstone ledge (leaving adequate seaside cover for 
coast protection) and removing a 6-8 ft layer of sandstone down to the sand 
base below, which provides bathing depths up to about 8 ft. Sea water enters 
the pool through a natural inlet at one end and wave attack (when present), 
is controlled by artificially placed boulder protection on the seaside edge 
of the sandstone ledge. 

PLANNING GUIDELINES PROPOSED 

Interest shown by those concerned in the conservation of the country's 
coast led to the development of a United Nations project in 1974 for the 
solution of Sri Lanka's coastal problems. The expert's recommendations 
include the establishment of a Coastal Engineering Research Center to be 
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located within a separate administrative organization for Coast Conservation, 
along with training of local personnel and curricula development in Coastal 
Engineering at the University of Ceylong, as the main features of the Program. 
Complementarily, new legislation titled "Coast Conservation" was prepared 
and is now awaiting debate in the country's legislature. 

The main provisions of this law are: 

1. The appointment of a Director of Coast Conservation to be statutorily 
responsible for the control and management of the coastal zone and the permitting 
of all schemes of work therein. 

2. The creation of a Coastal Advisory Council to advise the Minister in 
charge of the subject on matters concerning coast conservation. 

3. The control of excavation of material within the coastal zone. 

Major uses in the Coastal Zone of Sri Lanka that would need to be considered 
to define shore objectives are: recreation and aesthetic aspects; resource 
extraction; waste disposal; transportation; residential, commercial, and 
industrial development; and ecological aspects. After examining techniques for 
achieving the objectives, a coastal area management plan would be formulated for 
the purpose of implementation. Some of the studies considered immediately neces- 
sary for this Plan are: 

1. Physical information of the coast to include an inventory of all 
maritime structures in Sri Lanka. 

2. An estimate of annual mining of coral and sand and the corresponding 
demand of the building industry. 

3. Alternative sources of sand and lime for the building industry. 

4. A census of those engaged in illegal mining of coral and sand and 
the provision of alternative sources of employment. 

5. A benefit/cost evaluation of maritime structures built for coast 
protection in Sri Lanka. 

CONCLUSIONS AND RECOMMENDATIONS 

1. The coastal zone is of increasing importance for Sri Lanka as a natural 
resource and deserves careful management and protection. 

2. Coastal erosion is a serious threat to the beaches of the State, and 
particularly to the southwest coast, which is the area of highest population 
density. Three causes of erosion may be distinguished: natural erosion; 
man-made erosion; and erosion due to biological activity. 

3. Among the adverse effects of the actions by men, most significant are 
the construction of ill-designed harbors and coastal protection works (seawalls 
and groins) and the mining of sand and coral from various coastal areas. 

4. Solution of the various problems can only be found after a thorough 
understanding of the coastal processes is obtained. Such understanding may 
vary between the realization of possible adverse effects of a groin or groin 
system on the adjacent beaches and the complexities of the sediment transport 
mechanism in natural inlets or constructed outfalls. 
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5. The construction of seawalls too close to the water!ine as a measure 
of coastal protection is usually ineffective; it possibly induces increased 
erosion. Measures to cope with bluff erosion should be tied in with a scheme 
to stabilize the beach. 

6. The mining of sand or coral from eroding areas should be prohibited. 

7. Schemes of new fishery harbors on the southwest coast should be based 
on the results of careful analysis of the sediment transport of the coastal 
regime. This will usually require both field and model studies prior to the 
design and construction. 

8. For the study and planning of coastal measures the organization of a 
Coastal Engineering Research Center is recommended. Such a center will be 
charged with the field and model studies and will give guidance to the branches 
engaged in engineering design. 

9. To solve the problems associated with the conflicting demands on the 
coastal zone the establishment of a Department of Coast Conservation is recom- 
mended under the Ministry of Shipping and Tourism with the power to define 
priorities and prepare new legislation. 

10. For the staffing on the new research center it will be necessary to 
establish educational programs in coastal engineering at the various campuses 
of the University of Sri Lanka. The educational aspects will also include 
training of coastal engineers abroad. 

'iilf    y^ 

PHOTO 1   SEVERE EROSION ON SOUTHWEST COAST DUE TO COMBINED EFFECTS 
OF NATURAL CAUSES AND CORAL MINING. NOTE THE REMOVAL OF 
EXPOSED CORAL. 
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FIG. 5   MIGRATION OF UNIMPROVED INLET AT KALUTARA 

PHOTO 2   KALUTARA INLET 
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PHOTO 3  PANADURA INLET 

PHOTO 4  TANGALLE FISHERY HARBOR 
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FIG. 6  PANADURA INLET SHORELINE CHANGES CONSEQUENT TO INLET TRAINING 
WORKS TO AVOID CLOSURE OF RIVER MOUTH FOR UPSTREAM FLOOD 
PROTECTION PURPOSES. 
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CHAPTER 202 

ENVIRONMENTAL IMPACTS ON AN 

ISLAND COMMUNITY 

Gordon A. Chapman 

INTRODUCTION 

The environmental impacts of coastal engineering projects generally affect island 
communities to a greater degree than they would affect continental land mass com- 
munities. This occurs because of the smaller land area; close interdependence and 
interaction of land and sea communities, both natural and human; and relatively small 
projects having relatively large overall impacts on island ecosystems. 

The natural flora and fauna of Pacific Islands have developed rather precariously 
unbalanced communities that are extremely fragile and susceptible to change, both 
natural and man induced. This susceptibility dictates that, where possible, man 
induced or proposed changes, such as coastal engineering projects, should be designed 
such that as little change as possible occurs to the natural environment. Addition- 
ally, the natural resources of island communities are generally limited and this too 
dictates that conservation practices be employed that assure the highest and best use 
of those limited resources. 

The purpose of this paper is to indicate the environmental effects of a major coastal 
engineering project on an island community. This will be accomplished by describing 
the environmental quality control monitoring program that has been performed as an 
integral part of the Honolulu International Airport (HIA) Reef Runway construction 
project on Oahu, Hawaii, and presenting the initial findings of that environmental 
monitoring program. 

The Honolulu International Airport reef runway planning and design began in earnest 
in 1968 and 1969 with hydrographic and topographic surveys, foundation investigations, 
two- and three-dimensional hydraulic model studies, and environmental studies that 
were conducted (J. K. K. Look, 1970; Berger, 1971; Sunn, et_ al_, 1969).  These studies, 
and others, were utilized to determine the technical feasibility, and to gather the 
engineering and environmental data for final design and construction. 

The Reef Runway, located south of the HIA runway system on the fringing coral reef, 
seaward of Keehi Lagoon, in Mamala Bay, is 12,000 feet long and 200 feet wide. The 
runway and taxiway complex is protected from the sea by a 16,000-foot long protective 
structure constructed of rock and dollose (Figure 1). 

MATERIALS AND METHODS 

The Reef Runway environmental monitoring program began during the 1970-1972 period 
when various oceanographic, marine biology and ecology, water quality, and avifauna 
baseline studies were conducted (J. K. K. Look, 1971; Berger, 1971; Harvey, et al, 
1971; Sunn, et_ al_, 1972a; Bathen, 1970). During the initial planning and design 
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phases of the Reef Runway project, and during the preparation of the Environmental 
Impact Statement (Federal Aviation Administration, 1972), it was determined that 
extensive baseline studies as well as a construction period monitoring program were 
required. The baseline studies were needed to adequately describe existing condi- 
tions and to predict probable environmental impacts of the project, and the monitor- 
ing program to ensure compliance with all applicable State and Federal environmental 
protection regulations during construction activities. 

The "during construction" water quality -monitoring program was initiated in June, 
1973, approximately one month prior to the start of construction and continued until 
August 30, 1976, approximately one month following major offshore and onshore con- 
struction activities.  The program consisted of bimonthly water quality sampling, 
initially at 19 preselected stations, and finally at 13 of the original stations and 
one added station (Figure 2).  Dissolved oxygen (D.O.) was measured using a Yellow 
Springs D.'O. probe and turbidity measured with a standard 30 cm. diameter Secchi 
disk. In-situ measurements of temperature and salinity were made utilizing a Beckman 
in-situ thermister probe and induction salinometer. Laboratory measurements of pH, 
total phosphorus, and total Kjeldahl nitrogen were made. Station depths varied from 
6 feet to 45 feet, with most being 15 to 20 feet. All in-situ measurements and water 
samples were taken at mid-depths. Sampling was accomplished at different times of 
the day and at varying tidal, wind, and weather conditions. 

Water quality sampling was conducted on 88 separate days during the 38-month period 
the reef runway environmental monitoring program existed.  Over 1,300 samples were 
collected and 9,000 separate data entries have been recorded. 

RESULTS 

In order to assess the effects of the reef runway construction on Keehi Lagoon water 
quality, six water quality parameters have been analyzed in general and four in 
detail for five lagoon and two open ocean monitoring stations.  Of the six parameters 
(temperature, salinity, turbidity, dissolved oxygen, total Kjeldahl nitrogen, and 
total phosphorus), the latter four have been analyzed in detail.  Arithmetic means, 
standard deviations and geometric means of field and laboratory measurements have 
been calculated for annual, bi-annual, quarterly and seasonal periods.  Quarterly 
arithmetic mean, standard deviation and geometric mean data for the stations ana- 
lyzed are presented in Table 1. 

Prior to regular monitoring activities, baseline data for most of the sampling sta- 
tions shown on Figure 2 was assembled from various preconstruction studies.  This 
baseline data and applicable State of Hawaii Water Quality Standards (State of Hawaii, 
1974) formed the standards against which water quality readings during construction 
were measured. Keehi Lagoon, with the exception of the small boat marina areas along 
the eastern shoreline (Figure 2), is classified by the State Water Quality Standards 
as Class A waters. The small boat marina areas are Class B waters.  Baseline data 
available for Stations 2, 2b, 3, 4, 6, 22 and 24 is presented in Table 2. 

TEMPERATURE AND SALINITY 

Temperature and salinity are two of the most potent physical factors in the life of 
marine organisms.  They largely characterize the physicochemical properties of a 
given body of water (Kinne, 1963). There exists a complex correlation between the 
biological effects of temperature and salinity. Temperature can modify the effects 
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REEF RUNWAY HATER QUALITY ANALYSIS 
QUARTERLY ARITHMETIC MEAN,  STANDARD DEVIATION AND GEOMETRIC MEAN 

FOR STATIONS 2,  2b,  3, 4,  6,  22 and 24 

SECCHI  DISK (ft.) D 0.   (mg/1) TOTAL N   (mg/1) TOTAL P   (n ft/D 
ARITH. STD. cnoM. ARITH. STD. GEOM. ARITH. STD. GEOM. ARITH. STD. GEOM. 

STA. QTR. MEAN DEV. MEAN MEAN DEV. MEAN MEAN DEV. MEAN MEAN DEV. MEAN 

2 1 7.04 1.30 6.93 5.94 0.50 5.92 0.226 0.11 0.198 0.022 0.01 0.01 
2 7.33 2.70 7.00 5.47 0.41 5.4S 0.108 0.08 0.069 0.022 0.01 0.019 
3 7.11 1.S2 6.97 6.16 0.32 6.15 0.143 0.12 0.068 0.022 0.01 0.019 
4 6.33 0.61 6.31 5.88 0.33 5.87 0.281 0.08 0.266 0.018 0.02 0.013 
5 6.67 1.75 6.50 6.17 0.42 6.15 0.253 0.19 0.190 0.021 0.02 0.007 
6 5.36 0.69 5.32 6.17 0.29 6.16 0.258 0.14 0.201 0.051 0.02 0.04S 
7 5.67 1.72 5.42 6.55 0.39 6.54 0.257 0.08 0.246 0.029 0.02 0.024 
8 4.71 1.25 4.58 6.50 0.54 6.48 0.346 0.21 0.281 0.028 0.01 0.026 
9 6.38 1.49 6.24 6.48 0.23 6.47 0.386 0.19 0.336 0.041 0.02 0.038 

10 6.25 1.89 6.02 6.27 0.58 6.24 0.259 0.19 0.202 0.040 0.02 0.035 
11 8.67 1.60 8.51 6.94 0.28 6.93 0.481 0.25 0.418 0.033 0.01 0.032 
12 7.00 2.22 6.47 6.85 0.62 6.82 0.330 0.14 0.297 0.051 0.03 0.045 
13 11.00 2.92 10.59 6.27 0.34 6.26 0.344 0.19 0.288 0.071 0.02 0.068 

2b 1 5.79 1.18 5.66 6.12 0.62 6.09 0.215 0.10 0.174 0.017 0.01 0.015 
2 5.00 1.S3 4.78 S.52 0.18 S.52 0.117 0.11 0.061 0.024 0.01 0.023 
3 6.00 1.93 5.63 6.01 0.53 5.99 0.155 0.11 0.115 0.026 0.01 0.026 
4 6.08 2.26 5.69 S.67 0.24 5.66 0.327 0.25 0.249 0.024 0.01 0.021 
S 5.25 0.85 5.18 6.47 0.60 6.44 0.252 0.22 0.176 0.030 0.03 0.010 
6 5.93 0.86 S.87 5.90 0.42 5.88 0.244 0.13 0.202 0.047 0.03 0.040 
7 5.42 1.79 S.07 6.6S 0.62 6.62 0.482 0.22 0.418 0.039 0.02 0.036 
8 4.79 1.22 4.64 6.S3 0.35 6.52 0.304 0.06 0.297 0.028 0.01 0.025 
9 6.88 0.21 6.87 6.55 0.39 6.54 0.328 0.11 0.313 0.053 0.02 0.049 

10 S.2S 1.11 5.14 6.22 0.3k 6.21 0.233 0.15 0.163 0.050 0.01 0.048 
11 7.17 0.90 7.11 7.08 0.59 7.06 0.214 0.12 0.174 0.050 0.02 0.047 
12 6.50 1.26 6.39 7.00 0.48 6.98 0.349 0.24 0.276 0.059 0.02 0.052 
13 5.25 1.30 5.05 6.57 0.29 6.56 0.S44 0.22 0.500 0.042 0.01 0.042 

3 1 4.44 0.76 4.37 6.33 0.49 6.31 0.223 0.14 0.173 0.034 0.03 0.027 
2 4.83 1.75 4.53 6.38 0.51 6.36 0.169 0.09 0.145 0.026 0.01 0.025 
3 5.33 1.60 5.02 6.57 0.38 6.56 0.160 0.10 0.133 0.032 0.01 0.030 
4 4.17 0.47 4.14 6.85 0.68 6.82 0.352 0.13 0.313 0.028 0.04 0.014 
S 4.58 1.02 4.48 6.80 0.74 6.76 0.368 0.17 0.037 0.035 0.02 0.019 
6 4.50 0.89 4.41 5.91 0.35 5.90 0.348 0.24 0.238 0.052 0.03 0.046 
7 3.42 0,67 3.35 6.72 0.64 6.68 0.413 0.16 0.380 0.047 0.03 0.038 
8 3.64 0.52 3.61 6.53 0.37 6.52 0.343 0.33 0.255 0.032 0.01 0.032 
9 4.SO 0.35 4.49 6.48 0.33 6.47 0.161 0.09 0.139 0.042 0.02 0.034 

10 3.92 0.67 3.85 6.63 0.24 6.63 0.388 0.22 0.317 0.045 0.01 0.043 
11 5.50 0.96 S.41 6.80 0.24 6.80 0.314 0.51 0.309 0.044 0.01 0.043 
12 5.08 0.61 S.05 6.88 0.55 6.86 0.390 0.16 0.352 0.062 0.02 0.054 
13 4.00 0.00 4.00 6.63 0.47 6.62 0.380 0.2S 0.317 0.029 0.02 0.025 

4 1 4.31 0.64 4.26 6.47 0.42 6.45 0.159 0.10 0.122 0.019 0.01 0.018 
2 4.78 1.47 4.60 6.56 0.41 6.54 0.155 0.12 0.121 0.026 0.01 0.024 
3 5.56 1.76 5.24 6.63 0.S7 6.61 0.452 0.26 0.357 0.027 0.02 0.022 
4 4.67 0.80 4.60 6.70 0.71 6.66 0.574 0.13 0.558 0.037 0.02 0.032 
S 5.92 0.73 5.87 6.62 0.82 6.56 0.351 0.28 0.256 0.024 0.02 0.013 
6 5.29 1.16 S.16 6.41 0.70 6.38 0.230 0.14 0.196 0.034 0.01 0.030 
7 4.08 0.73 4.02 7.08 0.52 7.06 0.326 0.11 0.304 0.040 0.01 0.039 
8 3.93 0.62 3.88 6.77 0.27 6.77 0.387 0.18 0.354 0.026 0.01 0.022 
9 4.7S 0.43 4.73 6.78 0.23 6.77 0.231 0.06 0.223 0.043 0.02 0.038 

10 4.25 0.38 4.23 6.63 0.24 6.63 0.407 0.33 0.302 0.023 0.01 0.021 
11 5.00 0.65 4.96 6.98 0.31 6.97 0.462 0.24 0.376 0.044 0.02 0.040 
12 5.08 0.61 S.OS 7. IS 0.77 7.11 0.417 0.16 0.385 0.062 0.03 0.0S7 
13 4.75 0.83 4.68 6.63 0.39 6.62 0.509 0.10 0.498 0.067 0.03 0.060 
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TABLE  1  (Continued) 

sr.rciu DISK (ft.) I) 0.   fne/1 ) TOTA N   firWll TOTAL P   [my/n 
ARITH. STL). CliOM. ARITH. STL). i;tiOM. ARITH. STD. GliOM. ARITH. STU. UliOM. 

STA. QTR. MUAN ocv. MLAN MP.AN DliV. Ml; AN MI-AN DEV. MEAN MUAN DKV. ML-AN 

6 1 4.21 0.83 4.13 6.59 0.44 6.58 0.175 0.11 0.129 0.017 0.01 0.016 
2 4.06 0.98 3.91 6.14 0.35 6.13 0.257 0.26 0.110 0.025 0.01 0.025 
3 5.44 1.54 5.25 6.42 0.41 6.41 0.450 0.28 0.356 0.031 0.01 0.026 
4 4.SO 0.91 4.40 6.63 0.81* 6.59 0.587 0.36 0.496 0.040 0.01 0.038 
S S.25 0.99 5.15 6.50 0.66 6.47 0.523 0.32 0.433 0.018 0.02 0.012 
6 S.07 1.37 4.85 5.73 0.61 S.74 0.298 0.16 0.243 0.018 0.01 0.019 
7 3.83 0.75 3.76 6.65 0.64 6.62 0.285 0.08 0.272 0.039 0.01 0.036 
8 3.71 0.S2 3.68 6.74 0.46 6.73 0.284 0.12 0.253 0.034 0.01 0.031 
9 4.25 0.43 4.23 6.48 0.13 6.47 0.253 0.10 0.223 0.132 0.17 0.059 

10 4.33 1.07 4.19 6.50 0.25 6.50 0.319 0.18 0.260 0.039 0.02 0.030 
11 5. SO 0.91 S.42 6.82 0.47 6.80 0.348 0.22 0.261 0.034 0.02 0.031 
12 4.17 1.77 3.80 7.23 0.73 7.20 0.305 0.24 0.227 0.031 0.01 0.030 
13 6.25 2.28 5.89 6.57 0.2S 6.56 0.390 0.19 0.324 0.047 0.01 0.045 

22 1 15.92 3.36 15.50 5.48 0.48 5.46 0.216 0.11 0.163 0.023 0.02 0.021 
2 16.67 2.91 16.36 5.78 0.42 S.76 0.174 0.17 0.089 0.011 0.01 0.009 
3 17.44 1.95 17.32 6.39 0.35 6.38 0.185 0.21 0.081 0.024 0.02 0.017 
4 19.00 0.58 18.99 6.20 0.16 6.20 0.537 0.18 0.503 0.034 0.03 0.034 
5 18. SO 3.40 18.10 5.93 0.36 5.92 0.257 0.14 0.168 0.019 0.01 0.014 
6 17.86 2.23 17.71 6.10 0.46 6.08 0.337 0.25 0.276 0.038 0.03 0.028 
7 15.67 4.50 14.88 6.62 0.27 6.61 0.447 0.48 0.259 0.040 0.04 0.036 
8 16.43 5.04 15.14 6.34 0.21 6.34 0.215 0.07 0.197 0.033 0.03 0.031 
9 12. SO 5.72 13.54 6.65 0.22 6.65 0.284 0.06 0.278 0.019 0.02 0.017 

10 17.33 4.11 16.76 6.44 0.29 6.36 0.165 0.10 0.127 0.042 0.03 0.033 
11 18.00 1.73 17.91 7.04 0.42 7.03 0.493 0.23 0.448 0.045 0.04 0.042 
12 15.33 S.50 14.44 6.75 0.78 6.70 0.330 0.15 0.283 0.041 0.04 0.040 
13 16.67 4.71 15.87 6.15 0.05 6.15 0.3S4 0.20 0.308 0.053 0.05 0.051 

24« 1 
2 40.00 0.00 40.00 S.86 0.28 5.85 0.087 0.06 0.074 0.018 0.01 0.017 
3 31.00 9.18 29.38 6.38 0.40 6.36 0.127 0.19 0.063 0.027 .    0.02 0.022 
4 31.83 7.90 30.76 6.20 0.25 6.19 0.283 0.18 0.189 0.036 0.04 0.020 
5 31.SO 5.99 30.91 5.98 0.51 5.96 0.211 0.07 0.200 0.010 0.01 0.007 
6 35.00 7.07 34.11 6.11 0.38 6.10 0.243 0,14 0.155 0.029 0.01 0.026 
7 32. SO 9.01 31.05 6.48 0.44 6.47 0.429 0.16 0.399 0.034 0.01 0.031 
8 35.14 10.01 32.63 6.2S 0.34 6.16 0.259 0.08 0.245 0.034 0.02 0.030 
9 37. SO 4.33 37.22 6.55 0.43 6.53 0.292 0,17 0.234 0.041 0.01 0.040 

10 35.83 6.07 35.25 6.48 0.19 6.48 0.235 0.17 0.128 0.024 0.01 0.020 
11 31.67 10.27 28.94 6.94 0.29 6.93 0.408 0.14 0.375 0.037 0.02 0.032 
12 34.50 8.14 33.17 7.07 0.58 7.04 0.304 0.11 0.284 0.051 0.02 0.046 
13 28.33 13.12 24.10 6.40 0.10 6.40 0.331 0.11 0.314 0.039 0.01 0.039. 

State of Hawaii Water Quality Standards for: 

D.O. 
Total N 
Total P 

Secchi Disk 

->5.0 mg/1 
= <0.150 mg/1 
«<0.025 mg/1 
*    10 percent  from 

natural conditii 

•Station 24 monitoring started in Oct 1973, 

qtrly.  Periods: Jun 1973 to Sep  1973 
Oct 1973 to Dec  1973 
Jan 1974 to Mar 1974 
Apr 1974 to Jun  1974 
Jul 1974 
Oct 1974 
Jan 1975 
Apr 1975 
Jul 1975 
Oct 1975 
Jan 1976 
Apr 1976 

to 
Sep 1974 
Dec 1974 
Mar 1975 
Jun 1975 
Sep 197S 
Dec 1975 
Mar 1976 
Jun 1976 

13    -    Jul   1976    to    Aug  1976 
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of salinity and change, either enlarge, narrow, or shift the salinity range of an 
organism; and salinity can modify the effects of temperature accordingly (Kinne, 
1963; McLeese, 1956; Dehnel, 1960). 

TABLE 2 
BASELINE DATA 

STATIONS 2, 2b, 3, 4,,6, 22 AND 24 

Water Quality Parameter 
Temperature Salinity Turbidity * D.O. Total N Total P 

Station (°C) (0/00) (Lower Limit-Ft.) (mg/1) (mg/1) (mg/1) 

2 26.5 34.57 3.5 NA NA NA 
2b 27.3 34.84 3.0 3.73 0.16 0.025 
3 27.3 34.64 2.S 5.39 0.20 0.024 
4 25.9 34.24 3.0 NA NA NA 
6 25.6 34.69 2.5 5.35 NA NA 
22 27.2 NA NA 5.62 0.09 0.030 
24 NA NA NA NA NA NA 

NA - Not Available 

"Turbidity lower limits were established by subtracting twice the standard deviation 
from mean Secchi disk readings taken during pre-construction studies (Sunn, et al, 
1972). 

Mid-depth temperature readings taken at Stations 2, 2b, 3, 4, 6, 22 and 24 demon- 
strate characteristics similar to those for open ocean conditions in the tropics. 
That is, fairly narrow variations (+5°C) between high and low readings, and normal 
variations between summer and winter months.  Table 3 indicates high and low quar- 
terly arithmetic means, standard deviation, and geometric means for temperature data 
collected. 

TABLE 3 
TEMPERATURE DATA 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

Hig h (°C) Low .°C) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 27.33 0.68 27.33 5 23.10 0.51 23.09 11 
2b 27.20 0.44 27.20 5 23.30 0.77 23.29 11 
3 27.98 0.91 27.97 5 23.38 1.03 23.36 7 
4 27.83 0.82 27.82 5 23.20 0.92 23.18 11 
6 27.90 0.68 27.89 5 22.95 1.31 22.91 7 

22 26.75 0.38 26.95 5 23.32 0.43 23.31 11 
24 26.85 0.35 26.85 5 23.30 0.46 23.30 11 

All high temperature readings were taken during the fifth quarter (July-September, 
1974) and low readings were taken during the seventh quarter (January-March, 1975) 
and the eleventh quarter (January-March, 1976). The lowest average temperature was 
recorded at Station 6 and the highest average at Station 3. The temperature ranges 
and patterns indicated in Table 3 are comparable to those described in the literature 
for similar esturine water bodies (Ekman, 1953, Sverdrup, ejt al_, 1942). 
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Salinity, like water temperature, is influenced by outside forces, primarily water 
temperature and wind.  Salinity ranges for individual and/or all stations collec- 
tively varies only slightly, less than two parts per thousand (0/00 - Table 4). As 
with temperature, the highest salinity values are found in the spring and summer 
months (April-August, 1976) and generally, the lowest in the winter months (January- 
March, 1974). 

TABLE 4 
SALINITY DATA 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

High (0/00) Low (0/00) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 36.00 0.12 36.00 13 34.50 0.24 34.50 3 
2b 35.93 0.08 35.92 13 34.46 0.25 34.25 3 
3 36.17 0.36 36.16 12 34.00 0.45 33.99 3 
4 35.88 0.11 35.87 13 33.83 0.44 33.83 3 
6 36.03 0.13 36.02 13 33.76 0.40 33.76 3 

22 36.00 0.16 36.00 13 34.73 0.52 34.73 1 
24 36.10 0.28 36.10 13 34.82 0.04 34.82 3 

The one exception occurred at Station 22 where the lowest average was recorded 
during the June-September, 1973 period. Higher ambient air temperatures and gen- 
erally stronger tradewind conditions cause greater evaporation rates to occur in the 
summer months, resulting in higher salinity values. Conversely, lower ambient air 
temperatures, less tradewind activity, and greater inflows of fresh water, tend to 
cause lower salinities in the winter months. 

TURBIDITY 

The possibility of significantly decreasing water clarity as a result of dredging 
activities was believed to be potentially one of the most detrimental construction 
effects on the marine environment of Keehi Lagoon.  High turbidity and associated 
suspended solids would reduce the amount of light available for photosynthesis, would 
smother bottom dwelling organisms, and if ingested, affect the vital life processes 
of marine organisms (Johannes, 1972). Although occasional violations of Seechi disk 
lower limits occurred, generally water clarity at all stations was not significantly 
different from baseline conditions. 

High and low quarterly arithmetic mean, standard deviation, and geometric mean Seechi 
disk data are shown in Table 5. All low Seechi disk readings occurred during the 
April-September period and high readings occurred throughout the three-year program. 
Low readings can be expected during the summer months since the south coast of Oahu 
is subjected to fairly heavy southerly swell and wave action during those months. 

DISSOLVED OXYGEN 

Dissolved oxygen (D.0.) is an important environmental parameter since low levels, 
i.e., less than 5.0 milligrams per liter (mg/1) may significantly affect marine life. 
A complex set of factors, including organic decay, photosynthesis, and respiration 
affect D.0. values to range from less than 5.0 mg/1 to over 8.5 mg/1 or supersatur- 
ation on any given day.  Oxygen saturation is dependent upon temperature and salinity, 
but roughly ranges from 6.8 to 7.1 mg/1 for the temperature ranges generally recorded 
in the Keehi Lagoon area. 
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TABLE 5 
SECCHI DISK DATA 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

High (Ft.) Low   (Ft • ) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 11.00 2.92 10.59 13 4.71 1.25 4.58 8 
2b 7.17 0.90 7.11 11 4.79 1.22 4.64 8 
3 5.50 0.96 •5.41 11 4.17 0.47 4.14 4 
4 5.92 0.73 5.87 5 3.93 0.62 3.88 8 
6 6.25 2.28 5.89 13 3.71 0.52 3.68 8 

22 19.00 0.58 18.99 4 12.50 5.72 13.54 9 
24 40.00 0.00 40.00 2 28.33 13.12 24.10 13 

State of Hawaii Class A Water Quality Standard for D.O. is values greater than 5.0 
mg/1 except from natural causes, e.g., heavy plytoplankton bloom and ensuing tem- 
porary depletion of dissolved oxygen.  Table 6 indicates that all quarterly means for 
all stations fall within the generally accepted range of values, i.e., between 5.0 
and 7.0 mg/1. 

TABLE 6 
DISSOLVED OXYGEN DATA 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

High (mg/D Low  (rag/1) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 6.94 0.28 6.93 11 5.47 0.41 5.45 2 
2b 7.08 0.59 7.06 11 5.52 0.18 5.52 2 
3 6.88 0.55 6.86 12 5.91 0.35 5.90 6 
4 7.15 0.77 7.11 12 6.41 0.70 6.38 6 
6 7.23 0.73 7.20 12 5.73 0.61 5.74 6 

22 7.04 0.42 7.03 11 5.48 0.48 5.46 1 
24 7.07 0.58 7.04 12 5.86 0.28 5.85 2 

Table 6 also indicates that all high D.O. readings were recorded during the January- 
June, 1976 period and that all low readings, with the exception of Station 22, oc- 
curred during the October-December period. The low readings for Station 22 occurred 
during June-September, 1973 period. 

All D.O. values are at acceptable levels, indicating adequate O2 levels for marine 
biological processes. However, unrecorded bottom level readings, particularly at 
Stations 3 and 4, have, on occasion, indicated greatly depleted O2 levels (less than 
2.0 mg/1), indicating a lack of water mixing, overpopulation by planktonic organisms, 
or extreme putrefaction or eutrophication conditions. 

NUTRIENTS 

The significance of total Kjeldahl nitrogen and total phosphorus levels is difficult 
to assess due to the wide variation in natural conditions.  For example, State of 



ISLAND COMMUNITY 3515 

Hawaii Standards for Class A waters are often exceeded in pristine open ocean waters 
surrounding Hawaii (Tetra Tech, 1976). The measured levels of nitrogen and phos- 
phorus in Keehi Lagoon vary widely. In some cases, it has been possible to determine 
exact or definite probable causes of high nutrient readings.  In other cases, the 
causes of extremely high or low readings was not apparent even after investigating 
several probable causes. 

As an example of the wide range of nutrient levels recorded, nitrogen levels at 
Station 4 have varied from less than 0.010 mg/1 (August 20, 1973) to 1.080 mg/1 
(December 4, 1975) and phosphorus readings have varied from less than 0.001 mg/1 
(August 30, 1974) to 0.075 mg/1 (September 11, 1975).  Similar extreme high and low 
readings have been recorded for all stations, inside and outside Keehi Lagoon. 
Tables 7 and 8 indicate nutrient data collected. ' 

TABLE 7 
TOTAL KJELDAHL NITROGEN DATA 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

High (mg/1) Low (mg/1) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 0.481 0.247 '.   0.418 11 0.108 0.075 0.069 2 
2b 0.544 0.216 0.500 13 0.117 0.110 0.061 2 
3 0.413 0.156 0.380 7 0.160 0.101 0.133 3 
4 0.509 0.103 0.498 12 0.155 0.119 0.121 2 
6 0.587 0.359 0.496 4 0.175 0.105 0.129 1 

22 0.493 0.227 0.448 11 0.165 0.098 0.127 10 
24 0.429 0.162 0.399 7 0.087 0.056 0.074 2 

TABLE 8 
TOTAL PHOSPHORUS 

STATIONS 2, 2b, 3, 4, 6, 22 AND 24 

High mg/1) Low (mg/1) 
Arith. Std. Geom. Arith. Std. Geom. 

Station Mean Dev. Mean Qtr. Mean Dev. Mean Qtr. 

2 0.071 0.021 0.068 13 0.018 0.016 0.013 4 
2b 0.059 0.023 0.052 12 0.017 0.010 0.01S 1 
3 0.062 0.017 0.059 12 0.026 0.008 0.025 2 
4 0.067 0.029 0.060 13 0.019 0.006 0.018 1 
6 0.047 0.011 0.045 13 0.017 0.007 0.016 1 

22 0.053 0.013 0.051 13 0.011 0.008 0.009 2 
24 0.051 0.024 0.046 12 0.010 0.009 0.007 5 

Low nitrogen readings occur generally during the fall (October-December) and winter 
(January-March) months while high readings occur during the winter, spring (April- 
June) and summer (July-September) months. All stations exceed Class A Standards 
(0.15 mg/1).  Generally, it can be expected that nitrogen readings will be highest 
after the period of most rapid utilization of nitrate by plants in the spring and 
summer, and then generally decrease. Also, it has been found that higher quantities 
of nitrite are generally found in surface waters during the summer and autumn and 
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therefore definitely associated with the distribution of density and of Water tem- 
perature (Sverdrup, 1942). These findings indicate that the low fall and winter 
month readings and high spring and summer month readings are fairly typical of 
naturally occurring situations. However, high winter readings for total nitrogen are 
atypical and may, in Keehi Lagoon, be caused by storm water runoff inflows. 

Low phosphorus readings were found during the spring and summer months, except for 
Stations 3 and 22, and exceed Class A water standards. Generally, the values re- 
corded are fairly atypical of natural conditions. Highest phosphorus values gen- 
erally occur during the winter, and lowest values during the summer, when plyto- 
plankton growth has been great. 

It is known that in shallow water communities, e.g., Keehi Lagoon, bottom sediments 
may be a large reservoir of phosphorus. Even the release of a small part of this 
phosphorus could significantly increase the concentration in the water. When O2 
levels in bottom waters are reduced (e.g., from organic pollution) phosphate is 
released from the sediments. Dredging, with the consequent suspension of oxygen- 
consuming sediment particles, may increase total phosphorus concentrations (Ferguson 
Wood and Johannes, 197S). 

As noted previously, bottom D.O. readings have indicated extremely low levels (less 
than 2.0 mg/1). This fact, acting in concert with the large amount of suspended 
sediment particles and disturbance of bottom conditions, may be the cause of high 
summer total phosphorus values recorded. However, also to be considered are the 
outside influences of drainage canals, streams, and sewer outfalls. 

MARINE ECOLOGY SURVEYS 

During the conduct of the water quality monitoring program, quarterly marine ecology 
surveys were being performed at four of the water quality stations (4, 13, 21 and 
24 - Figure 2). Three of the stations (13, 21 and 24) are located seaward of the 
construction project on reef tops (15 to 40 feet below the surface. These reef tops 
have been exposed to little, if any, environmental stress (Bowers, 1976). Station 4 
is located within Keehi Lagoon in an area that has been exposed to stress, including 
siltation, industrial pollution, and domestic sewage pollution (Bowers, 1976). 

Live coral coverage of the substratum, numbers of sea urchins and fish, and zoo- 
planton samples were recorded and collected.  Coral coverage varied considerably from 
one quarterly monitoring period to the next.  However, it appears that this variation 
represents an estimate of the natural variation inherent in the distribution of coral 
colonies throughout the station area. 

The variations in numbers of sea urchins and fish that were observed were due, in 
part, to natural movements in and out of the station areas, requirements for ir- 
regular habitats, and mobility of the organisms. 

Table 9 indicates yearly variations of coral coverage, numbers of urchins and fish, 
and total zooplankton types found at the four stations. 
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TABLE 9 
YEARLY VARIATIONS OF MARINE ORGANISMS 

Number Of 
Percent Number Of Number Of Zooplankton 

Coral Coverage Urchins Observed Fish Observed Types Observed 
Year 1    2     3 1    2     3 1    2    3 1    2    3 
Station 

No Coral No Urchins Two Fish 15.5 15.7 17.0 4 
Observed Observed Observed During 

Three Years 
13 34.3 45.0 47.3 11.2 46.0  47.0 475  620  476 20.2 17.0 19.0 
21 21.5 20.5 20.3 2.0  2.2   2.7 592  710  442 17.7 16.5 16.5 
24 26.3 25.5 25.8 7.2  7.5  14.0 557  418  416 18.0 14.7 16.7 

CIRCULATION 

Hawaii is located in an eastern central Pacific anti-cyclonic gyre.  It is thought 
that water approaches the island of Oahu from the northeast in the winter and from 
the south to southeast in the spring and summer, depending on the position of the 
gyre (Sverdrup, 1942; R. M. Towill Corp., 1975).  The winds, waves, tides, config- 
uration of the coastline, and the bathymetry strongly influence the flow of water 
around the island at any given location. Flows in and out of major estuaries, e.g., 
Keehi Lagoon or Pearl Harbor, with each tide result in important local effects.  The 
circulation in the entire Mamala Bay area (Figure 1) is strongly influenced by winds 
and tides, and therefore, varies seasonally (R. M. Towill Corp., 1975). 

Circulation studies conducted prior to the construction of the reef runway (Bathen, 
1970; Sunn, et_ al_, 1969) indicated that there were weak but definite flows of water 
inward over the barrier reef and westward around Ahua Point to the Hickam Harbor area 
and on out to the open ocean (Figures 3 and 4). Since the reef runway has blocked 
this flow, water entering Keehi Lagoon via Honolulu Harbor, Kalihi and Moanalua 
Streams, Kalihi Channel, and over the reef, must now pass over the reef, back through 
Kalihi Channel or out Circulation Channel "B" (Figure 2). 

Prior to the dredging of Circulation Channel "B", a circulation study was performed 
(R. M. Towill Corp., 1976a) that indicated most outward flow as occurring in Kalihi 
Channel (Figure 5). 

Recent post-construction aerial observations of Keehi Lagoon and the reef runway 
project area indicate that there is now a definite outflow of water in Circulation 
Channel "B". A portion of this outward flow can be seen on Figure 6. Circulation 
Channel "B" is approximately 500 feet wide at the surface, with a bottom width of 300 
feet.  The channel is dredged to minus 45-50 feet. 

DISCUSSION 

The obvious environmental impact of the reef runway project has been the covering of 
over 850 acres of coral reef flat with over 19 million cubic yards of dredged coral 
materials.  This has resulted in some changes to the water quality and circulation 
patterns of Keehi Lagoon. 



3518 COASTAL ENGINEERING-1976 

=3   O 
—1   00 O or 

H0 'Mmi 

CD 

LU 
h- 
1- < 
Q. 

z 
LU 

co 
z 
o 

IT 1- 

CO 
DC Q 

Z 
U n 

LU n 
ri LU 

3 
CD 
LL 

< n 
LL 
rr z 
3 
CO 5 
z o 

LU 
D <r 

i— u EC 
i— ) 

IT 
H 
CO ^ 
I) u 
LU 
ir 
0. 



ISLAND COMMUNITY 3519 

o 31 

ra 
CD  — 

*L 
LU 
O 
UJ i 1 

'7   IHITV), 

01 
^ 
nr 
LU 
1- m 
1- s 
St a 

>— 
n 

f— •? 

LU 
rr 

D 
U 

it 
-i U 

*t Cl ^ 
LU § 
U. CJ 

<r <r 
LU 

LL 

LL_ 
QC 
Zl 
CO 

D 

o I n 
(- _J 

~) ^ 
DC > 
1- i 
CO <r z n 
11 
u 
LU 
It 
0. 



3520 COASTAL ENGINEERING-1976 



ISLAND COMMUNITY 3521 

Figure 6 

niairT- iff- 
Aerial View of Reef Runway, September, 1976. 

Temperature and salinity levels at the seven stations analyzed (2, 2b, 3, 4, 6, 22 
and 243 do not appear to indicate variations other than normal seasonal differences. 
That is, highest temperatures were found during the summer months and lowest during 
winter months. Highest salinity values were recorded during the spring and summer 
months and lowest values were recorded during the winter months, except at Station 22 
where the lowest average was recorded during the summer. The reason for this anomoly 
is unclear, but it appears to be a local condition and not indicative of a long term 
situation. 

Water clarity at all stations except two (3 and 24) is greater now than before the 
reef runway construction.  It was apparent during the construction and dredging 
activities, that as dredging and filling approached any particular station, that 
water clarity decreased. However, as these activities proceeded by a given station 
and the area allowed to restabalize, water clarity increased. The exceptions to this 
are Stations 3 and 24. Station 3 is influenced by fresh water inflow from Kalihi and 
Moanalua streams. This inflow is generally silt laden and causes minor daily vari- 
ations in water clarity. The effects of construction appear to have affected the 
water quality at Station 3 only to the degree that circulation patterns have been 
altered. Possibly resulting in decreased flow rates out of the area. However, until 
a detailed circulation study has been performed, definitive conclusions cannot be 
reached. 
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Station 24 is influenced by swell, wave, and offshore current action. It appears 
that dredging in Borrow Area II and Circulation Channel "B", plus the present outflow 
of water through Channel "B" may be causing some silt build-up along the 40- to 60- 
foot bottom contours. During the ecological surveys, a fine layer of silt was oc- 
cassionally observed on corals at Station 24. However, it appears that this silt is 
naturally carried away by subsurface currents and is dispersed over a wide area. 
During spring and summer southerly swell conditions, this silt is placed into sus- 
pension and decreases water clarity. This condition is expected to continue for 
several years until the borrow areas and circulation channel have been cleansed of 
fine silts. 

Dissolved oxygen levels at all stations indicate that construction activities have 
had little, if any, effect. As indicated previously, all sampling was performed at 
mid-depths and as such stratification of the various water quality parameters was not 
measured. However, unrecorded bottom D.O. measurements did indicate 0~ depleted 
conditions. These readings were made prior to completion of Circulation Channel "B" 
and it is, therefore, not possible at this time to indicate whether flushing or 
mixing within the lagoonal water column is occurring. 

The general increases in nutrient levels (total Kjeldahl nitrogen and total phos- 
phorus) that appear to be occurring are difficult to assess due to numerous outside 
influences. As noted above, Kalihi and Moanalua Streams and Honolulu Harbor enter 
Keehi Lagoon.  The Sand Island Sewer Outfall, which presently disposes of over 55 
million gallons of raw sewage daily, is less than two miles upwind the reef runway 
project area. Predominant currents flow towards the reef runway area.  It is known 
(Ferguson Wood and Johannes, 1975) that dredging operations cause the release of 
nutrients stored in bottom sediments. It is also possible that if subsurface current 
flows through Keehi Lagoon have increased as a result of Circulation Channel "B", 
nutrients could be released from bottom sediments through increased scouring and the 
resultant suspension of silt particles in the water column. 

An indication of the effects of changes in water quality that have occurred is pro- 
vided by the marine ecology surveys. As noted previously, percent coral coverage 
variations that have occurred tend to indicate natural variation rather than one 
produced by construction activities or abrupt changes in water quality. Sea urchin 
and fish counts also tend to indicate variations due to natural causes rather than 
construction induced changes.  Bowers (1976) reports that variations in numbers of 
sea urchins similar to those found at the reef runway have also been observed at 
other areas on Oahu, and that these variations may be natural cyclic occurrances. 

The variations in the numbers of fish and fish species observed during the 3-year 
monitoring period can be generally explained by changes in the underwater visibility 
and natural fish movements. 

The variations in the numbers and types of zooplankton observed does not indicate any 
general trend. The relatively small changes that have occurred, tend to imply that 
natural variation as opposed to environmental stress conditions, such as construction, 
are responsible for the variations in total plankton types noted. 

CONCLUSIONS 

As noted previously, a major purpose of the reef runway environmental monitoring 
program was the detection of non-compliance with State of Hawaii and construction 
project specification water quality standards. 
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Of major importance was the early detection of turbidity violations. Turbidity was 
controlled through the use of sea curtains and the requirement that all dredged spoil 
material be pumped into confined areas. Only in a few instances did turbidity levels 
go below allowable standards, and these situations were quickly and easily corrected. 
Violations of other water quality standards, e.g. nutrient levels, have also occurred. 
However, it appears that these violations have not been entirely due to construction 
efforts, but more likely, due to outside influences. As noted, when water quality, 
circulation, and marine biological factors are considered, it appears, at this time, 
that the reef runway construction project has not had any negative impacts.  Defini- 
tive conclusions regarding the long-term effects of the reef runway project will not 
be possible until future water quality, circulation, and marine ecology studies have 
been conducted. 

The analysis of water quality data collected during the reef runway project, and 
examinations of water quality data collected during other coastal engineering pro- 
jects in Hawaii, suggests that present State Water Quality Standards require review 
and adjustment to reflect naturally occurring conditions.  As noted previously, 
studies (Tetra Tech, 1976) have shown that pristine open ocean water, on the windward 
and leeward sides of Oahu and other islands, does not meet State Water Quality Stan- 
dards. Studies performed at other construction sites on other Hawaiian islands also 
tend to indicate these findings (Sunn, et al_, 1972b and 1975; Oceanic Foundation, 
1975; J. K. K. Look, 1972; U.S. Army Engineers, 1976). 

The long-term environmental effects of the reef runway construction can only be 
determined following additional data reduction analyses, and future water quality, 
circulation, and marine ecological studies.  These studies, which should be conducted 
over at least a one-year period following major offshore construction efforts, will 
provide the data base upon which fairly definitive conclusions can be reached. 
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CHAPTER 203 

STUDY OF AN ARTIFICIAL ISLAND 

by 

J.P. LEPETIT and S. MOREAU 

1 - INTRODUCTION 

The location of large surface industrial zones along sea 
shores often competes with other coastal activities, such as recrea- 
tional pusuits, fishing, nature reserves, etc. The construction of an 
artificial island in the sea, near the shore, is a solution to which 
it will perhaps be necessary to have recourse in the fairly near futu- 
re. The design of such a project poses many problems particularly in 
respect of its impact on the environment. We present here the results 
of a study which examines this aspect. 

The problems are as follows : 

- influence of the island on the local wave climate, or swell, and 
consequent shoreline changes, 

- influence of the island on tidal currents and resulting evolution of 
the sandy sea bed, 

- dispersion of industrial effluents. 

The effect of the island on swell and on shore stability and 
the calculation of pollutant dispersion are approached by the use of 
mathematical models ; the effect of the island on tidal currents is 
analysed on a reduced scale physical model. 

* Division Hydraulique Maritime - Laboratoire National d'Hydraulique 
Electricite de France - Chatou - France. 

3526 
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2 - IMPACT ON THE SHORE 

The impact on the shore is determined by computer calcula- 
tions [11 of the wave pattern and of its resulting effect on littoral 
drift (fig. 1). The computation of the wave pattern takes account of 
refraction, due to variations in water depth, and diffraction, due to 
the presence of the island : both mechanisms are computed independen- 
tly and then combined by multiplying the coefficients of wave height 
variation so obtained. 

The variations in wave height and incidence along the shore 
are determined for each wave period and direction considered ; then, 
using a classical littoral drift formula, the variation in the dis- 
charge of sand is estimated. By summing the volumes of sand transpor- 
ted by waves in each category considered, weighted according to their 
frequency of occurence, the net sand transport along the shore can be 
obtained. The stage-by-stage evolution of the shoreline is derived by 
calculation of the continuity. 

During the computation the discharge of sand is modified 
daily according to changes in the orientation of the shoreline, and 
the computation of the wave pattern is repeated every three years. 
This computation is carried out for the existing situation in the ab- 
sence of the island, and then repeated with the island present. 

Without the island, waves (6s period, 4 m annual significant 
height) originating from directions between west and north-east pro- 
duce a net littoral drift eastwards of 10 to 20 m /day on a straight 
east-west shore consisting of fine sand (0,25 mm). 

The location of an island, 3500 m offshore, induces the for- 
mation of a tombolo with erosion of the beach on either side. Due to 
the predominant direction of littoral drift, the north-south axis of 
the tombolo is slightly west of the intersection of the north-south 
axis of the island with the shore (fig. 2). However, the drift being 
low, the shoreline changes are rather slow. The average shoreline ad- 
vance is 0,30 m/year with a 2200 m long island & 0,45 m/year with a 
3500 m long island. The average rates of shoreline recession are 
0,10 m/year and 0,25 m/year respectively. 

Shoreline changes may be prevented by periodical dredging. 
The construction of groynes on the shore on either side of the island 
would also reduce the volume of sand trapped in the sheltered zo- 
ne between island and shore. 

HI LEPETIT J.P. Transport littoral : essais et calculs. Proc. 13th 

Conf. Coastal Engineering. Vancouver 1972. 



3528 COASTAL ENGINEERING-1976 

3 - IMPACT ON CURRENTS AND BATHYMETRY 

This is analysed on a reduced scale model with a fixed bed 
(horizontal scale 1/1000, vertical scale 1/100) equipped with tide 
and current generators. The surface current paths are measured by 
taking time exposures of floats before and after the construction of 
the island on the model. The effect of the island can be assessed 
from charts indicating zones of increase and decrease in current ve- 
locity (fig.3). 

A 700 m wide island oriented in the direction of maximum 
long shore currents has little significant effect on discharge. How- 
ever, appreciable changes occur near the island. Decreases in veloci- 
ty are noted around the island, both upstream and downstream. On both 
sides of the island, particularly between the island and the shore, 
increase occur. In both cases the maximum change in velocity is 25 %. 

The result is very sensitive to several parametres which 
are : 

- the lenght of the island 
- the width of the island 
- the distance from the shore 
- and the shape of the island itself. 

More tests are necessary to understand the effect.of each 
parametre but as regards the increase of velocity between the shore 
and the island it seems that this variation is more important when 
the island is wider, is nearer from the shore and is shorter. 

A particular shape of the upstream extremity of the island 
with deflects the current seawards reduces the increase of velocity 
between the island and the shore (fig. 4). 

When the sea bed is sandy, these results may be used to gi- 
ve an indication of the likely zones of deposition and erosion. Thus, 
it is possible to extrapolate the formation of a sand bank behind the 
island, and an area of scour between the island and the shore ; fur- 
thermore, such an eroded area may limit the accretion of the shore 
due to wave refraction. 

4 - EFFLUENT DISPERSION 

The dispersion of industrial effluents is assessed by a 
stage-by-stage computer calculation, 2 dimensional in plan, which 
takes into account convection and dispersion due to tidal currents. 
The dispersion coefficient used is about 5 m /s in each horizontal 
direction. Concentrations are assumed to be uniform throughout the 
depth - an assumption which is satisfied during strong tidal cur- 
rents. The current values used in the computation are those measu- 
red with the island represented on the physical model. 
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With a slightly rotating, reserving tidal current parallel 
to the shore, having a maximum velocity of 1 m/s and an effluent dis- 
charge of 200 m3/s seawards from the centre of the island, the surfa- 
ce areas affected by concentrations of 10 % and 20 % of the dischar- 
ged concentration are approximately and respectively 2 km2 and 
0,5 km2 (fig. 5). 

Computations carried out for a nearby coastal site with 
re er ing but non-rotating currents give- 10 % concentrations over 
areas 2 to 3 times greater. For a site inside of an estuary the areas 
concerned are even more higher (fig. 6). 

The comparison therefore favours discharging effluents into 
the open sea, but the difference is due to several factors whose ef- 
fects are difficult to assess - distance from the shore, stronger re- 
siduel current, rotating currents and also greater depth. 

A more succinct assessment is carried out by simulating the 
effluent discharge by coloured water on a reduced scale model. The 
results obtained are in relatively good agreement with the computed 
results, perhaps because the convection by tidal currents is the ma- 
jor effect and precisely the currents introduced in the calculation 
are those recorded on the model where dye tests are made. 
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CHAPTER 204 

WAVE INDUCED OSCILLATIONS OF HARBORS WITH VARIABLE DEPTH 

by 

F. Raichlen1 and E. Naheer2 

ABSTRACT 

A numerical method is presented to treat the wave-induced oscillations of 
a harbor with a variable depth and width. A two-dimensional finite difference 
approach is used inside the harbor matched at the entrance to a solution for 
the open-sea based on the Helmholtz Equation which includes incident, reflected, 
and radiated wave energy. Examples of the response and the modal shapes of the 
water surface are presented for harbors with simple and complex shapes. 

INTRODUCTION 

In recent years significant progress has been made in developing analytical 
models to determine the response of harbors to incident waves. The ultimate 
objective in such research is to be able to treat a harbor with variable depth, 
planform, and coastline configuration, and with a variable interior reflectivity. 
Such a model would be extremely useful in preliminary design work and guiding 
laboratory studies of the phenomenon. 

Early theoretical investigations of harbor resonance concentrated on harbors 
with constant depth and simple geometric shapes.  Examples of these studies are: 
Miles and Munk (196.1) and Ippen and Goda (1962) . One of the major results of 
these investigations was the realization that the open-sea was important in 
allowing for the loss of energy radiated from a harbor. For the steady-state 
excitation of a harbor the radiated energy from the harbor to the open-sea is an 
important aspect of the response problem, and provides a form of "dissipation" 
in an otherwise inviscid theoretical approach. Methods were presented which 
demonstrated, quite well, (particularly the study of Ippen and Goda (1962)) the 
effect on the harbor response of geometric characteristics of the harbor, such as 
the ratios of: width to length and entrance width to harbor width. 

Lee (1969), Hwang and Tuck (1970), and Lee and Raichlen (1971) investigated 
the problem of the wave-induced oscillations of constant depth harbors of arbitrary 
shape. Numerical methods were developed to treat the problem of a complex harbor 
with perfectly reflecting interior boundaries.  In the study of Hwang and Tuck 
(1970) the open-sea and the harbor were treated as one region; Lee (1969) and Lee 
and Raichlen (1971) treated the harbor and the open-sea separately, then matched 
the solutions at the harbor entrance.  (This difference leads to the study re- 
ported herein.) 

Several approaches have been proposed to determine the response of harbors 
with variable shape and depth to incident waves, e.g., Raichlen (1965), Wilson 
et al. (1965), Olsen and Hwang (1971), and Chen and Mel (1974). Comments are made 
by Miles (1974) relative to the applicability of certain of these methods, and 
the interested reader is directed to that publication. 

A two-dimensional approach was presented by Raichlen (1965) to treat the 
oscillations of long waves in closed basins of arbitrary planform and variable 
depth.  This was extended, in an approximate fashion, to the case of a harbor 

'Professor of Civil Engineering, W. M. Keck Lab. of Hydr. and Water Res., Calif. 
Inst. of Tech., Pasadena, CA, USA. 

2Graduate Research Assistant, W. M. Keck Lab. of Hydr. and Water Res., Calif. 
Inst. of Tech., Pasadena, CA, USA. 
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connected to the open-sea.  The major assumption in the case of the harbor was 
that a node existed at the harbor entrance.  It was realized at the time that 
this was a serious limitation to the analysis, especially in view of the work of 
Ippen and Goda (1962) where it was shown, for rectangular harbors, that only for 
small ratios of width to length and large ratios of entrance width to harbor 
width is this assumption reasonable.  Suggestions were made for improving this, 
but these were not attempted at the time. 

The objective of the study reported herein is to eliminate this imposed 
entrance condition and develop a simple method which allows the wave amplitude 
at the entrance to adjust naturally to the external and internal waves similar 
to the analyses presented by Ippen and Goda (1962) and Lee (1969) for simple and 
complex shapes, respectively. The harbor and the ocean are considered as two 
separate regions with the wave amplitude and the water surface slope obtained in 
each region matched at the harbor entrance.  In this manner, it is possible to 
use analytical approaches which are different in each of the two regions. 

ANALYTICAL CONSIDERATIONS 

In this section the analytical method used will be discussed considering in 
order: the solution inside the harbor, the solution in the open-sea, and the 
solution for the combined region.  There are certain limitations which are placed 
on the solution which may or may not restrict its application.  These are: 

(1) Only shallow water waves are considered. 
(2) The problem is reduced to a two-dimensional problem; no surface 

variations are allowed in the harbor in a direction perpendicular 
to the talweg  of the harbor. 

(3) The open-sea has a constant depth equal to the average depth at 
the entrance. 

(4) The coastline is assumed to be straight. 

Harbor Region 

The solution for the interior of the harbor follows the method proposed by 
Raichlen (1965), and it will be summarized here. A body of water is considered 
with a length I  measured along the natural coordinate direction s, see Fig. 1. 
The natural coordinate is directed along the talweg  which is the line which 
smoothly connects the deepest parts of the body of water.  The variation of 
surface width and cross-section area perpendicular to the s-direction are denoted 
as b(s) and A(s), respectively. 

Harbor Region 

Open-Sea 
Region 

B 
(n=l) 

As 
Talweg 

C ' 

Fig. 1. Definition Sketch of Harbor and Open-Sea Regions. 
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For long waves with small amplitude the equation of continuity for the fluid 
body may be written as: 

where u is the water partical velocity in the s-direction averaged over the cross- 
section and n is the amplitude of the water surface relative to the mean water 
level. 

Neglecting friction, the equation of motion in the s-direction for two- 
dimensional flow (without body forces) is: 

3t + u 3s    p 3s K ' 

where p is the density of the fluid and p is the local pressure. For small ampli- 
tude shallow water waves, the pressure can be assumed hydrostatic: 

p = Y(n-z) (3) 

where Y is the specific weight of the fluid and the coordinate direction z is 
positive upwards. Neglecting the convective acceleration in Eq. 2 (which is 
reasonable for this small amplitude approach), Eqs. 2 and 3 can be combined to 
give: 

3n    3u/3t ,,, 
3s ~ "  g W 

Eq. 4 states that the local water surface slope in the s-direction is given by the 
ratio of the local acceleration to the acceleration of gravity.  It is assumed that 
the amplitude variation of the free surface can be expressed as a separable function 
of space and time as: 

ri = n(s) cos at (5) 

where a is the circular wave frequency, 2fT/wave period. Differentiating the con- 
tinuity equation (Eq. 1) with respect to time, substituting for the local 
acceleration from Eq. 4 and using Eq. 5 in the resulting expression, the following 
is obtained: 

3 r« 3n1 . bo2   . -r-   A •—• +   n = 0 3s [  3sJ   g (6) 

Eq. 6 can be expanded into an equation of the Sturm-Lionville form: 

Ad£n +|A dr, + (7) 
ds^ ds ds   m 

"n? where X    =          m = 1-2,...., M 
m   g 

and X is a characteristic or an eigenvalue of the problem, and A and h  are 
functions of s alone. Wilson et al. (1965) describe two boundary conditions that 
may exist at the end of the basin opposite to the entrance: 

(1) The cross-section area tends to zero or, 
(2) there is perfect reflection from the end. 

From Eq. 7, these conditions can be expressed respectively as: 

(1)   A'- 0        ^^+Xbn = 0 (8a) 
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A*r, 
(2)     £.0 AfLa+y„ = o (8b) 

If both conditions exist simultaneously, the trivial case of n= 0 is obtained 
from Eq. 7.  In addition, inherent in the assumption of A=0 at the end is the 
fact that b/0 at that point; if not, Eq. 7 reduces to M Jl = 0. Thus, the two 

ds ds 
boundary conditions at the closed end of the harbor are somewhat restrictive, 
although they do cover most of the interesting problems. 

To obtain a numerical solution to Eq. 7, the basin is divided into N cross- 
sections spaced a distance As apart, where As = £/(N-l); the cross-sections are 
perpendicular to the talweg.     The section n - 1 is the closed end of the basin 
and n=N is at the entrance which communicates with the open-sea.  The first and 
second derivatives are expressed in finite difference form using central differ- 
ences, and Eq. 7 becomes: 

a   ,n , +a  n + a  ,-n ,- = A n (9) 
n,n-l n-1   n,n n   n,n+l n+1   m n 

where: 
a   n =-i~ I A -f<A ^i ~A i)        a   = 2A /b n,n-l   b   n 4 n+1  n-1 J       n,n    n n 

a  J.I =-r~  |A +r(A .- -A _)       A = A As2 n,n+l   b   n 4 n+1  n-1 m   m n L J 

For the boundary condition where the area at the end section (n=l) goes to 
zero, Eq. 8a, forward differences are used to define the derivatives and Eq. 8a 
becomes: 

"l,!"! + al,2n2 = Vl (10a) 

where: 

al,l = (A2/b2)=-al,2 

Therefore, the wave amplitude at the next section (n = 2) can be expressed in terms 
of the amplitude at section n = l from Eq. 10a as: 

/  b.a2As2 \ 

*2 = (1~i^-)"l"Vl (10b) 

In the case of perfect reflection from the end boundary (n=l) when the depth 
does not go to zero, the water surface slope becomes zero in accordance with Eq. 
8b.  This equation could be written in difference form similar to that shown in 
Eqs. 10a and 10b. However, to obtain a solution a zero water surface slope can be 
forced to occur at the end by using the "mirror-image" method proposed by Raichlen 
(1965).  In that method the basin is extended one cross-section beyond the end 
wall to construct a mirror image; for example, for reflections at n=l a cross- 
section at n = 0 is defined with AQ = A2, Dn = D2 anc* rl0~n2*  *n tn^-s manner, by 
symmetry about n = l, a zero water surface slope is forced at n=l.  The difference 
equations written for this are: 

"I^ 
+ ai,ini= Vi (lla) 

where al 1 = (2A-/10 = - a, „ 



3540 COASTAL ENGINEERING-1976 

Hence, the wave amplitude at n = 2 can be expressed In terms of the amplitude at 
the end of the basin as: 

b o2As2 

2gA, a2  "1 
(lib) 

It should be recalled, the analytical method used is to obtain a solution 
inside the harbor that can be matched at the entrance to a solution obtained by 
a different method for the outside region (the open-sea).  To accomplish this, 
an inside solution must be evaluated at the entrance, n = N.  Eq. 9 and the 
appropriate boundary condition (Eq. 10b or lib) is used for this. In this regard, 
it is instructive to look first at the wave amplitude at the cross-section n=3. 

3    A2+t(W 
4(A3-V-A2 

2A„ 
b,o-2Asz 

nl"E3nl 
(12) 

Therefore, knowing the wave amplitude at the end of the basin, n = l, and the 
cross-section geometry and wave period, the wave amplitude at n= 3 can be 
evaluated. Proceeding iteratively, the amplitudes at arbitrary cross-sections 
are expressed as: 

"n-1 En-1 "1 
and 

(13a) 

(13b) 

where E is a coefficient which can be evaluated easily, 
n 

Using backward differences, the water surface slope at the entrance (n= N) 
is approximated as: 

ds 

where 

As 

EN-1 

= h\ (14) 

For any cross-section, En (and ultimately F„) is determined by arbitrarily setting 
n^ = 1 and the calculating ti2, 13  tijj iteratively. Dividing nN and Hfj_i by r\j_, 
the desired values of EM and E«i are obtained, and the slope of the water surface 
(or the velocity) at the entrance is defined. 

The wave amplitude n is a complex quantity which, at the entrance (n - N), can 
be written as: 

(15) GO . •   (I) nN = \  +^nN 

where n„   and n„   are the real and imaginary parts of the entrance wave 
amplitude, respectively, and thus provide both amplitude and phase information. 

Open-Sea Region 

The solution for the open-sea region is taken from Lee (1969) and will be 
summarized here; the interested reader is directed to the publication cited for 
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a more comprehensive description. As mentioned previously, for this development 
the open-sea is assumed to be a constant depth equal to the average depth at the 
harbor entrance.  If a separable solution of the velocity potential $ is sought, 
within the limitations of small amplitude wave theory, the following expression 
can be used for the velocity potential: 

a.g cosh k(h+z) 

and hence: 

(x,y,z;t)= -4           f(x,y)e (16a) *• >'•   '   ' in cosh kh       '•" 

n(x,y;t) = a.f (x,y)e""Wt (16b) 

wherein a is the wave amplitude, k is the wave number, and h is the depth. From 
Laplace's Equation (V2*=0) it is found that the spacial wave function, f, must 
satisfy the Helmholtz Equation: 

+ -5-| + k2f = 0 (17) 32f , 32f 

3xz 

In the outside region the wave function is defined as: 

f, = f.  + f  . + f  , (18a) out       vno       ref       pad 

where f.  is the incident wave function, f  - is the wave function for the vno ref 
ted wave, and £paj  is the wave function f 

outward from the harbor entrance. From Eq. 16b the wave amplitude can be 
expressed as: 

* "  ai «ine + V + We"'" <18b) 

Referring to Fig. 1, the following boundary conditions are imposed on f  , . 

3f  .          _ 
(1) 3p   = 0 on AC and BC at y = 0 (19a) 

3f  ,         
(2) ^°UV  - - C on AB at y - 0 (19b) 

(3)      W* (£**+W as <^y2>+" (19c) 

The first boundary condition implies a zero velocity along the impermeable coast- 
line where n is the normal to the boundary. The second boundary condition 
expresses the average velocity across the entrance in terms of the solution of 
the velocity obtained from inside the harbor.  (This does not pertain to the 
immediate solution sought, but it is presented here for its usefulness later.) 
The third boundary condition ensures the radiated wave system, ^-pad*  disappears 
with increasing distance from the harbor entrance and the wave becomes simply a 
standing wave at infinity. 

Lee (1969) obtains the radiated wave function using Weber's solution for 
the Helmholtz Equation (Eq. 17) letting the standing wave amplitude at infinity 
be a^ i.e., (f-£n(2 + f^gf) 

Ml- Thus the wave function along the entrance is 
written as: 

fo^(x,0)=l-|yc(x,0)Ho
(1)(kr)dx (20) 

AB 
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where H   (kr) is the Hankel function of the first kind and zero order chosen 
as a fundamental solution of the Helmholtz Equation.  If variations in amplitude 
and velocity across the entrance in the x direction are considered small, £0ut 
and C(x,0) in Eg. 20 can be_ replaced by their values averaged over the width 
of the entrance: f^^.and C. Hence, from Eq. 20 one obtains f  .and C. out 

out = 1 4|~J +i J-Y 1 b„,C 
2 I  c   IT cj N (21) 

where: 2 /   60 \ 2 

1 
1008 

kV6 

25920 

kbv 

(*\ 
tol- + y--. 

•V" 
60 \ 2 

•L  /kb, 

25920 \ 2 

fkK 
ln[ 

V 2 

')' 
to 

kb. 

kb„. /kb 

55 
30 

+ Y 

1 
1008 

kb. 

+ Y- 

6 

to 
kb. 

+ Y 
353 

'168 

826 
360 

and: Y = 0.5772157 (Euler's constant).  (To handle relatively large 
ratios of entrance width to wave length, the numerical computations for Jc and 
Yc are carried to terms of order (kb„/2)

8.) 

Solution for the Combined Regions 

Eq. 21 provides a first approximation to the outside wave function, 
and hence the wave amplitude in terms of an unknown average water surface slope, 
C, at the harbor entrance.  Since the C can be complex, it is described by the 
derivative of Eq. 15 with respect to the s-direction, i.e., C = (1/a^)(dnjj/ds). 
This substituted into Eq. 21 provides a general expression for the wave function 
at the entrance averaged over the entrance width.  Separating the resulting 
expression into the real and imaginary parts the following are obtained: 

'-out' 

n (R) a. 
l + 4 

(I) (R) 
dT1N      2    d\ 

J T^  + J-Y -3-=  c ds     J c da (22a) 

(I). 
d", (R) 

c ds 

<H 
ft    c ds 

(I)"! 
(22b) 

Substituting Eqs. 13 and 14 obtained from the interior solution into Eqs. 22, the 
latter can be rewritten as: 

.„ (R) _ i . 1 jcVi(I)+iKvi (R) (23a) 
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C« 
•Wl 

00 
IT c N 1 

(23b) 
J  N 

Eqs. 23a and 23b can be solved simultaneously for the real and the imaginary 
parts of iii, the amplitude at the end of the harbor (n = 1) : 

"l00 " 3i(EN i Y Rh ,)/<\, TT c N N  N 
(24a) 

where: 

(I) 
-ai(-2JcVN)/aN 

2 2 

(EN-KFNM +(HVN)* 

(24b) 

If the response function for the harbor is defined as the ratio of the 
wave amplitude at a position in the harbor (e.g., at the backwall, n= 1) divided 
by the amplitude at the entrance if the entrance were closed, then from Eqs. 24 
this becomes (for the backwall): 

t[K(R>)2+K(i)n 1/2 (25) 

The amplification factor, R-^, can be evaluated by setting the standing wave ampli- 
tude to unity (a^ = l) and substituting Eqs. 24a and b into Eq. 25. With reference 
to Eq. 13, the response at any other location becomes: 

R - E R, 
n   n 1 

(26) 

where En is defined, as before, from an expression similar to Eq. 12.  Therefore, 
from Eqs. 24, 25, and 26 the response of a variable depth harbor to incident waves 
can be investigated keeping in mind the restrictions imposed on the solution by 
the assumptions stated previously. 

DISCUSSION OF RESULTS 

In evaluating this method of analysis, a harbor of simple geometry was 
considered first. This was a rectangular harbor with a width w, a linearly 
varying depth, and a fully open entrance connected directly to the open-sea. 
The depth of the open-sea region was set equal to the depth at the harbor entrance. 
The ratio of the depth at the backwall of the harbor to that at the entrance varied 
from zero to unity.  The ratio of the harbor width to the length for the case 
considered was: w/Jt -  0.194; the same ratio as the constant depth case considered 
by Ippen and Goda (1962) and Lee (1969). 

The response curves obtained are presented in Fig. 2 for four ratios of 
depths at the backwall to the entrance: h1/h2 = 0, 0.67, 0.33, 1.0.  The 
ordinate is the response function as defined by Eq. 25 and the abscissa is the 
product of the harbor length and the wave number based on the wave period and 
the depth of water at the harbor entrance. The response for h-,/!^ = 1 is the 
same as obtained by Ippen and Goda (1962) and Lee (1969). As the slope of the 
bottom increases the amplification at resonance increases significantly and the 
maximum response shifts to smaller values of k^^. Note that as k2& tends to 
zero (the wave length tends to infinity) the response tends to unity, i.e., 
the wave length is so large that the wave essentially does not "see" the harbor 
and the amplitude is the same as the standing wave with the harbor entrance 
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closed.  The variation of the amplification and the product 1^)1 at resonance with 
the depth ratio are presented in the inset to Fig. 2; it is apparent that the 
effect of the change in depth on the amplification at resonance is much more 
significant than the effect on the resonant wave number, k,. The former can be 
considered an effect of shoaling; the latter also is an effect of shoaling and 
represents a change in the resonant wave length caused by the change in mean depth. 

In Fig. 3 the response of a fully open rectangular harbor with a linearly 
varying depth is presented for two cases: a width to length of 0.1 and 1.0; the 
fundamental mode is shown for each case.  (It should be noted, the response 
function is presented logarithmically along the ordinate.)  The amplification at 
resonance is reduced by nearly an order of magnitude by increasing the ratio of 
width to length in the same amount.  In addition, the resonant wavelength in- 
creases as the width of the harbor increases (the resonant wave number decreases). 
In fact, it appears that if the width were great enough compared to the length, 
the response at the backwall would be equal to unity independent of wave number. 
This is the case where the harbor is so wide compared to the length that it simply 
becomes like the coastline. 

In Fig. 4 the variation of the relative amplitude with relative length is 
shown for the fundamental mode of three harbors with a varying ratio of width to 
length. For the three cases the ratio of the depth at the backwall to the depth 
at the entrance is zero. The results of the numerical analysis are shown along 
with the exact solution of Lamb (1945) for a long wave in a canal with a linearly 
varying depth, and the agreement is good. At x/£ = 1 the entrance effect can be 
seen, and as the ratio of width to length, w/I,  decreases, the relative amplitude 
at the entrance also decreases.  In fact, it appears that if w/Jl » 1 the amplitude 
in the harbor would be approximately uniform in the x-direction; this is the same 
trend observed in Fig. 3 as w/J. increases. 

An example of the response of a harbor with a more general shape is the case 
of Apra Harbor, Guam, M. I.  This harbor was chosen because of the availability 
of the results of hydraulic model tests which were conducted in the late 1940's 
to evaluate certain inner harbor modifications and the design of a proposed 
breakwater (see Knapp and Vanoni (1949)). 

A schematic drawing of the harbor is presented in Fig. 5.  In the analysis, 
the outer harbor was limited near the East end by a series of shoals; in the 
hydraulic model one proposed method to protect the inner harbors was to build a 
series of breakwaters connecting certain of the shoals.  In the analytical model 
the shoal-breakwater location and the LST berth were considered to be closed ends 
and the results were compared to the experimental results with the breakwaters 
in place.  The general direction of the talweg  is shown in Fig. 5 and the areas 
and surface widths of sections perpendicular to the talweg  are shown in Fig. 6. 
The depth averaged over the cross-section varies from approximately 60 ft at the 
entrance to a maximum of 113 ft about one-third of the harbor length from the 
entrance and 18 ft near the LST berth. 

A response curve obtained for this harbor is presented in Fig. 7; the 
ordinate is the ratio of wave amplitude at the LST berth (see Fig. 5) to that at 
the harbor entrance with the entrance closed.  The abscissa is the product of the 
wave number and the harbor length along the talweg;  the length used is 16,000 ft 
with the harbor divided into 33 sections. The theoretical response curve 
exhibits six modes of oscillation for the range of kJl shown. This response 
curve must be somewhat in error, since the oscillations corresponding to the 
response shown in Fig. 7 are two-dimensional and three-dimensionality would 
probably become important in such a harbor for the higher modes of oscillation. 
Nevertheless, this does show certain aspects of the response in a variable depth, 
arbitrary shaped harbor. 
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Fig. 4. Relative Wave Amplitude vs. Relative Length for the Fundamental Mode 
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Fig. 5.  Schematic Drawing of Apra Harbor, Guam, M.I. 
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The experimental data presented in Fig. 7 were obtained by Knapp and 
Vanoni (1949); the definition of the response function used in that study was 
not precisely the same as that used in the theory.  In their experiments the 
amplification factor was defined as the ratio of the maximum amplitude at the 
location of interest to the maximum amplitude outside the harbor with the 
entrance open.  Since there must be an effect on the outside wave due to the 
harbor, in comparing the experiments to the theory one would expect differences. 
In Fig. 7 the agreement in the shape of the response curve perhaps is reasonable 
for the second and third modes but considerably poorer thereafter. This may be 
due to the failure of a two-dimensional theory in describing the higher modes 
of oscillation where three-dimensionality must be important as well as the 
differences mentioned between the theory and the experiments. 

The periods of the various modes are shown in Fig, 7 next to the peaks. 
It is noted that the lowest mode, the fundamental, has a period of 27.9 min; 
the maximum amplification for 0 < k£ < 19 is exhibited by the third mode with a 
period of 3.7 min.  (These periods are based on an average depth of 84.7 ft 
inside the harbor.) The shape of the water surface for the first three modes 
are shown in Fig. 8 where the local amplification factor 0^ in Eq. 26) is plotted 
as a function of distance from the LST berth along the talweg. By plotting in 
this manner, the relative importance of mode shape at a given location can be 
observed. An interesting feature of Fig, 8 is the water surface amplitude at 
the entrance (n = N). For these three modes the classical condition of a node at 
the entrance certainly is not met. Thus, the approach proposed by Raichlen (1965) 
and Wilson et al. (1965) would be in error in predicting both the resonant periods 
and the mode shapes. 

For a rectangular harbor with a similar geometry (2b/£ =s 0.33 and d/b^O.5) 
the value of kJi at resonance for the first mode would be 1.15.  (It should be 
noted, the width of both the harbor and the entrance used for this computation 
are approximate.) Referring to Fig. 7, the value of k£ at resonance for the first 
mode, the pumping mode, is about the same as that predicted for the corresponding 
mode for the rectangular harbor. Hence, the fact that a node does not exist at 
the entrance is partly due to the aspect ratio of the harbor and partly due to 
the partially closed condition. 

The second basin investigated was Monterey Bay, California.  This bay has 
experienced problems due to long period oscillations in the past, and in connec- 
tion with an approximate numerical model presented by Raichlen (1965) and Wilson 
et al. (1965) it is of some interest.  This is a large bay with a length along 
the talweg  of approximately 56,000 ft from the shore to the entrance, a maximum 
width near the entrance of 138,000 ft and an average depth which decreases from 
581 ft at the entrance to nearly zero at the shore. The longitudinal variation 
of the surface width and cross-section area are presented in Fig. 9. For the 
numerical calculations the harbor was divided into 20 sections. 

The response curve for a location at the shoreline (n = l) is presented in 
Fig. 10.  It is interesting that due to the shape of the basin, the modes of 
oscillation are not defined as distinctly as those for Apra Harbor shown in Fig. 
7. Nevertheless, the first three modes of oscillation are evident in Fig. 10 
and are defined therein. For this harbor the ratio of width to length is nearly 
2.5, thus three-dimensional effects would be expected for higher modes of oscilla- 
tion.  The results of the two-dimensional analysis of Raichlen (1965) and Wilson 
et al. (1965) for this case are indicated along the abscissa; in those analyses 
a node was assumed at the entrance. That this is not so is evident from Fig. 10 
and is emphasized even more in Fig. 11 where the shape of the water surface is 
shown for the first three modes of oscillation.  It is seen that nodal conditions 
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are not met for any of these modes of oscillation.  This emphasizes the 
importance of not imposing entrance boundary conditions for a harbor. The 
conditions at the entrance must respond naturally, depending upon the shape of 
the basin and the period of the incident waves. 

CONCLUSIONS 

The following major conclusions may be drawn from this study: 

1. Using matching conditions at the entrance to a harbor it is possible to use 
two completely different methods of analyses in the two domains: the harbor 
region and the open-sea region. 

2. Reasonably good agreement is found for the period of the lower modes of 
oscillation measured experimentally compared to the results of the numerical 
analysis for a harbor with a relatively complex shape. 

3. The boundary condition at the entrance of a harbor must be allowed to develop 
naturally and a particular amplitude such as a node cannot be forced to occur. 
In the event this is done, the response of a harbor determined numerically 
may be considerably in error. 
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CHAPTER 205 

PROBABLE UTILIZATION LEVEL FOR A BARGE HARBOR 

Martin T. Czerniak 
2 

Choule J. Sonu 

INTRODUCTION 

The main consideration in harbor master planning is to maximize the 
amount of time that the harbor can be used.  The potential level of harbor 
utilization can be evaluated by analyzing vessel performance during harbor 
operations in terms of the range of imposed environmental conditions. The 
harbor utilization level is expressed statistically as the probable amount 
of time that the harbor can be used as planned. 

In this paper, a siting study for a towboat-barge harbor will be de- 
scribed.  This example will demonstrate the use of harbor utilization sta- 
tistics for a simplified case of a single-purpose harbor and a single de- 
sign vessel.  This scheme can be applied to more complex cases of multi- 
purpose harbors used by a variety of vessels.  The purpose of this paper is 
twofold.  First, it outlines the basic concept of harbor utilization sta- 
tistics and their value to harbor master planning.  While it seems that 
studies of this type would have been undertaken in the past, at present no 
examples have been found by the authors among published literature.  Secondly, 
considering the lack of published information, it is beneficial to record 
some practical experience regarding towboat and barge systems as design 
vessels. 

APPLICATION 

Many harbor operations can be analyzed using harbor utilization statis- 
tics.  For example, an evaluation of entrance/exit conditions will lead to 
utilization statistics that define the percentage of time that vessels can 
safely negotiate the harbor entrance.  The loading/unloading/berthing utili- 
zation can also be considered.  This calculation would involve the wave 
height in the berth area of the harbor and may influence harbor configuration 
by revealing the need for additional breakwater sections (LeMehaute, 1976). 
A "harbor-of-refuge" can be better planned to provide safe entrance and safe 
mooring during storms if utilization statistics are compiled for the types 
of small craft generally found in nearby waters. 

Harbor utilization statistics can be interpreted in terms of the eco- 
nomic and functional feasibility of a specific harbor configuration, loca- 
tion, and operational plan.  The computations will reveal how harbor utiliza- 
tion can be improved by plan modifications. Economic analyses are improved 
because the benefits attributable to the harbor's presence can be more 
accurately established. 

1 2 
Senior Engineer and Principal Engineer, 
Tetra Tech, Inc., Pasadena, California, U.S.A. 
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PROCEDUEE 

Once the design vessels and the intended purpose of the harbor have 
been decided, three steps are necessary to determine the utilization level 
of a particular harbor operation: 

(1) Identify the environmental parameters which influence 
vessel behavior during the harbor operation of interest; 

(2) Determine the "critical level" of each parameter beyond 
which safe operations are jeopardized; 

(3) Determine the probable amount of time that the harbor will 
be closed due to the exceedance or joint exceedance of the 
"critical levels." 

Often the occurrence statistics for the important parameters that are 
identified in step 1 will not be directly available from environmental data 
summaries.  In such cases, appropriate engineering analyses must be em- 
ployed to develop the needed data from the available statistics.  For ex- 
ample, if it has been determined (step 2) that the maximum allowable wave 
height in the berth area of a proposed harbor is 40 cm, then refraction and 
diffraction techniques must be used to establish all the incident wave condi- 
tions that will result in this wave height there.  Once these conditions are 
known, data summaries of incident wave height, period and direction can be 
used to establish the probability of exceeding the allowable wave agitation 
in the berth area (step 3) . 

EXAMPLE:  TOWBOAT - BARGE HARBOR 

Harbor utilization statistics were used to select the best site during 
the master planning of a proposed harbor for the central California coast. 
The proposed harbor must provide year round safe entrance and unloading con- 
ditions for barges in order to maintain the delivery schedule of construction 
materials for the development of the Vandenburg Air Force Base. Due to the 
nature of the coastline, a "shoreline harbor" is required.  That is, primary 
harbor protection is provided by breakwaters, and the harbor basin is located 
seaward of the existing shoreline.  The vessels that will be used for the 
delivery operation are ocean-going towboats, which commonly draw about 4.5 
meters, connected by a towing cable to a medium-sized commercial barge.  These 
barges are about 115 meters long, 25 meters wide, and have a loaded draft of 
about 4 meters when not ballasted with sea water. 

Step 1:  Identify Parameters:  Three parameters are judged most import- 
ant in defining the amount of time that the towboat-barge system can safely 
enter the harbor:  (1) the wave height one to four kilometers offshore of 
the harbor entrance, (2) the wind speed, and (3) the visibility level. 
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The procedure used by the vessel in approaching and entering the har- 
bor must be known in order to judge which oceanographic and meteorological 
factors are most important to safety.  While underway on the open ocean, 
about 500 meters of towing cable connect the towboat and the barge (Brady, 
1967).  As shown in Figure la, the tow cable takes a catenary shape and 
functions as a "spring" to absorb the ship motions of both vessels.  Gen- 
erally, the barge will be ballasted during ocean towing, which helps to 
reduce its amplitude of response to the waves.  Prior to entering the har- 
bor, perhaps one to four kilometers offshore of the harbor entrance, the 
cable must be shortened for better towing control and the barge must be 
deballasted of sea water to reduce its draft.  In this condition (Figure lb), 
the spring action provided by the cable is considerably reduced and the 
cable could be in danger of parting if the towboat and barge do not ride 
the wave synchronously.  Now deballasted, the barge will respond more to 
the wave action than it will under ocean-going conditions thus increasing 
tension in the cable. 

The likelihood of a navigational mishap is highest during this period 
of approach to the harbor. High wave heights during the time when the tow 
cable is shortened and the barge deballasted may cause the cable to part 
or the barge to capsize. High winds may make the barge difficult to con- 
trol while towing,especially if the cargo is bulky and presents a large 
"sail" area.  For the proposed harbor, the vessels must come broadside to 
the predominant wind direction in order to enter the harbor. Thus, with 
the slower vessel speed necessary near the harbor, high wind speeds may 
cause the barge to drift from the course set by the towboat and strike the 
breakwater or other vessels.  Poor visibility is especially hazardous in 
this case because dense fog is common along the central California coast. 
No electronic vessel traffic guidance system will be available at the har- 
bor, a condition which when coupled with the rugged wave climate and brisk 
winds, makes the safe transit of a towed barge into an open-coast harbor 
quite dependent upon good visibility. 

Breaker conditions are not included among the factors influencing 
the harbor entrance utilization level.  By proper planning it is possible 
to locate the harbor entrance at a depth such that the occurrence of breaker 
conditions alone would not close the harbor.  Two cases must be considered 
in this planning.  First, when the sea state is too high to permit the 
vessels to safely execute their harbor approach procedures, they must lay 
off the coast until conditions are more favorable.  In this case, the oc- 
currence of high offshore waves effectively closes the harbor to the tow- 
boat and barge traffic and it does not matter if the waves are breaking 
across the harbor entrance,  In the second case, the sea state is low enough 
to permit a normal approach to the harbor and the location of the breaker 
zone with respect to the harbor entrance is important. For maximum utiliza- 
tion, the harbor entrance should be negotiable by vessels under any wave 
conditions that the harbor can be safely approached.  In this study the 
minimum depth for the outer breakwaters   defining the harbor entrance 
was taken to be the breaker depth for the highest 2% of the waves in the 
Rayleigh distribution for the maximum sea state defining the limit of safe 
vessel approach procedures. 
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Step 2:  Critical Levels:  The critical Values of offshore wave height, 
wind speed, and visibility beyond which safe navigation is jeopardized de- 
pends upon the vessel size and type, the operational procedures, and the 
acceptable risk.  Due to the lack of published data on critical levels 
vis-a-vis design vessels, the harbor engineer must analytically determine 
them or rely on experienced advice and judgment in selecting them. 

An analytical determination of the actual critical wave height for 
safe operation of the towboat-barge system would require knowledge of the 
cable-breaking conditions and the risk probability of collision and ground- 
ing as a function of wave agitation and vessel response.  Such an analysis 
is costly and time-consuming, and for this reason towboat operators familiar 
with the central California coast were consulted. While commercial barges 
commonly operate successfully during offshore wave heights of about three 
meters (John Turner, personal communication), harbor entrance procedures 
involving barge deballasting and the shortening of the tow wire require a 
calmer sea state.  Thus, the critical values defining safe navigation were 
judged to be: 

• Critical wave height,  H = 2 meters 

• Critical wind speed,  U  =20 knots r      c 
• Critical visibility level, V = 1/4 mile 

c 

Although some  level of operational risk is  implicit in selecting "critical 
levels,"  the actual risk will,   in fact,  vary on a case-by-case basis  for 
each vessel  transit  into  the harbor.     This   is  caused by variables which  can- 
not be  realistically  considered such as  the experience  and judgment of  the 
towboat  captain and  the  condition of   the equipment. 

Step   3:     Exceedance Statistics:     The harbor  cannot be  entered safely 
by  the  towboat  and barge when  one  or more  of   the  three  governing environ- 
mental parameters  exceed  the  critical  level.     The equation which expresses 
the  expected amount  of  time  that  the harbor will be  closed,  P(closure),   is: 

P(closure)   = P(H  )+P(U )+P(V )-P(H   ,U )-P(H   ,V )-P(U   ,V )+P(H   ,U   ,V ) c c c c     c c     c c     c c     c     c 

(1)        (2)        (3) (4) (5) (6) (7) 

In this equation, all the terms on the right side express the probability of 
occurrence or joint occurrence of environmental conditions more severe than 
those which are safe for navigation.  As such, P(H ) indicates the probability 
that the wave height exceeds the critical wave height, P(V ) indicates the 
probability that the visibility is worse than the critical visibility, and 
P(H ,U ) indicates the probability that both the critical wave height and 
critical wind speed are exceeded. 
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The first three terms of the P(closure) equation are determined 
from cumulative probability distribution plots of the data. Since the 
probability of the joint occurrence of high waves and high winds is sig- 
nificant, term (4) of the P(closure) equation must be evaluated. This 
value can be evaluated using a joint exceedance probability plot, as 
shown in Figure 2 for the January statistics in the study area. Using 
this figure, the probability that winds greater than 20 knots and offshore 
waves higher than 2 meters occur simultaneously is 5.5%. 

In the study area, most events of poor visibility are caused by fog 
or haze. Intuitively then, it would seem that poor visibility would be 
largely a calm weather phenomenon, not occurring when wind speed and wave 
heights are high. An evaluation of the available data showed this to be 
true more than 99.9% of the time.  In practical usage, therefore, events 
of high wind or high waves are mutually exclusive of events of poor visi- 
bility in this area, causing terms (5), (6), and (7) to drop out of the 
P(closure) equation. 

Results; With P(closure) determined by an evaluation of terms (1), 
(2), (3) and (4), the harbor utilization is solved by l-P(closure).  For 
the example problem, harbor utilization statistics were compiled for two 
potential harbor sites using data supplied by the U. S. Air Force and by 
the Summary of Synoptic Meteorological Observations (SSMO). The results 
are given in Table 1 and plotted by month in-Figure 3. Note that site A 
would provide a higher overall harbor utilization level, but that the two 
sites differ markedly in the probability of supercritical conditions for 
each of the three important parameters. These differences are consistent 
with the varying site conditions, including coastal exposure, air flow pat- 
terns and local shoreline topography.  This example illustrates how harbor 
utilization statistics help provide a rational comparison among potential 
harbor sites which possess counterbalancing siting characteristics. Har- 
bor utilization can be improved over the level shown in Figure 3 by the 
selection of larger design vessels which can safely operate under more 
severe environmental conditions. 

ECONOMIC IMPLICATIONS 

When monetary values are assigned to harbor operational time and har- 
bor down time, the harbor utilization concept provides a basis for a ra- 
tional comparison of harbor costs and benefits. As an evaluation of berth- 
ing and unloading conditions may indicate that one potential harbor site 
requires more breakwater sections than another in order to achieve the 
same utilization level, the relative construction costs are also indicated. 

The economic feasibility of harbor protection by breakwaters can 
also be addressed.  For example, consider Figure 4 which shows the annual 

cumulative probability distribution of wave heights at a potential 
harbor site. Table 2 summarizes the various navigation conditions which 
ships using the harbor would encounter and the probability of occurrence 
of each condition based on the wave statistics given in Figure 4.  The 
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HARBOR ENTRANCE UTILIZATION STATISTICS 
FOR TWO POTENTIAL HARBOR SITES 

Month 

Percent of Time Harbor 
la Closed by Factor 

Harbor 
Utilization 

Level 

/ Percent \ 
[Operational] 
\  Time   / 

Visibility 

P(V<l/4 mi) 

Offshore 
Wave 

Height 
P(H>2 m) 

Correction 
Wind Speed    for Joint 

Occurrence 
P(U*20 kts)  P(H>2,U>20) 

Total Percent 
Nonoperational 

Time 
P(closure) 

Site A 

JAN. 2.0 9.6 0.3        5.5 6.4 93.6 

FEB. 2.8 14.5 0.9        6.1 12.1 87.9 

MAR. 3.3 18.0 1.5         8.8 14.0 86.0 

APR. 2.7 20.3 1.7        12.5 12.2 87.8 

MAY 4.9 22.2 0.7        15.0 12.8 87.2 

JUNE 7.4 18.6 0.9        13.0 13.9 86.1 

JULY 12.5 13.0 0.1        8.4 17.2 82.3. 

AUG. 12.8 13.6 0.1        5.7 20.8 79.2 

SEPT. 9.7 6.5 0.3        4.7 11.8 88.2 

OCT. 7.5 10.8 0.8        5.9 13.2 86.8 

NOV. 3.7 12.4 0.4        4.8 11.7 88.3 

DEC. 2.9 16.3 1.0        6.6 

Site B 

13.6 86.4 

JAN. 1.1 14.6 11.0       5.5 21.2 78.8 

FEB. 2.0 5.0 15.1       6.1 16.0 84.0 

MAR. 0.9 10.0 20.5       8.8 22.6 77.4 

APR. 1.1 10.0 19.6      12.5 18.2 81,8 

MAY 2.1 6.2 22.3      15.0 15.6 . 84.4 

JUNE 1.4 9.3 32.9      13.0 30.6 69.4 

JULY 1.7 1.7 24.0       8.4 19.0 81.0 

AUG. 2.3 6.6 29.7       5.7 32.9 67.1 

SEPT. 2.2 4.3 27.2       4^7 29.0 71.0 

OCT. 2.8 4.2 16.7       5.9 17.8 82.2 

NOV. 2.2 11.7 10.9       4.8 20.0 80.0 

DEC. 1.5 9.7 14.0       6.6 18.6 81.4 
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Figure 3:    Harbor Entrance Utilization Level by Towboat-Barge 
Systems  for Two Alternate Harbor Sites   (for wave 
height >2 meters, wind speeds  >20 knots,   and 
visibility <l/4 mile). 
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Table 2 

DESCRIPTION AND PROBABILITY OF OCCURRENCE OF 
NAVIGATIONAL CONDITIONS 

Condition Description 

Incident Annual 
Wave Height Probability 
Outside Harbor of Occurrence 

(meters)        (percent) 

Sea traffic not possible H>3 1.6 

Sea traffic possible, but 
cannot safely enter harbor 3>H>2 6.4 

3a Ships can enter harbor but 
cannot safely unload cargo 2>H>H. 

3b     Ships can unload cargo in 
sheltered harbor area, but 
could not unload without 
protection of breakwater 

H.>H>0.4 

67.0 

Ships can unload cargo even 
without shelter of breakwater 0.4>H>0 25.0 



3568 COASTAL ENGINEERING-1976 

allowable wave height for unloading depends upon the particular cargo, the 
method of unloading, the type of ship being unloaded, and the location of 
stowage aboard ship.  If the allowable wave height in the berth area is 
40 cm for a particular set of unloading conditions, then there exists an 
incident wave height outside the harbor, H., which after transformation 
will result in the 40 cm wave in the harbor. For incident wave heights 
between 0.4 and H.  meters, breakwater protection is required to unload 
the cargo (condition 3b in Table 2).  For incident wave heights between 
H.  and 2 meters, the ships can safely enter the harbor, but cannot un- 
load because wave heights at the berth will be greater than 40 cm (condi- 
tion 3a). For maximum harbor utilization, therefore, it is clear that the 
harbor should be designed so that ships can unload any time that they 
can safely enter the harbor. 

During condition 4, the breakwater is not needed at all, and the ships 
can unload while moored at a pier or quay.  Under conditions 1 and 2, the 
harbor cannot be utilized, no matter how well designed and situated.  Only 
during condition 3 is the cost of the breakwater being converted usefully 
into increased harbor operating time. 

SUMMARY 

A method of determining the probable amount of time that a harbor will 
be operational has been outlined. This method requires the harbor engineer 
to evaluate vessel performance capabilities in terms of environmental 
parameters.  These "harbor utilization statistics" are a valuable tool for 
harbor master planning because they provide a rational means of comparing 
alternate harbor sites in terms of their functional and economic feasibility. 

The use of harbor utilization statistics has been illustrated herein 
by a study to site a barge harbor along the central California coast.  Al- 
though this example provides a simplified case of a single-purpose harbor 
and a single design vessel, the scheme should provide valuable results for 
a number of other harbor studies: 

• Safety analysis of harbors for the shipment or receiving of 
hazardous cargoes. 

• Improved planning and design of small "harbors-of-refuge" in 
terms of safe entrance, anchorage, and berthing during storms 
of various intensities and for the various types of small 
craft generally found in nearby waters. 

• Rational harbor site selection among alternative locations 
having counterbalancing beneficial and detrimental charac- 
teristics . 

• More realistic economic analyses of costs and benefits of har- 
bor construction. 
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CHAPTER 206 

APPLICATION OF CERC SPECIAL REPORT NO. 2 

by James W. Dunham, F. ASCE 

Coastal Engineer, Moffatt & Nichol, Engineers, Long Beach, Calif. 

PURPOSE AND SCOPE 

The purpose of this paper is to discuss the new manual titled Small 
Craft Harbors:  Design, Construction and Operation, published by the 
D. S. Army Corps of Engineers Coastal Engineering Research Center 
(CERC) as Special Report No. 2 dated December 1974.  The objective 
of the manual is to enable anyone with a basic engineering background 
to plan and design small craft harbors or do so with the help of one 
or more specialists.  The manual outlines methods of investigating 
the problems involved and the various engineering, economic and envi- 
ronmental criteria to be applied.  It covers much of the planning and 
design considerations discussed by the A.S.C.E. Committee on Small 
Craft Harbors in manuals and reports on engineering practice, #50, 
"Report on Small Craft Harbors 1969".  However, it also incorporates 
a considerable amount of additional information in the form of special 
design and construction techniques, certain rules of thumb commonly 
accepted in marina design practice, and observations as to elements of 
good practice in this field.  It provides a compendium of planning data 
gleaned through a nationwide canvassing of marina operators, marina 
design engineers, and trades people.who provide commonly used marina 
construction products.  Also included in the manual are some of the 
design and construction requirements of various Federal, state and 
local government agencies having jurisdiction over, or assisting with 
the development of small craft harbors. 

CONTENT 

SR-2 takes the reader step by step through the process of planning and 
designing a marina, beginning with site analysis and ending with the 
functional design of structures.  It covers the special problems of 
harbor sites on rivers, in interior lakes and bays, in roadsteads and 
along open continental shorelines.  Environmental considerations such 
as snow, wind, ice, fog, waves, surge, tides, littoral drift, river 
deposits, material sources, soils and seismic activity are discussed. 
Ecological and sociological factors are evaluated as they relate to 
harbor construction and operation.  The special problems of entrance 
design under various conditions are discussed at length, including 
methods of construction and the capabilities and limitations of pre- 
sently available construction equipment.  The proper layout of the 
various components of a marina for functional efficiency is demon- 
strated, and rules of thumb are given for allocating space.  Detail 
design criteria are then presented for such items as basin geometry, 
perimeter stabilization, fixed and floating docks, geometric require- 
ments for various types and sizes of craft, launching equipment, etc., 
along with charts and graphs for layout and design.  Numerous line 
drawings and photographs are presented to illustrate both good and 
inferior design. 
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Following the planning and design chapters of SR-2 is a description of 
the roles played by various Federal, state, and local governments in 
marina financing, construction, and operation.  Because a successful 
marina requires a sound economic foundation, one chapter deals with 
feasibility studies, pre-design planning, and methods of financing. 
Construction contracting and timing are discussed, operating princi- 
ples are outlined, and some of the more important features of marina 
maintenance are described.  Statistical data on U.S. marina practice 
derived from replies to questionnairs are tabulated, and 12 case 
studies are presented to illustrate different planning, management, 
and design techniques. 

It is the intention of CERC to eventually incorporate a manual such 
as this as an appendix to its Coastal Engineering Manual which will 
extend the present Shore Protection Manual coverage to all facets of 
the coastal engineering discipline.  This initial effort by CERC in 
the small craft harbors field was pursued through a contract with 
Moffatt & Nichol, Engineers, of Long Beach, California, to prepare 
such a manual under a set of general guidelines as to content.  Al- 
though this placed the responsibility for the publication primarily 
with that- firm, every effort was made to reflect the soundest think- 
ing in marina design construction and operation that evolved through 
the many contacts made with personnel living daily with marina design 
and operation problems.  Because it was impossible to contact person- 
nel in many areas, some features may have been overlooked or addition- 
al criteria should have been included to cover special cases or con- 
ditions of environment. 

COMMENTS INVITED 

In the preface of SR-2 is the statement "Comments on this Publication 
are invited".  Because the intent of CERC is to upgrade SR-2 to the 
status of a manual of proven worth and highest possible quality for 
inclusion as an appendix to the Coastal Engineering Manual, it is im- 
perative that all personnel actively engaged in the small craft harbors 
field review the publications and submit comments to CERC.  Thus, the 
purpose of presenting this paper at a coastal engineering conference is 
to call the attention of the coastal engineering profession to the exist- 
ence of this publication and to solicit comments on it.  Most desirable 
would be comments concerning ideas that were not included or that were 
covered insufficiently and could be improved upon by inclusion of addi- 
tional information.  Comments of a general nature, such as which parts 
of the manual are considered too detailed and which too general would 
also be welcome.  Comments should be addressed to the Director, Coastal 
Engineering Research Center, Kingman Building, Fort Belvoir, Virginia 
22060. 

SR-2 is available from the Superintendent of Documents, U.S. Government 
Printing Office, Washington, D.C. 20402, under Stock No. 0822-00091. 
Checks should be made payable to the Superintendent of Documents.  The 
price, postpaid, is $4.50 in the United States, Canada, and some Latin 
American countries.  The price to other foreign countries is $5.63, 
postpaid. 
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Bedding materials; Bed ripples; Ripple marks; Sand; 
Sonar detection; Wave action; Wave generation 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

Bed forms; Circulation; Inlets (waterways); Littoral 
current; Littoral drift; Sand; Scouring; Sediment 
transport; South Carolina; Tidal currents 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Bed forms; Inlets (waterways); Ocean bottom; Scale 
effect; Sediment transport; Simulation models; 
Tidal effects; Wave energy 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Bed load; Current meters; Friction coefficient 
(hydraulic); Inlets (waterways); Tidal effects 

Measurement of Bed Friction in Tidal Inlets, 
Ashish J. Merita, R. J. Byrne and Joseph T. 
DeAlteris, 1701 

Bed ripples; Ripple marks; Sand; Sonar detection; 
Wave action; Wave generation; Bedding materials 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

Berths; Dolphins (structures); Head losses; Mass; 
Shallow water; Tanker ships; Water depth 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Bottom water; Continental shelf; Cyclic loads; 
Foundations; Ocean bottom; Offshore structures; 
Predictions; Stability; Wave action; Wave energy 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Boundary value problems; Breakwaters; 
Permeability; Sea walls; Two-dimensional; Water 
depth; Water waves; Wave height 

Method of Analyses for Two-Dimensional Water 
Wave Problems, Takeshi Ijima, Chung Ren 
Chou and Akinori Yoshida, 2717 

Boundary value problems; Coastal engineering; 
Computation; Periodic variations; Refraction; 
Wave energy; Wave propagation; Waves 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 

Breaking; Breakwaters; Friction coefficient 
(hydraulic); Littoral drift; Ocean currents; Three- 
dimensional; Wave dispersion; Wave height; Waves 

Non-Untform Alongshore Currents, Michael R. 
Gourlay, 701 

Breaking; Coastal engineering; Field tests; Littoral 
drift; Ocean currents; Photogrammetry; 
Stereo photography: Water levels; Waves 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Breaking; Dimensional analysis; Experimentation; 
Surf; Wave height; Wave period; Waves; Wave 
spectrum 

Wave Spectrum of Breaking Wave, Toru Sawaragi 
and Koichiro Iwata, 580 

Breaking; Gravity waves; Solitary waves; Time 
dependence; Wave height; Waves; Wave velocity 

Recent Developments in the Study of Breaking 
Waves, Michael S. Longuet-Higgins, 441 

Breaking; Periodic variations; Shoaling; Slopes; 
Wave period; Wave runup; Waves 

Set-Up and Run-Up in Shoaling Breakers, William 
G. Van Dorn, 738 

Breaking; Refraction; Shoaling; Wave action; Wave 
dispersion; Wave height; Waves; Wave velocity 

Refraction of Finite-Height and Breaking Waves, 
James R. Walker, 507 

Breaking; Resonance; Surges; Turbulence; Wave 
height; Wave runup; Waves; Beaches 

Resonant Interactions for Waves Breaking on a 
Beach, Robert T. Guza and Anthony J. Bowen, 
560 

Breaking; Surf; Three-dimensional; Two-dimensional; 
Wave equations; Wave height 

Three-Dimensional Conditions of Surf, William L. 
Wood, 525 

Breaking energy; Secondary waves; Wave height; 
Wave period; Wave recorders (water waves); Wave 
spectrum; Wave velocity 

Kinematics of Breaking Waves, Edward B. 
Thornton, James J. Galvin, Frank L. Bub and 
David P. Richardson, 461 

Breakwaters; Buoys; Energy dissipation; Field tests; 
Floating bodies; Scale effect; Tethered tests; Wave 
action; Wave energy; Wave spectrum; Wave tanks 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Breakwaters; Caissons; Concrete (reinforced); 
Cylindrical bodies; Model tests; Pressure cells; 
Shock tests; Strain; Strain gages 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Breakwaters; California; Jetties; Littoral current; 
Littoral drift; Sediment transport; Surf; Wave 
energy; Barriers 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Breakwaters; Coastal engineering; Costs; Erosion; 
Groins (structures); Revetments; Sea walls; Shore 
protection 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Breakwaters; Coastal structures; Experimentation; 
Field tests; Scour; Scouring; Water levels; Wave 
action; Wave height 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Breakwaters; Coastal structures; Israel; Littoral 
drift; Sedimentation; Sediment deposits; Sediment 
transport; Shore protection 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 
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Breakwaters; Construction; Harbor structures; 
Japan; Ocean bottom; Shoaling; Topographical 
factors; Beach erosion; Beaches 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Breakwaters; Costs; Erosion; Great Lakes; Groins 
(structures); Shore protection; Storms 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration /Research Program, John M. 
Armstrong, 2858 

Breakwaters; Damage; Hydraulic models; Rubble; 
Rubble mounds; Stability; Wave action; Wave 
energy 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
2544 

Breakwaters; Deltas; Hydraulic models; Nigeria; 
Sedimentation; Sediment concentration; Sediment 
distribution; Sediment transport 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Breakwaters; Dredges; Dredging; Sedimentation; 
Sediment deposits; Sediment transport 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Breakwaters; Enclosures; Groins (structures); Israel; 
Recreational facilities; Social needs; Beaches 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 

Breakwaters; Experimentation; Stresses; Testing; 
Armoring (streambed) 

Experimental Studies of Stresses Within the 
Breakwater Armor Piece "Dolos", Omar J. 
Lillevang and Wayne E. Nickola, 2519 

Breakwaters; Failure; Harbors; Harbor structures; 
Hydraulic models; Model tests; Portugal 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Breakwaters; Failure; Slope protection; Slope 
stability; Wave action; Wave energy; Wave period; 
Armoring (streambed) 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A. Price, 2564 

Breakwaters; Floating bodies; Forecasting; Harbors; 
Marinas; Model studies; Mooring; Moorings 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Breakwaters; Friction coefficient (hydraulic); 
Littoral drift; Ocean currents; Three-dimensional; 
Wave dispersion; Wave height; Waves; Breaking 

Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 

Breakwaters; Hawaii; Recreational facilities; Shore 
protection; Swimming; Beaches; Beach 
nourishment 

Proposed "Improvement" of Kaimu Beach, 
Hawaii, Doak C. Cox, Franciscus Gerritsen and 
Theodore T. Lee, 1552 

Breakwaters; Hawaii; Reefs; Slope protection; Slope 
stability; Airports 

Design and Construction of Protective Structure 
for New Reef Runway at Honolulu International 
Airport, Wilfred D. Darling, 2589 

Breakwaters; Japan; Ocean bottom; Shore 
protection; Subsidence; Beach erosion 

Changes of Sea Bed Due to Detached 
Breakwaters, Osamu Toyoshima, 1572 

Breakwaters; Laboratory tests; Permeability; 
Reflection; Wave height 

Laboratory Study of Pervious Core Breakwaters, 
Hideo Kondo, Satoshi Toma and Kenji Yano, 
2643 

Breakwaters; Laboratory tests; Rubble mounds; 
Wave action; Wave dispersion; Wave energy; 
Waves 

Wave Transmission Through Trapezoidal 
Breakwaters, Ole Secher Madsen and Stanley 
M. White, 2662 

Breakwaters; Model tests; Scale effect; Stability; 
Wave height; Wave period; Wave runup; Armoring 
(streambed) 

Large Scale Model Tests of Placed Stone 
Breakwaters, Charles K. Sollitt and Donald H. 
DeBok, 2572 

Breakwaters; Oscillation; Sediment transport; 
Unsteady flow; Wave equations; Waves 

Quantitative Description of Sediment Transport, 
Ole Secher Madsen and William D. Grant, 1093 

Breakwaters; Overtopping; Rubble mounds; Wave 
action; Wave energy; Waves; Wave spectrum 

Overtopping of Rubble-Mound Breakwaters by 
Irregular Waves, Yvon Ouellet and Pierre 
Eubanks, 2756 

Breakwaters; Permeability; Sea walls; Two- 
dimensional; Water depth; Water waves; Wave 
height; Boundary value problems 

Method of Analyses for Two-Dimensional Water 
Wave Problems, Takeshi Ijima, Chung Ren 
Chou and Akinori Yoshida, 2717 

Breakwaters; Reflection; Slitting; Wave action; 
Wave damping; Wave energy 

Slit-Type Breakwater: Box-Type Wave Absorber, 
Shositiro Nagai and Shohachi Kakuno, 2697 

Breakwaters; Resonance; Rubble; Rubble mounds; 
Slope stability; Stability; Surf; Wave period; Wave 
runup 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and Ali Riza 
Gunbak, 2429 

Breakwaters; Shore protection; Wave action; Wave 
energy; Bays (topographic features); Beach erosion 

Headland Defense of Coasts, Richard Silvester, 
1394 

Buoyancy; Diffusers; Dilution; Discharge (water); 
Eddies; Experimentation; Jets; Slots 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Buoyancy; Fluid mechanics; Gravitation; Ocean 
currents; Spreading; Time dependence; Wastewater 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Buoys; Energy dissipation; Field tests; Floating 
bodies; Scale effect; Tethered tests; Wave action; 
Wave energy; Wave spectrum; Wave tanks; 
Breakwaters 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 
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Bypasses; Erosion; Great Lakes; Michigan; Sand; 
Shore protection; Water levels; Beach erosion; 
Beach nourishment 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Bypasses; Jet pumps; Littoral current; Sand; Shore 
protection; Surf 

A Sand Bypassing System Using a Jet Pump, E. 
G McNair, Jr., 1342 

Caissons; Concrete (reinforced); Cylindrical bodies; 
Model tests; Pressure cells; Shock tests; Strain; 
Strain gages; Breakwaters 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Caissons; Model tests; Overturning tests; Wave 
action; Wave energy; Wave height; Wave period 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Calibration; Discharge (water); Estuaries; Open 
channel flow; Water meters; Water quality 

Calibration of Branched Estuary Models, James P. 
Bennett, 3416 

California; Coastal engineering; Coastal structures; 
Numerical analysis; Wave energy; Wave recorders 
(water waves) 

Regional Network for Coastal Engineering Data, 
Richard J. Seymour and Meredith H. Sessions, 
60 

California; Discharge (water); Numerical analysis; 
Tidal currents; Tidal effects; Algorithms 

Tidal Stream Flow Solved by Galerkin Technique, 
L. H. Smith and Ralph T-S Cheng, 3358 

California; Equilibrium; Tidal effects; Wave energy; 
Wave spectrum; Beach erosion; Beaches 

Beach Profiles at Torrey Pines, California, David 
G. Aubrey, Douglas L. Inman and Charles E. 
Nordstrom, 1297 

California; Jetties; Littoral current; Littoral drift; 
Sediment transport; Surf; Wave energy; Barriers; 
Breakwaters 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Canada; Density currents; Hydraulic models; Saline 
water-freshwater interfaces; Salinity; Salt water 
intrusion; Tidal effects 

Churchill River Salt-Water tidal Model, Bruce D. 
Pratte, 3445 

Canada; Littoral current; Littoral drift; Morphology; 
Sandbars; Sediment deposits; Wave energy; 
Barriers; Beaches 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf 
of St. Lawrence, Canada, E. H. Owens, 1975 

Cavities; Deep water; Explosions; Predictions; Wave 
generation; Wave height; Wave propagation; Waves 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Channels (waterways); Dunes; Dune sands; Sand 
waves; Sediment transport; Tidal effects; West 
Germany 

Transport Mechanism in Tidal Dunes, Horst 
Nasner, 2136 

Channels (waterways); River regulation; Sandbars; 
Sediment transport; Stability; Tidal effects; Tidal 
hydraulics; Tidal waters 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Circulation; Inlets (waterways); Littoral current; 
Littoral drift; Sand; Scouring; Sediment transport; 
South Carolina; Tidal currents; Bed forms 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Climatic data; Estuaries; Estuarine environment; 
Sediment deposits; Sediment distribution; 
Sediments; Tidal effects; Wave action; Beach 
erosion 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Climatic data; Ocean waves; Wave energy; Wave 
height; Wavemeters; Wave recorders (water 
waves); Waves 

Wave Climate Analysis for Engineering Purpose, 
Hans H. Dette and Alfred Fuhrboter, 10 

Climatology; Coastal engineering; Ocean waves; 
Spectral analysis; Statistical analysis; Wave 
forecasting; Wave period; Waves; Wave spectrum 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren G Thompson and F. Michael 
Reynolds, 238 

Coastal engineering; Coastal plains; Japan; Power 
spectra; Refraction; Shoaling; Tsunamis; Warning 
systems 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Coastal engineering; Coastal structures; Data 
collection; Data collection systems; Hydrographic 
surveys; Waves; Wind (meteorology) 

Data Collection and Analysis for Coastal Projects, 
E. Loewy, K. G. Witthaus, L. Summers and R. 
J. Maddrell, 43 

Coastal engineering; Coastal structures; Directional 
measurement; Sediment transport; Wave energy; 
Wavemeters 

Wave Direction Computations with Three Gage 
Arrays, D. Esteva, 349 

Coastal engineering; Coastal structures; Numerical 
analysis; Wave energy; Wave recorders (water 
waves); California 

Regional Network for Coastal Engineering Data, 
Richard J. Seymour and Meredith H. Sessions, 
60 

Coastal engineering; Coastal structures; Stability; 
Wave energy; Wave height; Wave period; Waves 

Consecutive High Waves in Coastal Waters, 
Winfried Siefert, 171 

Coastal engineering; Computation; Periodic 
variations; Refraction; Wave energy; Wave 
propagation; Waves; Boundary value problems 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 

Coastal engineering; Costs; Erosion; Groins 
(structures); Revetments; Sea walls; Shore 
protection; Breakwaters 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 
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Coastal engineering; Currents; Littoral drift; Ocean 
currents; Sediment transport; Storm surges; Tidal 
marshes 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Coastal engineering; Environmental factors; 
Monitoring; Nuclear power plants; Social impact 

Coastal Environment and a Nuclear Power Plant, 
Ralph A. de la Parra, 3014 

Coastal engineering; Field tests; Littoral drift; 
Ocean currents; Photogrammetry; 
Stereophotography; Water levels; Waves; Breaking 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Coastal engineering; India; Statistical analysis; 
Wave height; Wavemeters; Wave recorders (water 
waves); Wave spectrum 

Ocean Wave Record Analysis by Tucker's 
Method — An Evaluation, Jade Dattatri and 
Irvathur Vasudeva Nayak, 289 

Coastal engineering; Ocean waves; Spectral analysis; 
Statistical analysis; Wave forecasting; Wave 
period; Waves; Wave spectrum; Climatology 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren C. Thompson and F. Michael 
Reynolds, 238 

Coastal engineering; Ocean waves; Taiwan; Wave 
height; Wave period; Waves; Wind speed 

Waves Off Taichung Coast of Taiwan, Charles 
C.C. Chang, M. H. Wang and J. T. Juang, 129 

Coastal engineering; Recreational facilities; Shore 
protection; Sri Lanka; Beach nourishment 

Coastal Problems in Sri Lanka, Franciscus 
Gerritsen and Summa R. Amarasinghe, 3487 

Coastal plains; Japan; Power spectra; Refraction; 
Shoaling; Tsunamis; Warning systems; Coastal 
engineering 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Coastal structures; Cooling water; Intake systems; 
Mathematical models; Nuclear power plants; 
Numerical analysis; Refraction; Sediment 
transport; Wave dispersion; Waves 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Coastal structures; Damping; Numerical analysis; 
Wave action; Wave energy; Wave runup; Wave 
velocity 

Numerical Calculation of Wave Forces on 
Structures, B. D. Nichols and C. W. Hirt, 2254 

Coastal structures; Data collection; Data collection 
systems; Hydrographic surveys; Waves; Wind 
(meteorology); Coastal engineering 

Data Collection and Analysis for Coastal Projects, 
E. Loewy, K. G. Witthaus, L. Summers and R. 
J. Maddrell, 43 

Coastal structures; Directional measurement; 
Sediment transport; Wave energy; Wavemeters; 
Coastal engineering 

Wave Direction Computations with Three Gage 
Arrays, D. Esteva, 349 

Coastal structures; Experimentation; Field tests; 
Scour; Scouring; Water levels; Wave action; Wave 
height; Breakwaters 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Coastal structures; Hazards; Tsunamis; Wave action; 
Wave energy; Wave generation; Wave height 

Tsunami Hazard and Design of Coastal 
Structures, George Pararas-Carayannis, 2248 

Coastal structures; Israel; Littoral drift; 
Sedimentation; Sediment deposits; Sediment 
transport; Shore protection; Breakwaters 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Coastal structures; Lateral forces; Pile foundations; 
Steel piles; Structural design 

Concepts in Design of Coastal Structures, Casimir 
J. Kray, 2209 

Coastal structures; Numerical analysis; Wave energy; 
Wave recorders (water waves); California; Coastal 
engineering 

Regional Network for Coastal Engineering Data, 
Richard J. Seymour and Meredith H. Sessions, 
60 

Coastal structures; Random processes; Reflection; 
Water waves; Wave dispersion; Wave energy; Wave 
spectrum 

Decomposition of Co-Existing Random Wave 
Energy, Dennis B. Morden, Eugene P. Richey 
and Derald R. Christensen, 846 

Coastal structures; Stability; Wave energy; Wave 
height; Wave period; Waves; Coastal engineering 

Consecutive High Waves in Coastal Waters, 
Winfried Siefert, 171 

Coastal topographic features; Eigenvalues; 
Responses; Rip currents; Velocity distribution; 
Water waves; Wave equations 

Rip-Current and Coastal Topography, Mikio 
Hino, 1326 

Coliform bacteria; Drainage; Estuaries; Runoff; 
Sampling; Simulation; Water circulation; Water 
quality / 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 

Collisions; Harbor structures; Mooring; Moorings; 
Offshore drilling; Ships; Wave tanks; Accidents 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Computation; Periodic variations; Refraction; Wave 
energy; Wave propagation; Waves; Boundary value 
problems; Coastal engineering 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 

Computerized simulation; Concrete (blocks); Harbor 
structures; Quays; Reflection; Revetments; Shore 
protection; Wave dispersion 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 



3580 COASTAL ENGINEERING-1976 

Computer models; Forecasting; Hurricanes; 
Numerical analysis; Storm surges; Tropical 
cyclones 

SPLASH — A Model for Forecasting Tropical 
Storm Surges, Celso S. Barrientos and Chester 
P. Jelesnianski, 941 

Computer models; Slopes; Wave spectrum; Beach 
erosion; Beaches 

Study of Equilibrium Beach Profiles, Robert A. 
Dalrymple and William W. Thompson, 1277 

Concrete (blocks); Harbor structures; Quays; 
Reflection; Revetments; Shore protection; Wave 
dispersion; Computerized simulation 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Concrete (blocks); Permeability; Reservoirs; Sea 
walls; Wave energy; Wave period 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Concrete (reinforced); Cylindrical bodies; Model 
tests; Pressure cells; Shock tests; Strain; Strain 
gages; Breakwaters; Caissons 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jprn 
S. Larsen and H. Lundgren, 2357 

Construction; Harbor structures; Japan; Ocean 
bottom; Shoaling; Topographical factors; Beach 
erosion; Beaches; Breakwaters 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Continental shelf; Cyclic loads; Foundations; Ocean 
bottom; Offshore structures; Predictions; Stability; 
Wave action; Wave energy; Bottom water 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Continental shelf; Storms; Storm surges; Storm 
water; Wave energy; Wave height; Wave period; 
Wave recorders (water waves); Waves; Wave 
spectrum 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L.' P. Spencer, 151 

Convection; Diffusion; Dispersion; Finite element 
method; Numerical analysis; Stratification; Two 
phase flow 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Cooling water; Cylindrical bodies; Field tests; Intake 
structures; Nuclear power plants; Wave dispersion; 
Wave energy 

Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nakamura, 2290 

Cooling water; Intake systems; Mathematical 
models; Nuclear power plants; Numerical analysis; 
Refraction; Sediment transport; Wave dispersion; 
Waves; Coastal structures 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Costs; Erosion; Great Lakes; Groins (structures); 
Shore protection; Storms; Breakwaters 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 

Costs; Erosion; Groins (structures); Revetments; Sea 
walls; Shore protection; Breakwaters; Coastal 
engineering 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Current meters; Friction coefficient (hydraulic); 
Inlets (waterways); Tidal effects; Bed load 

Measurement of Bed Friction in Tidal Inlets, 
Ashish J. Mehta, R. J. Byrne and Joseph T. 
DeAlteris, 1701 

Current meters; Water circulation; Wave recorders 
(water waves); Wind pressure; Wind tides 

Wind-Driven Circulation of Saginaw Bay, James 
H. Saylor and Larry J. Danek, 3262 

Currents; Dredging; Estuaries; Harbors; Littoral 
drift; Sand traps; Storms; Wave action 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Currents; Finite elements; Gravity waves; 
Predictions; Refraction; Surf; Water depth; Waves 

Current Depth Defraction Using Finite Elements, 
Ove Skovgaard and Ivar G. Jonsson, 721 

Currents; Great Lakes; Harbors; Seiches; Tidal 
effects; Water levels; Wave generation 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Currents; Littoral drift; Ocean currents; Sediment 
transport; Storm surges; Tidal marshes; Coastal 
engineering 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Currents (water); Interactions; Turbulence; Wave 
action; Wave damping; Wave dispersion; Wave 
energy; Wave velocity 

Interaction of Waves and a Turbulent Current, J. 
D.A. van Hoften and Susumu Karaki, 404 

Cyclic loads; Foundations; Ocean bottom; Offshore 
structures; Predictions;. Stability; Wave action; 
Wave energy; Bottom water; Continental shelf 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Cylinders; Drag; Hydraulic models; Lift; 
Oscillations; Reynolds number; Stream flow; 
Water flow; Wave action; Wave energy 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Cylindrical bodies; Drag; Force; Oscillation; 
Roughness (hydraulic); Vorticesi Water flow 

Forces on Rough-Walled Circular Cylinders in 
Harmonic Flow, Turgut Sarpkaya, 2301 

Cylindrical bodies; Field tests; Intake structures; 
Nuclear power plants; Wave dispersion; Wave 
energy; Cooling water 

Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nakamura, 2290 
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Cylindrical bodies; Flow separation; Oscillations; 
Pressure distribution; Vortices; Wakes; Water 
waves 

Flow Separation, Wake Vortices and Pressure 
Distribution Around a Circular Cylinder under 
Oscillatory Waves, Yuichi Iwagaki and Hajime 
Ishida, 2341 

Cylindrical bodies; Model tests; Pressure cells; 
Shock tests; Strain; Strain gages; Breakwaters; 
Caissons; Concrete (reinforced) 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Damage; Dikes; Impact; Revetments; Wave action; 
Wave energy; Air entrainment 

Response of Seadykes due to Wave Impacts, 
Alfred Fuhrboter, Hans H. Dette and J. Grune, 
2604 

Damage; Hydraulic models; Rubble; Rubble mounds; 
Stability; Wave action; Wave energy; Breakwaters 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
2544 

Damping; Energy dissipation; Estuaries; 
Stratification; Tidal effects; Wave energy; West 
Germany 

Energy Dissipation in Tidal Estuaries, Hans- 
1 Werner Partenscky and Gunther Barg, 3312 

Damping; Numerical analysis; Wave action; Wave 
energy; Wave runup; Wave velocity; Coastal 
structures 

Numerical Calculation of Wave Forces on 
Structures, B. D. Nichols and C. W. Hirt, 2254 

Data collection; Data collection systems; 
Hydrographic surveys; Waves; Wind 
(meteorology); Coastal engineering; Coastal 
structures 

Data Collection and Analysis for Coastal Projects, 
E. Loewy, K. G. Witthaus, L. Summers and R. 
J. Maddrell, 43 

Data collection systems; Hydrographic surveys; 
Waves; Wind (meteorology); Coastal engineering; 
Coastal structures; Data collection 

Data Collection and Analysis for Coastal Projects, 
E. Loewy, K. G. Witthaus, L. Summers and R. 
J. Maddrell, 43 

Deep water; Explosions; Predictions; Wave 
generation; Wave height; Wave propagation; 
Waves; Cavities 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Deformation; Periodic functions; Phase velocity; 
Water depth; Wave energy; Wave height; Waves; 
Beaches 

Deformation up to Breaking of Periodic Waves on 
a Beach, lb A. Svendsen and J. Buhr Hansen, 
477 

Delaware; New Jersey; Probability; Simulation; 
Simulation models; Storm surges 

Simulation Model for Storm Surge Probabilities, 
Mohammad H. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

Deltas; Hydraulic models; Nigeria; Sedimentation; 
Sediment concentration; Sediment distribution; 
Sediment transport; Breakwaters 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Density currents; Estuaries; Friction coefficient 
(hydraulic); Mathematical models; Numerical 
analysis; Saline water intrusion; Stratification; 
Transport phenomena 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Density currents; Flow patterns; Mathematical 
models; Scour; Scouring; Stratified flow; Troughs 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Density currents; Hydraulic models; Saline water- 
freshwater interfaces; Salinity; Salt water 
intrusion; Tidal effects; Canada 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Diffraction; Mach number; Reflection; Walls; Water 
waves; Wave height 

Mach-Reflection as a Diffraction Problem, Udo 
Berger and Soren Kohlhase, 796 

Diffusers; Dilution; Discharge (water); Eddies; 
Experimentation; Jets; Slots; Buoyancy 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Diffusers; Dilution; Mixing; Outfall sewers; Site 
selection; Water quality 

Design Procedures for Ocean Outfalls, Jeffrey A. 
Layton, 2919 

Diffusers; Discharge (water); Hydraulic models; 
Nuclear power plants; Plume detection; Plumes; 
Thermal pollution; Two phase flow 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Diffusers; Environmental effects; Hydrodynamics; 
Ocean engineering; Outfall sewers; Underwater 
pipelines 

Design Considerations for the Sand Island and 
Barbers Point Outfalls, Robert C.Y. Koh, 
Norman H. Brooks and Floyd Louis Vuillemot, 
2941 

Diffusion; Dispersion; Finite element method; 
Numerical analysis; Stratification; Two phase flow; 
Convection 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Diffusion; Eddies; Estuaries; Interfaces; Saline 
water-freshwater interfaces; Salinity; Salt water 
intrusion; Stratification 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Diffusion; Eddies; Hydraulic models; Scale effect; 
Statistical analysis; Tidal effects; Turbulence 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 
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Diffusion; Estuaries; Frequency analysis; Hydraulic 
models; Mathematical models; Mixing; Algorithms 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Dikes; Discharge (water); Overtopping; Periodic 
variations; Wave height; Wave runup; Waves 

Characteristics of Flow in Run-Up of Periodic 
Waves, Ary Roos and Jurjen A. Battjes, 781 

Dikes; Echo sounding; Field investigations; 
Instrumentation; Ocean waves; Scale effect; Storm 
surges; Wave equations; Wave height; Wave period; 
Wave runup 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Dikes; Impact; Revetments; Wave action; Wave 
energy; Air entrapment; Damage 

Response of Seadykes due to Wave Impacts, 
Alfred Fuhrboter, Hans H. Dette and J. Grune, 
2604 

Dilution; Discharge (water); Eddies; 
Experimentation; Jets; Slots; Buoyancy; Diffusers 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Dilution; Mixing; Outfall sewers; Site selection; 
Water quality; Diffusers 

Design Procedures for Ocean Outfalls, Jeffrey A. 
Layton, 2919 

Dimensional analysis; Experimentation; Surf; Wave 
height; Wave period; Waves; Wave spectrum; 
Breaking 

Wave Spectrum of Breaking Wave, Toru Sawaragi 
and Koichiro Iwata, 580 

Directional measurement; Sediment transport; Wave 
energy; Wavemeters; Coastal engineering; Coastal 
structures 

Wave Direction Computations with Three Gage 
Arrays, D. Esteva, 349 

Discharge (water); Eddies; Experimentation; Jets; 
Slots; Buoyancy; Diffusers; Dilution 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Discharge (water); Effluents; Field tests; 
Mathematical models; Numerical analysis; Water 
flow; Wave energy; Wind pressure 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Discharge (water); Estuaries; Open channel flow; 
Water meters; Water quality; Calibration 

Calibration of Branched Estuary Models, James-P. 
Bennett, 3416 

Discharge (water); Hydraulic models; Nuclear power 
plants; Plume detection; Plumes; Thermal 
pollution; Two phase flow; Diffusers 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Discharge (water); Hydraulic models; Nuclear power 
plants; Prototype tests; Temperature distribution; 
Thermal diffusion; Thermal pollution; Water 
temperature 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Discharge (water); Interfacial tension; Stability; 
Stratified flow; Thermal pollution; Turbulence 

Interfacial Instability in Stratified Flow, Richard 
H. French, 3124 

Discharge (water); Numerical analysis; Tidal 
currents; Tidal effects; Algorithms; California 

Tidal Stream Flow Solved by Galerkin Technique, 
L. H. Smith and Ralph T-S Cheng, 3358 

Discharge (water); Overtopping; Periodic variations; 
Wave height; Wave runup; Waves; Dikes 

Characteristics of Flow in Run-Up of Periodic 
Waves, Ary Roos and Jurjen A. Battjes, 781 

Dispersion; Distribution; Dyes; Estuaries; 
Predictions; Sewage disposal; Sewage effluents; 
Tracers; Water pollution 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacbbson, 3276 

Dispersion; Effluent reuse; Effluents; Islands 
(landforms)' "cale effect; Shore protection; Tidal 
currents 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 s 

Dispersion; Finite element method; Numerical 
analysis; Stratification; Two phase flow; 
Convection; Diffusion 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Dispersion; Mass transfer; Open channel flow; River 
flow; Sediment transport; Tidal currents 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 

Distribution; Dyes; Estuaries; Predictions; Sewage 
disposal; Sewage effluents; Tracers; Water 
pollution; Dispersion 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Distribution functions; Distribution patterns; 
Frequency; Ocean waves; Surface waves; Wave 
energy; Wave spectrum 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Distribution patterns; Frequency; Ocean waves; 
Surface waves; Wave energy; Wave spectrum; 
Distribution functions 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Distribution patterns; Wave height; Wavelengths; 
Waves; Wave spectrum; Wave tanks; Wind 
(meteorology) 

Wave Height Distribution of Wind Waves Over 
Long Waves, Shan-Hwei Ou and Frederick 
L.W. Tang, 388 

Dolphins (structures); Head losses; Mass; Shallow 
water; Tanker ships; Water depth; Berths 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Drag; Force; Oscillation; Roughness (hydraulic); 
Vortices; Water flow; Cylindrical bodies 

Forces on Rough-Walled Circular Cylinders in 
Harmonic Flow, Turgut Sarpkaya, 2301 
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Drag; Force; Separation; Spheres; Water circulation; 
Wave action; Wave energy 

Forces on a Sphere Under Linear Progressive 
Waves, Scott A. Jenkins and Douglas L. Inman, 
2413 

Drag; Hydraulic models; Lift; Oscillations; Reynolds 
number; Stream flow; Water flow; Wave action; 
Wave energy; Cylinders 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Drag; Inertial forces; Submerged flow; Underwater 
structures; Wave action; Wave energy 

Wave Forces on Submerged Objects, Suphat 
Vongvisessomjai and Richard Silvester, 2387 

Drainage; Estuaries; Runoff; Sampling; Simulation; 
Water circulation; Water quality; Coliform bacteria 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 

Dredges; Dredging; Sedimentation; Sediment 
deposits; Sediment transport; Breakwaters 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Dredging; Estuaries; Estuarine environment; San 
Francisco; Sediments; Spoil; Tracers (radioactive) 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Dredging; Estuaries; Harbors; Littoral drift; Sand 
traps; Storms; Wave action; Currents 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Dredging; Sedimentation; Sediment deposits; 
Sediment transport; Breakwaters; Dredges 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Dunes; Dune sands; Movable bed models; Sediment 
transport; Tidal currents; Tidal effects 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Dunes; Dune sands; Sand waves; Sediment 
transport; Tidal effects; West Germany; Channels 
(waterways) 

Transport Mechanism in Tidal Dunes, Horst 
Nasner, 2136 

Dune sands; Movable bed models; Sediment 
transport; Tidal currents; Tidal effects; Dunes 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Dune sands; Sand waves; Sediment transport; Tidal 
effects; West Germany; Channels (waterways); 
Dunes 

Transport Mechanism in Tidal Dunes, Horst 
Nasner, 2136 

Dyes; Estuaries; Predictions; Sewage disposal; 
Sewage effluents; Tracers; Water pollution; 
Dispersion; Distribution 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Dynamics; Equilibrium; Erosion; Reflection; 
Sandbars; Sand traps; Three-dimensional; Wave 
action; Beach erosion; Beach nourishment 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Echo sounding; Field investigations; 
Instrumentation; Ocean waves; Scale effect; Storm 
surges; Wave equations; Wave height; Wave period; 
Wave runup; Dikes 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Ecology; Environmental effects; Littoral drift; 
Marinas; Seismic studies; Site selection 

Application of CERC Special Report No.2, James 
W. Dunham, 3570 

Economic analysis; Environmental effects; Harbors; 
Performance; Safety; Site selection; Utilization; 
Barges 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Eddies; Estuaries; Interfaces; Saline water- 
freshwater interfaces; Salinity; Salt water 
intrusion; Stratification; Diffusion 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Eddies; Experimentation; Jets; Slots; Buoyancy; 
Diffusers; Dilution; Discharge (water) 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Eddies; Hydraulic models; Scale effect; Statistical 
analysis; Tidal effects; Turbulence; Diffusion 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 

Effluent reuse; Effluents; Islands (landforms); Scale 
effect; Shore protection; Tidal currents; Dispersion 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Effluents; Field tests; Mathematical models; 
Numerical analysis; Water flow; Wave energy; 
Wind pressure; Discharge (water) 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Effluents; Islands (landforms); Scale effect; Shore 
protection; Tidal currents; Dispersion; Effluent 
reuse 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Eigenvalues; Impulses; Responses; Stability; 
Statistical analysis; Storms; Variability; Beach 
erosion 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

Eigenvalues; Responses; Rip currents; Velocity 
distribution; Water waves; Wave equations; Coastal 
topographic features 

Rip-Current and Coastal Topography, Mikio 
Hino, 1326 

Enclosures; Groins (structures); Israel; Recreational 
facilities; Social needs; Beaches; Breakwaters 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 
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Energy conversion; Surface waves; Thermal energy; 
Thermal gradient; Two phase flow; Water flow 

Flow Field Near an Ocean Thermal Energy 
Conversion Plant, D. M. Sheppard, G. M. 
Powell and I. B. Chou, 3068 

Energy dissipation; Estuaries; Stratification; Tidal 
effects; Wave energy; West Germany; Damping 

Energy Dissipation in Tidal Estuaries, Hans- 
Werner Partenscky and Gunther Barg, 3312 

Energy dissipation; Field tests; Floating bodies; 
Scale effect; Tethered tests; Wave action; Wave 
energy; Wave spectrum; Wave tanks; Breakwaters; 
Buoys 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Energy equation; Littoral current; Littoral drift; Rip 
currents; Sediment transport; Shore protection 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Environmental effects; Harbors; Performance; 
Safety; Site selection; Utilization; Barges; 
Economic analysis 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Environmental effects; Hawaii; Islands (landforms); 
Monitoring; Reefs; Runways; Water quality 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 

Environmental effects; Hydrodynamics; Ocean 
engineering; Outfall sewers; Underwater pipelines; 
Diffusers 

Design Considerations for the Sand Island and 
Barbers Point Outfalls, Robert C.Y. Koh, 
Norman H. Brooks and Floyd Louis Vuillemot, 
2941 

Environmental effects; Inlets (waterways); Littoral 
drift; New Jersey; Scouring; Sea level; Tidal 
effects; Tidal waters 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Environmental effects; Littoral drift; Marinas; 
Seismic studies; Site selection; Ecology 

Application of CERC Special Report No.2, James 
W. Dunham, 3570 

Environmental factors; Monitoring; Nuclear power 
plants; Social impact; Coastal engineering 

Coastal Environment and a Nuclear Power Plant, 
Ralph A. de la Parra, 3014 

Equilibrium; Erosion; Reflection; Sandbars; Sand 
traps; Three-dimensional; Wave action; Beach 
erosion; Beach nourishment; Dynamics 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Equilibrium; Forecasting; France; Marinas; Ports; 
Beach erosion; Beach nourishment 

Impact of Yachting Marinas on Beaches, J. P. 
Lepetit, 1844 

Equilibrium; Gravel; Laboratory tests; Littoral 
current; Sediment transport; Shore protection; 
Wave energy; Beach erosion; Beaches 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Equilibrium; Tidal effects; Wave energy; Wave 
spectrum; Beach erosion; Beaches; California 

Beach Profiles at Torrey Pines, California, David 
G. Aubrey, Douglas L. Inman and Charles E. 
Nordstrom, 1297 

Erosion; Erosion control; Gullies; Netherlands; 
Shore protection; Weed control; Weeds 

Recent Applications of Artificial Seaweed in the 
Netherlands, Henk G.H. ten Hoopen, 2905 

Erosion; Field tests; Groins (structures); Laboratory 
tests; Littoral drift; Shore protection; Storms; 
Water temperature; Wave height; Beach erosion 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Erosion; Great Lakes; Groins (structures); Shore 
protection; Storms; Breakwaters; Costs 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 

Erosion; Great Lakes; Michigan; Sand; Shore 
protection; Water levels; Beach erosion; Beach 
nourishment; Bypasses 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Erosion; Groins (structures); Revetments; Sea walls; 
Shore protection; Breakwaters; Coastal 
engineering; Costs 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Erosion; Groins (structures); Rip currents; Waves; 
Wave tanks; Beach erosion 

Groin Length and the Generation of Edge Waves, 
Michael K. Gaughan and Paul D. Komar, 1459 

Erosion; Islands (landforms); Sediment deposits; 
Surges; Aeolian soils; Barriers; Beach erosion 

Barrier Island Dynamics: Overwash Processes and 
Eolian Transport, Stephen P. Leatherman, 1958 

Erosion; Jetties; Oregon; Sedimentation; Sediment 
deposits; Shoaling; Bays (topographic features); 
Beach erosion 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul D. Komar and Thomas A. Terich, 1791 

Erosion; Littoral current; Recreational facilities; 
Storms; Storm surges; Wave action; Wave energy; 
Beach erosion; Beach nourishment 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Erosion; Movable bed models; Prototype tests; Scale 
effect; Scour; Scouring; Tidal waters; Tides 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Erosion; Reflection; Sandbars; Sand traps; Three- 
dimensional; Wave action; Beach erosion; Beach 
nourishment; Dynamics;, Equilibrium 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 



SUBJECT INDEX 3585 

Erosion control; Gullies; Netherlands; Shore 
protection; Weed control; Weeds; Erosion 

Recent Applications of Artificial Seaweed in the 
Netherlands, Henk G.H. ten Hoopen, 2905 

Estuaries; Estuarine environment; San Francisco; 
Sediments; Spoil; Tracers (radioactive); Dredging 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Estuaries; Estuarine environment; Sediment 
deposits; Sediment distribution; Sediments; Tidal 
effects; Wave action; Beach erosion; Climatic data 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Estuaries; Feasibility; Hydraulic models; 
Mathematical models; Rivers; Tidal effects; Time 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Estuaries; Finite element method; Numerical 
analysis; Shallow water; Tidal effects; Tidal 
marshes; Water waves 

Finite Element Model for Estuaries with Inter- 
Tidal Flats, Bruno Herrling, 3396 

Estuaries; Flooding; Hydrographic surveys; Jetties; 
River flow; Sandbars; Training walls; Australia 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

Estuaries; Flooding; Inlets (waterways); Tidal 
currents; Tidal effects; Tidal energy; Tidal 
hydraulics; Vortices 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Estuaries; Flooding; River flow; Sandbars; 
Sedimentation; Sediment deposits; Wave action; 
Wave energy 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Estuaries; Frequency analysis; Hydraulic models; 
Mathematical models; Mixing; Algorithms; 
Diffusion 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Estuaries; Friction coefficient (hydraulic); 
Mathematical models; Numerical analysis; Saline 
water intrusion; Stratification; Transport 
phenomena; Density currents 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Estuaries; Harbors; Littoral drift; Sand traps; 
Storms; Wave action; Currents; Dredging 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Estuaries; Interfaces; Saline water-freshwater 
interfaces; Salinity; Salt water intrusion; 
Stratification; Diffusion; Eddies 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Estuaries; Landforms; Nonuniform flow; Open 
channel flow; Specific energy 

Concept of Minimum Specific Energy and Its 
Relation to Natural Forms, Gordon R. McKay 
and Ahad K. Kazemipour, 2186 

Estuaries; Open channel flow; Water meters; Water 
quality; Calibration; Discharge (water) 

Calibration of Branched Estuary Models, James P. 
Bennett, 3416 

Estuaries; Predictions; Sewage disposal; Sewage 
effluents; Tracers; Water pollution; Dispersion; 
Distribution; Dyes 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Estuaries; Reservoirs; Tidal currents; Tidal effects; 
Tidal hydraulics; Tidal marshes; Wave height; 
Waves 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Estuaries; Runoff; Sampling; Simulation; Water 
circulation; Water quality; Coliform bacteria; 
Drainage 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 

Estuaries; Saline water-freshwater interfaces; Saline 
water intrusion; Salinity; Stratified flow; Tracers 

Dynamics of a Longitudinally Stratified Estuary, 
jorg Imberger, 3108 

Estuaries; Saline water-freshwater interfaces; 
Salinity; Salt water intrusion; Tidal currents; Tidal 
effects; Two phase flow 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo Yoshida and Masakazu 
Kashiwamura, 3189 

Estuaries; Stratification; Tidal effects; Wave energy; 
West Germany; Damping; Energy dissipation 

Energy Dissipation in Tidal Estuaries, Hans- 
Werner Partenscky and Gunther Barg, 3312 

Estuarine environment; San Francisco; Sediments; 
Spoil; Tracers (radioactive); Dredging; Estuaries 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Estuarine environment; Sediment deposits; Sediment 
distribution; Sediments; Tidal effects; Wave action; 
Beach erosion; Climatic data; Estuaries 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Experimentation; Field tests; Scour; Scouring; Water 
levels; Wave action; Wave height; Breakwaters; 
Coastal structures 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Experimentation; Jets; Slots; Buoyancy; Diffusers; 
Dilution; Discharge (water); Eddies 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Experimentation; Random processes; Wave energy; 
Wave period; Wave recorders (water waves); 
Waves; Wave spectrum 

Estimation of Incident and Reflected Waves in 
Random Wave Experiments, Yoshimi Goda and 
Yasumasa Suzuki, 828 
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Experimentation; Stresses; Testing; Armoring 
(streambed); Breakwaters 

Experimental Studies of Stresses Within the 
Breakwater Armor Piece "Dolos", Omar J. 
LiUevang and Wayne E. Nickola, 2519 

Experimentation; Surf; Wave height; Wave period; 
Waves; Wave spectrum; Breaking; Dimensional 
analysis 

Wave Spectrum of Breaking Wave, Toru Sawaragi 
and Koichiro Iwata, 580 

Explosions; Predictions; Wave generation; Wave 
height; Wave propagation; Waves; Cavities; Deep 
water 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Failure; Harbors; Harbor structures; Hydraulic 
models; Model tests; Portugal; Breakwaters 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Failure; Slope protection; Slope stability; Wave 
action; Wave energy; Wave period; Armoring 
(streambed); Breakwaters 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A. Price, 2564 

Failures; Laboratory tests; Sandbars; Scale effect; 
Scour; Scouring; Underwater pipelines; Wave 
action 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Feasibility; Hydraulic models; Mathematical models; 
Rivers; Tidal effects; Time; Estuaries 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Fenders; Force; Harmonic functions; Mooring; 
Moorings; Oscillations; Wave action; Wave energy; 
Wave period 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Fetch; Great Lakes; Wave energy; Wave equations; 
Wave height; Wave period; Waves; Wave spectrum 

Applications of Empirical Fetch-Limited Spectral 
Formulas to Great Lakes Waves, Paul C. Liu, 
113 

Fetch; Ocean waves; Wave energy; Wave forecasting; 
Waves; Wave spectrum; Wind forces; Wind speed 

Application of Fetch Area Method in Monsoon 
Wave Hindcasting, Nai-Kuang Liang, Shih-Tsan 
Tang and Ben-Juen Lee, 258 

Field investigations; Instrumentation; Ocean waves; 
Scale effect; Storm surges; Wave equations; Wave 
height; Wave period; Wave runup; Dikes; Echo 
sounding 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Hete F. Erchinger, 767 

Field investigations; Littoral current; Sediment 
deposits; Sediment transport; Suspended 
sediments; Aerial photography; Bathymetry; Beach 
erosion; Beaches 

Field Investigation of Sediment Transport Pattern 
in a Closed System, Tsuguo Sunamura and 
Kiyoshi Horikawa, 1240 

Field tests; Floating bodies; Scale effect; Tethered 
tests; Wave action; Wave energy; Wave spectrum; 
Wave tanks; Breakwaters; Buoys; Energy 
dissipation 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Field tests; Groins (structures); Laboratory tests; 
Littoral drift; Shore protection; Storms; Water 
temperature; Wave height; Beach erosion; Erosion 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Field tests; Intake structures; Nuclear power plants; 
Wave dispersion; Wave energy; Cooling water; 
Cylindrical bodies 

Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nakamura, 2290 

Field tests; Littoral drift; Ocean currents; 
Photogrammetry; Stereophotography; Water 
levels; Waves; Breaking; Coastal engineering 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Field tests; Mathematical models; Numerical 
analysis; Water flow; Wave energy; Wind pressure; 
Discharge (water); Effluents 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Field tests; Ocean bottom; Ocean waves; Wave 
action; Wave dispersion; Wave energy; Wave 
velocity 

Near-Bottom Water Motion Under Ocean Waves, 
Robert A. Grace, 2371 

Field tests; Scour; Scouring; Water levels; Wave 
action; Wave height; Breakwaters; Coastal 
structures; Experimentation 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Finite differences; Shallow water; Simulation; Walls; 
Water waves; Wave action; Waves; Barriers 

Action of Non-Linear Waves at a Solid Wall, 
Mohamed S. Nasser and John A. 
McCorquodale, 815 

Finite element method; Numerical analysis; Shallow 
water; Tidal effects; Tidal marshes; Water waves; 
Estuaries 

Finite Element Model for Estuaries with Inter- 
Tidal Flats, Bruno Herding, 3396 

Finite element method; Numerical analysis; 
Stratification; Two phase flow; Convection; 
Diffusion; Dispersion 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Finite elements; Gravity waves; Predictions; 
Refraction; Surf; Water depth; Waves; Currents 

Current Depth Defraction Using Finite Elements, 
Ove Skovgaard and Ivar G. Jonsson, 721 

Floating bodies; Forecasting; Harbors; Marinas; 
Model studies; Mooring; Moorings; Breakwaters 

Floating Breakwater Performance, Bruce H. Adee, 
2777 
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Floating bodies; Scale effect; Tethered tests; Wave 
action; Wave energy; Wave spectrum; Wave tanks; 
Breakwaters; Buoys; Energy dissipation; Field 
tests 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Flooding; Hydrographic surveys; Jetties; River flow; 
Sandbars; Training walls; Australia; Estuaries 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

Flooding; Inlets (waterways); Tidal currents; Tidal 
effects; Tidal energy; Tidal hydraulics; Vortices; 
Estuaries 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Flooding; Predictions; Storm surges; Tsunamis; Wave 
runup 

Tsunami Inundation Prediction, Charles L. 
Bretschneider and Pieter G. Wybro, 1006 

Flooding; River flow; Sandbars; Sedimentation; 
Sediment deposits; Wave action; Wave energy; 
Estuaries 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Flood plain insurance; Hurricanes; Storms; Tidal 
effects; Tidal energy; Warning systems 

Hurricane Tide Frequencies on the Atlantic 
Coast, Francis P. Ho, 886 

Flowmeters; Friction coefficient (hydraulic); Rip 
currents; Surf; Turbulence; Beaches 

Lateral and Bottom Forces on Longshore 
Currents, David A. Huntley, 645 

Flowmeters; Ocean currents; Rip currents; Time 
dependence; Wave height; Wave period; Wave 
spectrum; Wave velocity 

Time Dependent Fluctuations in Longshore 
Currents, Guy A. Meadows, 660 

Flow patterns; Mathematical models; Scour; 
Scouring; Stratified flow; Troughs; Density 
currents 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Flow separation; Oscillations; Pressure distribution; 
Vortices; Wakes; Water waves; Cylindrical bodies 

Flow Separation, Wake Vortices and Pressure 
Distribution Around a Circular Cylinder under 
Oscillatory Waves, Yuichi Iwagaki and Hajime 
Ishida, 2341 

Fluid mechanics; Gravitation; Ocean currents; 
Spreading; Time dependence; Wastewater; 
Buoyancy 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Flushing; Harbors; Tidal currents; Tidal hydraulics; 
Tides; Washington; Water circulation; Water depth 

Planform Influence on Flushing and Circulation in 
Small Harbors, Ronald C. Nece, Roger A. 
Falconer and Toshiro Tsutsumi, 3471 

Force; Harmonic functions; Mooring; Moorings; 
Oscillations; Wave action; Wave energy; Wave 
period; Fenders 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Force; Oscillation; Roughness (hydraulic); Vortices; 
Water flow; Cylindrical bodies; Drag 

Forces on Rough-Walled Circular Cylinders in 
Harmonic Flow, Turgut Sarpkaya, 2301 

Force; Separation; Spheres; Water circulation; Wave 
action; Wave energy; Drag 

Forces on a Sphere Under Linear Progressive 
Waves, Scott A. Jenkins and Douglas L. Inman, 
2413 

Forecasting; France; Marinas; Ports; Beach erosion; 
Beach nourishment; Equilibrium 

Impact of Yachting Marinas on Beaches, J. P. 
Lepetit, 1844 

Forecasting; Harbors; Marinas; Model studies; 
Mooring; Moorings; Breakwaters; Floating bodies 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Forecasting; Hurricanes; Numerical analysis; Storm 
surges; Tropical cyclones; Computer models 

SPLASH — A Model for Forecasting Tropical 
Storm Surges, Celso S. Barrientos and Chester 
P. Jelesnianski, 941 

Forecasting; Hurricanes; Storm surges; Weather 
forecasting; Automation 

Automated Forecasting of Extratropical Storm 
Surges, N. Arthur Pore, 906 

Forecasting; Hurricanes; Wave action; Wave 
forecasting; Wind forces; Wind speed 

Hurricane Wind and Wave Forecasting 
Techniques, Charles L. Bretschneider and Elaine 
E. Tamaye, 202 

Foundations; Ocean bottom; Offshore structures; 
Predictions; Stability; Wave action; Wave energy; 
Bottom water; Continental shelf; Cyclic loads 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

France; Marinas; Ports; Beach erosion; Beach 
nourishment; Equilibrium; Forecasting 

Impact of Yachting Marinas on Beaches, J. P. 
Lepetit, 1844 

Frequency; Ocean waves; Surface waves; Wave 
energy; Wave spectrum; Distribution functions; 
Distribution patterns 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Frequency analysis; Hydraulic models; Mathematical 
models; Mixing; Algorithms; Diffusion; Estuaries 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Friction coefficient (hydraulic); Inlets (waterways); 
Tidal effects; Bed load; Current meters 

Measurement of Bed Friction in Tidal Inlets, 
Ashish J. Mehta, R. J. Byrne and Joseph T. 
DeAlteris, 1701 

Friction coefficient (hydraulic); Interfaces; Two 
phase flow; Wave equations; Wave height; Wave 
velocity 

Friction at the Interface of Two-Layered Flow^, 
Nobuyuki Tamai, 3169 

Friction coefficient (hydraulic); Littoral drift; Ocean 
currents; Three-dimensional; Wave dispersion; 
Wave height; Waves; Breaking; Breakwaters 

Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 
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Friction coefficient (hydraulic); Mathematical 
models; Numerical analysis; Saline water intrusion; 
Stratification; Transport phenomena; Density 
currents; Estuaries 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Friction coefficient (hydraulic); Numerical analysis; 
Propagation; Shallow water; Tsunamis; Wave 
height 

Tsunami Propagation in the Pacific Ocean, 
Manfred Engel and Wilfried Zahel, 971 

Friction coefficient (hydraulic); Ocean bottom; 
Ripple marks; Shallow water; Turbulent diffusion 

Consideration on Friction Coefficient for Sea 
Bottom, Toru Sawaragi, Koichiro Iwata and 
Masayoshi Kubo, 595 

Friction coefficient (hydraulic); Rip currents; Surf; 
Turbulence; Beaches; Flowmeters 

Lateral and Bottom Forces on Longshore 
Currents, David A. Huntley, 645 

Friction coefficient (hydraulic); Wave dispersion; 
Wave height; Wavelengths; Wave propagation; 
Waves 

Transformation of Nonlinear Long Waves, Nobuo 
Shuto, 423 

Geomorphology; Glacial erosion; Glaciers; 
Glaciology; Alaska; Beach erosion 

Geomorphology of the Southern Coast of Alaska, 
Miles O. Hayes, Christopher H. Ruby, Michael 
F. Stephen and Stephen J. Wilson, 1992 

Glacial erosion; Glaciers; Glaciology; Alaska; Beach 
erosion; Geomorphology 

Geomorphology of the Southern Coast of Alaska, 
Miles O. Hayes, Christopher H. Ruby, Michael 
F. Stephen and Stephen J. Wilson, 1992 

Glaciers; Glaciology; Alaska; Beach erosion; 
Geomorphology; Glacial erosion 

Geomorphology of the Southern Coast of Alaska, 
Miles O. Hayes, Christopher H. Ruby, Michael 
F. Stephen and Stephen J. Wilson, 1992 

Glaciology; Alaska; Beach erosion; Geomorphology; 
Glacial erosion; Glaciers 

Geomorphology of the Southern Coast of Alaska, 
Miles O. Hayes, Christopher H. Ruby, Michael 
F. Stephen and Stephen J. Wilson, 1992 

Gravel; Laboratory tests; Littoral current; Sediment 
transport; Shore protection; Wave energy; Beach 
erosion; Beaches; Equilibrium 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Gravitation; Ocean currents; Spreading; Time 
dependence; Wastewater; Buoyancy; Fluid 
mechanics 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Gravity waves; Predictions; Refraction; Surf; Water 
depth; Waves; Currents; Finite elements 

Current Depth Defraction Using Finite Elements, 
Ove Skovgaard and Ivar G. Jonsson, 721 

Gravity waves; Solitary waves; Time dependence; 
Wave height; Waves; Wave velocity; Breaking 

Recent Developments in the Study of Breaking 
Waves, Michael S. Longuet-Higgins, 441 

Great Lakes; Groins (structures); Shore protection; 
Storms; Breakwaters; Costs; Erosion 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 

Great Lakes; Harbors; Seiches; Tidal effects; Water 
levels; Wave generation; Currents 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Great Lakes; Michigan; Sand; Shore protection; 
Water levels; Beach erosion; Beach nourishment; 
Bypasses; Erosion 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Great Lakes; Wave action; Wave height; Wave 
period; Waves; Wave spectrum; Wind speed 

Great Lakes Wave Information, D. T. Resio and 
L. W. Hiipakka, 92 

Great Lakes; Wave energy; Wave equations; Wave 
height; Wave period; Waves; Wave spectrum; Fetch 

Applications of Empirical Fetch-Limited Spectral 
Formulas to Great Lakes Waves, Paul C. Liu, 
113 

Groins (structures); Hydrographic surveys; 
Monitoring; Shore protection; Beaches; Beach 
nourishment 

Comprehensive Monitoring of a Beach 
Restoration Project, Omar H. Shemdin, H. K. 
Brooks, Z. Ceylanli and S. L. Harrell, 1477 

Groins (structures); Inlets (waterways); Islands 
(landforms); Sandbars; Shore protection; Tidal 
currents 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938 

Groins (structures); Israel; Recreational facilities; 
Social needs; Beaches; Breakwaters; Enclosures 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 

Groins (structures); Laboratory tests; Littoral drift; 
Shore protection; Storms; Water temperature; 
Wave height; Beach erosion; Erosion; Field tests 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Groins (structures); Littoral drift; Sandbars; 
Sediment transport; Verification inspection; Wave 
height; Wave spectrum; Bathymetry 

Experimental Verification of Groyne Theory, C. 
H. Hulsbergen, W. "t. Bakker and G. van 
Bochove, 1439 

Groins (structures); Revetments; Sea walls; Shore 
protection; Breakwaters; Coastal engineering; 
Costs; Erosion 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Groins (structures); Rip currents; Waves; Wave 
tanks; Beach erosion; Erosion 

Groin Length and the Generation of Edge Waves, 
Michael K. Gaughan and Paul D. Komar, 1459 

Groins (structures); Shore protection; Storms; 
Breakwaters; Costs; Erosion; Great Lakes 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 
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Gullies; Netherlands; Shore protection; Weed 
control; Weeds; Erosion; Erosion control 

Recent Applications of Artificial Seaweed in the 
Netherlands, Henk G.H. ten Hoopen, 2905 

Harbors; Harbor structures; History; Jetties; Rubble 
mounds; Wave action; Wave energy 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Harbors; Harbor structures; Hydraulic models; 
Model tests; Portugal; Breakwaters; Failure 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Harbors; Littoral drift; Sand traps; Storms; Wave 
action; Currents; Dredging; Estuaries 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Harbors; Marinas; Model studies; Mooring; 
Moorings; Breakwaters; Floating bodies; 
Forecasting 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Harbors; Performance; Safety; Site selection; 
Utilization; Barges; Economic analysis; 
Environmental effects 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Harbors; Seiches; Tidal effects; Water levels; Wave 
generation; Currents; Great Lakes 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Harbors; Tidal currents; Tidal hydraulics; Tides; 
Washington; Water circulation; Water depth; 
Flushing 

Planform Influence on Flushing and Circulation in 
Small Harbors, Ronald C. Nece, Roger A. 
Falconer and Toshiro Tsutsumi, 3471 

Harbor structures; History; Jetties; Rubble mounds; 
Wave action; Wave energy; Harbors 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Harbor structures; Hydraulic models; Model tests; 
Portugal; Breakwaters; Failure; Harbors 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Harbor structures; Japan; Ocean bottom; Shoaling; 
Topographical factors; Beach erosion; Beaches; 
Breakwaters; Construction 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Harbor structures; Mooring; Moorings; Offshore 
drilling; Ships; Wave tanks; Accidents; Collisions 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Harbor structures; Quays; Reflection; Revetments; 
Shore protection; Wave dispersion; Computerized 
simulation; Concrete (blocks) 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Harmonic functions; Mooring; Moorings; 
Oscillations; Wave action; Wave energy; Wave 
period; Fenders; Force 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Hawaii; Islands (landforms); Monitoring; Reefs; 
Runways; Water quality; Environmental effects 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 

Hawaii; Recreational facilities; Shore protection; 
Swimming; Beaches; Beach nourishment; 
Breakwaters 

Proposed "Improvement" of Kaimu Beach, 
Hawaii, Doak C. Cox, Franciscus Gerritsen and 
Theodore T. Lee, 1552 

Hawaii; Reefs; Slope protection; Slope stability; 
Airports; Breakwaters 

Design and Construction of Protective Structure 
for New Reef Runway at Honolulu International 
Airport, Wilfred D. Darling, 2589 

Hazards; Tsunamis; Wave action; Wave energy; 
Wave generation; Wave height; Coastal structures 

Tsunami Hazard and Design of Coastal 
Structures, George Pararas-Carayannis, 2248 

Head losses; Mass; Shallow water; Tanker ships; 
Water depth; Berths; Dolphins (structures) 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Heat flux; Heat transfer; Infrared scanners; Infrared 
scanning; Remote sensing; Water temperature; Air- 
water interfaces 

Evaluation of Air-Sea Interface Heat Flux, Robert 
L. Street and A. Woodruff Miller, Jr., 3208 

Heat transfer; Infrared scanners; Infrared scanning; 
Remote sensing; Water temperature; Air-water 
interfaces; Heat flux 

Evaluation of Air-Sea Interface Heat Flux, Robert 
L. Street and A. Woodruff Miller, Jr., 3208 

History; Jetties; Rubble mounds; Wave action; Wave 
energy; Harbors; Harbor structures 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Hurricanes; Numerical analysis; Storm surges; 
Tropical cyclones; Computer models; Forecasting 

SPLASH — A Model for Forecasting Tropical 
Storm Surges, Celso S. Barrientos and Chester 
P. Jelesnianski, 941 

Hurricanes; Storms; Tidal effects; Tidal energy; 
Warning systems; Flood plain insurance 

Hurricane Tide Frequencies on the Atlantic 
Coast, Francis P. Ho, 886 

Hurricanes; Storm surges; Weather forecasting; 
Automation; Forecasting 

Automated Forecasting of Extratropical Storm 
Surges, N. Arthur Pore, 906 

Hurricanes; Wave action; Wave forecasting; Wind 
forces; Wind speed; Forecasting 

Hurricane Wind and Wave Forecasting 
Techniques, Charles L. Bretschneider and Elaine 
E. Tamaye, 202 
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Hydraulic models; Lift; Oscillations; Reynolds 
number; Stream flow; Water flow; Wave action; 
Wave energy; Cylinders; Drag 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Hydraulic models; Mathematical models; Mixing; 
Algorithms; Diffusion; Estuaries; Frequency 
analysis 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Hydraulic models; Mathematical models; Rivers; 
Tidal effects; Time; Estuaries; Feasibility 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Hydraulic models; Model tests; Portugal; 
Breakwaters; Failure; Harbors; Harbor structures 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Hydraulic models; Movable bed models; Scale effect; 
Sediment transport; Tracers (radioactive); West 
Germany 

Sand Movement Investigations by Means of 
Radioactive Tracers in a Hydraulic Model and 
in the Field, Hans Rohde, 2027 

Hydraulic models; Nigeria; Sedimentation; Sediment 
concentration; Sediment distribution; Sediment 
transport; Breakwaters; Deltas 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Hydraulic models; Nuclear power plants; Plume 
detection; Plumes; Thermal pollution; Two phase 
flow; Diffusers; Discharge (water) 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Hydraulic models; Nuclear power plants; Prototype 
tests; Temperature distribution; Thermal diffusion; 
Thermal pollution; Water temperature; Discharge 
(water) 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Hydraulic models; Predictions; Prototype tests; 
Scale effect; Surface tension; Thermal diffusion; 
Viscosity; Water temperature 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Hydraulic models; Prototype tests; Roughness 
(hydraulic); Tidal currents; Tidal effects; Tidal 
energy 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Hydraulic models; Rubble; Rubble mounds; 
Stability; Wave action; Wave energy; Breakwaters; 
Damage 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
.2544 

Hydraulic models; Saline water-freshwater 
interfaces; Salinity; Salt water intrusion; Tidal 
effects; Canada; Density currents 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Hydraulic models; Scale effect; Statistical analysis; 
Tidal effects; Turbulence; Diffusion; Eddies 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 

Hydraulic models; Three-dimensional; Water waves; 
Wave generation; Waves 

3-D Hydraulic Model of Wave Generated by 
Displacements, Shin-Lin Liu and Robert L. 
Wiegel, 1060 

Hydrodynamics; Ocean engineering; Outfall sewers; 
Underwater pipelines; Diffusers; Environmental 
effects 

Design Considerations for the Sand Island and 
Barbers Point Outfalls, Robert C.Y. Koh, 
Norman H. Brooks and Floyd Louis Vuillemot, 
2941 

Hydrographic surveys; Jetties; River flow; Sandbars; 
Training walls; Australia; Estuaries; Flooding 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

Hydrographic surveys; Monitoring; Shore 
protection; Beaches; Beach nourishment; Groins 
(structures) 

Comprehensive Monitoring of a Beach 
Restoration Project, Omar H. Shemdin, H. K. 
Brooks, Z. Ceylanli and S. L. Harrell, 1477 

Hydrographic surveys; Waves; Wind (meteorology); 
Coastal engineering; Coastal structures; Data 
collection; Data collection systems 

Data Collection and Analysis for Coastal Projects, 
E. Loewy, K. G. Witthaus, L. Summers and R. 
J. Maddrell, 43 

Hydromechanics; Numerical analysis; Simulation; 
Storm surges 

Generalized Model for Storm Surges, Gour-Tsyh 
Yeh and Fei-Fan Yeh, 921 

Impact; Revetments; Wave action; Wave energy; Air 
entrainment; Damage; Dikes 

Response of Seadykes due to Wave Impacts, 
Alfred Fuhrboter, Hans H. Dette and J. Grune, 
2604 

Impulses; Responses; Stability; Statistical analysis; 
Storms; Variability; Beach erosion; Eigenvalues 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

India; Statistical analysis; Wave height; 
Wavemeters; Wave recorders (water waves); Wave 
spectrum; Coastal engineering ' 

Ocean Wave Record Analysis by Tucker's 
Method — An Evaluation, Jade Dattatri and 
Irvathur Vasudeva Nayak, 289 

Inertia! forces; Submerged flow; Underwater 
structures; Wave action; Wave energy; Drag 

Wave Forces on Submerged Objects, Suphat 
Vongvisessomjai and Richard Silvester, 2387 

Infrared scanners; Infrared scanning; Remote 
sensing; Water temperature; Air-water interfaces; 
Heat flux; Heat transfer 

Evaluation of Air-Sea Interface Heat Flux, Robert 
L. Street and A. Woodruff Miller, Jr., 3208 
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Infrared scanning; Remote sensing; Water 
temperature; Air-water interfaces; Heat flux; Heat 
transfer; Infrared scanners 

Evaluation of Air-Sea Interface Heat Flux, Robert 
L. Street and A. Woodruff Miller, Jr., 3208 

Inlets (waterways); Islands (landforms); Sandbars; 
Shore protection; Tidal currents; Groins 
(structures) 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938. 

Inlets (waterways); Japan; Tidal effects; Tidal 
energy; Tidal hydraulics; Tidal waters; Wave 
energy 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Inlets (waterways); Littoral current; Littoral drift; 
Sand; Scouring; Sediment transport; South 
Carolina; Tidal currents; Bed forms; Circulation 

Sand Circulation Pattern at Price Inlet, South 
Carolina; Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Inlets (waterways); Littoral current; Littoral drift; 
Surf; Tidal currents; Wave recorders (water 
waves); Beaches 

Changes in Inlet Offset due to Stabilization, 
Dennis K. Hubbafd, 1812 

Inlets (waterways); Littoral drift; New Jersey; 
Scouring; Sea level; Tidal effects; Tidal waters; 
Environmental effects 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Inlets (waterways); Ocean bottom; Scale effect; 
Sediment transport; Simulation models; Tidal 
effects; Wave energy; Bed forms 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Inlets (waterways); Sandbars; Sand traps; Shoaling; 
Tidal effects; Beaches 

Capacity of Inlet Outer Bars to Store Sand, Todd 
L. Walton, Jr. and William D. Adams, 1919 

Inlets (waterways); Tidal currents; Tidal effects; 
Tidal energy; Tidal hydraulics; Vortices; Estuaries; 
Flooding 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Inlets (waterways); Tidal effects; Bed load; Current 
meters; Friction coefficient (hydraulic) 

Measurement of Bed Friction in Tidal Inlets, 
Ashish J. Mehta, R. J. Byrne and Joseph T. 
DeAlteris, 1701 

Instrumentation; Ocean waves; Scale effect; Storm 
surges; Wave equations; Wave height; Wave period; 
Wave runup; Dikes; Echo sounding; Field 
investigations 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Intake structures; Nuclear power plants; Wave 
dispersion; Wave energy; Cooling water; 
Cylindrical bodies; Field tests 

Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nakamura, 2290 

Intake systems; Mathematical models; Nuclear 
power plants; Numerical analysis; Refraction; 
Sediment transport; Wave dispersion; Waves; 
Coastal structures; Cooling water 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Interactions; Turbulence; Wave action; Wave 
damping; Wave dispersion; Wave energy; Wave 
velocity; Currents (water) 

Interaction of Waves and a Turbulent Current, J. 
D.A. van Hoften and Susumu Karaki, 404 

Interfaces; Saline water-freshwater interfaces; 
Salinity; Salt water intrusion; Stratification; 
Diffusion; Eddies; Estuaries 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Interfaces; Two phase flow; Wave equations; Wave 
height; Wave velocity; Friction coefficient 
(hydraulic) 

Friction at the Interface of Two-Layered Flows, 
Nobuyuki Tamai, 3169 

Interfacial tension; Stability; Stratified flow; 
Thermal pollution; Turbulence; Discharge (water) 

Interfacial Instability in Stratified Flow, Richard 
H. French, 3124 

Investigations; Japan; Littoral current; Littoral drift; 
Slopes; Beach erosion 

Concept for Inferring the Littoral Drift Trend, 
Masataro Hattori and Takasuke Suzuki, 1223 

Islands (landforms); Monitoring; Reefs; Runways; 
Water quality; Environmental effects; Hawaii 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 

Islands (landforms); Ocean bottom; Oceanography; 
Refraction; Resonance 

Resonant Refraction by Round Islands, Richard 
E. Meyer, 866 

Islands (landforms); Sandbars; Shore protection; 
Tidal currents; Groins (structures); Inlets 
(waterways) 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938 

Islands (landforms); Scale effect; Shore protection; 
Tidal currents; Dispersion; Effluent reuse; 
Effluents 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Islands (landforms); Sediment deposits; Surges; 
Aeolian soils; Barriers; Beach erosion; Erosion 

Barrier Island Dynamics: Overwash Processes and 
Eolian Transport, Stephen P. Leatherman, 1958 

Israel; Littoral drift; Sedimentation; Sediment 
deposits; Sediment transport; Shore protection; 
Breakwaters; Coastal structures 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Israel; Recreational facilities; Social needs; Beaches; 
Breakwaters; Enclosures; Groins (structures) 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 

Japan; Littoral current; Littoral drift; Slopes; Beach 
erosion; Investigations 

Concept for Inferring the Littoral Drift Trend, 
Masataro Hattori and Takasuke Suzuki, 1223 
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Japan; Littoral drift; Ocean currents; Rip currents; 
Wave recorders (water waves); Beaches 

Nearshore Current on a Gently Sloping Beach, 
Tamio Sasaki, Kiyoshi Horikawa and Shintaro 
Hotta, 626 

Japan; Models; Numerical analysis; Statistical 
models; Tsunamis; Wave dispersion; Wave height 

Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Toshio Iwasaki, 1044 

Japan; Ocean bottom; Shoaling; Topographical 
factors; Beach erosion; Beaches; Breakwaters; 
Construction; Harbor structures 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Japan; Ocean bottom; Shore protection; Subsidence; 
Beach erosion; Breakwaters 

Changes of Sea Bed Due to Detached 
Breakwaters, Osamu Toyoshima, 1572 

Japan; Power spectra; Refraction; Shoaling; 
Tsunamis; Warning systems; Coastal engineering; 
Coastal plains 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Japan; Tidal effects; Tidal energy; Tidal hydraulics; 
Tidal waters; Wave energy; Inlets (waterways) 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Jet pumps; Littoral current; Sand; Shore protection; 
Surf; Bypasses 

A Sand Bypassing System Using a Jet Pump, E. 
C. McNair, Jr., 1342 

Jets; Slots; Buoyancy; Diffusers; Dilution; Discharge 
(water); Eddies; Experimentation 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Jetties; Littoral current; Littoral drift; Sediment 
transport; Surf; Wave energy; Barriers; 
Breakwaters; California 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Jetties; Oregon; Sedimentation; Sediment deposits; 
Shoaling; Bays (topographic features); Beach 
erosion; Erosion 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul D.'Komar and Thomas A. Terich, 1791 

Jetties; River flow; Sandbars; Training walls; 
Australia; Estuaries; Flooding; Hydrographic 
surveys 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

Jetties; Rubble mounds; Wave action; Wave energy; 
Harbors; Harbor structures; History 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Laboratory tests; Littoral current; Sediment 
transport; Shore protection; Wave energy; Beach 
erosion; Beaches; Equilibrium; Gravel 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Laboratory tests; Littoral drift; Shore protection; 
Storms; Water temperature; Wave height; Beach 
erosion; Erosion; Field tests; Groins (structures) 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Laboratory tests; Ocean waves; Random variables; 
Simulation; Waves; Wave tanks 

Random Wave Simulation in a Laboratory Wave 
Tank, Akira Kimura and Yuichi Iwagaki, 368 

Laboratory tests; Permeability; Reflection; Wave 
height; Breakwaters 

Laboratory Study of Pervious Core Breakwaters, 
Hideo Kondo, Satoshi Toma and Kenji Yano, 
2643 

Laboratory tests; Rubble mounds; Wave action; 
Wave dispersion; Wave energy; Waves; 
Breakwaters 

Wave Transmission Through Trapezoidal 
Breakwaters, Ole Secher Madsen and Stanley 
M. White, 2662 

Laboratory tests; Sandbars; Scale effect; Scour; 
Scouring; Underwater pipelines; Wave action; 
Failures 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Laboratory tests; Sediment concentration; 
Sediments; Sediment samplers; Water flow 

Iowa Sediment Concentration Measuring System, 
Tatsuaki Nakato, Frederick A. Locher, John R. 
Glover and John F. Kennedy, 2060 

Landforms; Nonuniform flow; Open channel flow; 
Specific energy; Estuaries 

Concept of Minimum Specific Energy and Its 
Relation to Natural Forms, Gordon R. McKay 
and Ahad K. Kazemipour, 2186 

Lateral forces; Pile foundations; Steel piles; 
Structural design; Coastal structures 

Concepts in Design of Coastal Structures, Casimir 
J. Kray, 2209 

Lift; Oscillations; Reynolds number; Stream flow; 
Water flow; Wave action; Wave energy; Cylinders; 
Drag; Hydraulic models 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Littoral current; Littoral drift; Morphology; 
Sandbars; Sediment deposits; Wave energy; 
Barriers; Beaches; Canada 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf, 
of St. Lawrence, Canada, E. H. Owens, 1975 

Littoral current; Littoral drift; Rip currents; 
Sediment transport; Shore protection; Energy 
equation 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Littoral current; Littoral drift; Sand; Scouring; 
Sediment transport; South Carolina; Tidal 
currents; Bed forms; Circulation; Inlets 
(waterways) 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 
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Littoral current; Littoral drift; Sediment transport; 
Surf; Wave energy; Barriers; Breakwaters; 
California; Jetties 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Littoral current; Littoral drift; Slopes; Beach 
erosion; Investigations; Japan 

Concept for Inferring the Littoral Drift Trend, 
Masataro Hattori and Takasuke Suzuki, 1223 

Littoral current; Littoral drift; Surf; Tidal currents; 
Wave recorders (water waves); Beaches; Inlets 
(waterways) 

Changes in Inlet Offset due to Stabilization, 
Dennis K. Hubbard, 1812 

Littoral current; Predictions; Sediment deposits; 
Sediment transport; Beach nourishment; Beach 
sands 

Predictive Equations Regarding Coastal 
Transport, D. H. Swart, 1113 

Littoral current; Recreational facilities; Storms; 
Storm surges; Wave action; Wave energy; Beach 
erosion; Beach nourishment; Erosion 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Littoral current; Sand; Shore protection; Surf; 
Bypasses; Jet pumps 

A Sand Bypassing System Using a Jet Pump, E. 
C. McNair, Jr., 1342 

Littoral current; Sediment deposits; Sediment 
transport; Suspended sediments; Aerial 
photography; Bathymetry; Beach erosion; Beaches; 
Field investigations 

Field Investigation of Sediment Transport Pattern 
in a Closed System, Tsuguo Sunamura and 
Kiyoshi Horikawa, 1240 

Littoral current; Sediment transport; Shore 
protection; Wave energy; Beach erosion; Beaches; 
Equilibrium; Gravel; Laboratory tests 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Littoral drift; Marinas; Seismic studies; Site 
selection; Ecology; Environmental effects 

Application of CERC Special Report No.2, James 
W. Dunham, 3570 

Littoral drift; Morphology; Sandbars; Sediment 
deposits; Wave energy; Barriers; Beaches; Canada; 
Littoral current 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf 
of St. Lawrence, Canada, E. H. Owens, 1975 

Littoral drift; New Jersey; Scouring; Sea level; Tidal 
effects; Tidal Waters; Environmental effects; Inlets 
(waterways) 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Littoral drift; Ocean currents; Photogrammetry; 
Stereophotography; Water levels; Waves; 
Breaking; Coastal engineering; Field tests 

Terrestrial Photogram metric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Littoral drift; Ocean currents; Rip currents; 
Sediment transport; Wave height; Wave phases 

Physical Aspects of Wave-Induced Nearshore 
Current System, Masaru Mizuguchi and Kiyoshi 
Horikawa, 607 

Littoral drift; Ocean currents; Rip currents; Wave 
recorders (water waves); Beaches; Japan 

Nearshore Current on a Gently Sloping Beach, 
Tamio Sasaki, Kiyoshi Horikawa and Shintaro 
Hotta, 626 

Littoral drift; Ocean currents; Sediment transport; 
Storm surges; Tidal marshes; Coastal engineering; 
Currents 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Littoral drift; Ocean currents; Three-dimensional; 
Wave dispersion; Wave height; Waves; Breaking; 
Breakwaters; Friction coefficient (hydraulic) 

Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 

Littoral drift; Rip currents; Sediment transport; 
Shore protection; Energy equation; Littoral current 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Littoral drift; Sand; Scouring; Sediment transport; 
South Carolina; Tidal currents; Bed forms; 
Circulation; Inlets (waterways); Littoral current 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Littoral drift; Sandbars; Sands; Secondary waves; 
Sediment transport; Wave propagation; Waves 

Sand Transport by Waves, E. W. Bijker, E. van 
Hijum and P. Vellinga, 1149 

Littoral drift; Sandbars; Sediment transport; 
Verification inspection; Wave height; Wave 
spectrum; Bathymetry; Groins (structures) 

Experimental Verification of Groyne Theory, C. 
H. Hulsbergen, W. T. Bakker and G. van 
Bochove, 1439 

Littoral drift; Sand traps; Storms; Wave action; 
Currents; Dredging; Estuaries; Harbors 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Littoral drift; Sedimentation; Sediment deposits; 
Sediment transport; Shore protection; 
Breakwaters; Coastal structures; Israel 

Protection by Means of Offshore Breakwaters, I 
Fried, 1407 

Littoral drift; Sediment transport; Surf; Wave 
energy; Barriers; Breakwaters; California; Jetties; 
Littoral current 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Littoral drift; Shore protection; Storms; Water 
temperature; Wave height; Beach erosion; Erosion; 
Field tests; Groins (structures); Laboratory tests 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 
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Littoral drift; Slopes; Beach erosion; Investigations; 
Japan; Littoral current 

Concept for Inferring the Littoral Drift Trend, 
Masataro Hattori and Takasuke Suzuki, 1223 

Mathematical models; Rivers; Tidal effects; Time; 
Estuaries; Feasibility; Hydraulic models 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Littoral drift; Surf; Tidal currents; Wave recorders 
(water waves); Beaches; Inlets (waterways); 
Littoral current 

Changes in Inlet Offset due to Stabilization, 
Dennis K. Hubbard, 1812 

Mach number; Reflection; Walls; Water waves; 
Wave height; Diffraction 

Mach-Reflection as a Diffraction Problem, Udo 
Berger and Soren Kohlhase, 796 

Manifold air injection systems; Model tests; 
Orifices; Pipes; Porous materials; Air bubbles; Air 
flow rates 

Guidelines for the Design of Air Bubble Systems, 
Nabil Ismail, 2994 

Marinas; Model studies; Mooring; Moorings; 
Breakwaters; Floating bodies; Forecasting; 
Harbors 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Marinas; Ports; Beach erosion; Beach nourishment; 
Equilibrium; Forecasting; France 

Impact of Yachting Marinas on Beaches, J. P. 
Lepetit, 1844 

Marinas; Seismic studies; Site selection; Ecology; 
Environmental effects; Littoral drift 

Application of CERC Special Report No.2, James 
W. Dunham, 3570 

Mass; Shallow water; Tanker ships; Water depth; 
Berths; Dolphins (structures); Head losses 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Mass transfer; Open channel flow; River flow; 
Sediment transport; Tidal currents; Dispersion 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 

Mathematical models; Mixing; Algorithms; 
Diffusion; Estuaries; Frequency analysis; Hydraulic 
models 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Mathematical models; Nuclear power plants; 
Numerical analysis; Refraction; Sediment 
transport; Wave dispersion; Waves; Coastal 
structures; Cooling water; Intake systems 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Mathematical models; Numerical analysis; Saline 
water intrusion; Stratification; Transport 
phenomena; Density currents; Estuaries; Friction 
coefficient (hydraulic) 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Mathematical models; Numerical analysis; Water 
flow; Wave energy; Wind pressure; Discharge 
(water); Effluents; Field tests 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Mathematical models; Scour; Scouring; Stratified 
flow; Troughs; Density currents; Flow patterns 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Michigan; Sand; Shore protection; Water levels; 
Beach erosion; Beach nourishment; Bypasses; 
Erosion; Great Lakes 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Mixing; Algorithms; Diffusion; Estuaries; Frequency 
analysis; Hydraulic models; Mathematical models 

Algorithm for Vertical Diffusion, Soren Peter 
Kjeldsen, 3321 

Mixing; Outfall sewers; Site selection; Water 
quality; Diffusers; Dilution 

Design Procedures for Ocean Outfalls, Jeffrey A. 
Lay ton, 2919 

Models; Numerical analysis; Statistical models; 
Tsunamis; Wave dispersion; Wave height; Japan 

Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Toshio Iwasaki, 1044 

Model studies; Mooring; Moorings; Breakwaters; 
Floating bodies; Forecasting; Harbors; Marinas 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Model tests; Orifices; Pipes; Porous materials; Air 
bubbles; Air flow rates; Manifold air injection 
systems 

Guidelines for the Design of Air Bubble Systems, 
Nabil Ismail, 2994 

Model tests; Overturning tests; Wave action; Wave 
energy; Wave height; Wave period; Caissons 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Model tests; Portugal; Breakwaters; Failure; 
Harbors; Harbor structures; Hydraulic models 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Met tarn, 2499 

Model tests; Pressure cells; Shock tests; Strain; 
Strain gages; Breakwaters; Caissons; Concrete 
(reinforced); Cylindrical bodies 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Model tests; Scale effect; Stability; Wave height; 
Wave period; Wave runup; Armoring (streambed); 
Breakwaters 

Large Scale Model Tests of Placed Stone 
Breakwaters, Charles K. Sollitt and Donald H. 
DeBok, 2572 

Monitoring; Nuclear power plants; Social impact; 
Coastal engineering; Environmental factors 

Coastal Environment and a Nuclear Power Plant, 
Ralph A. de la Parra, 3014 

Monitoring; Reefs; Runways; Water quality; 
Environmental effects; Hawaii; Islands (landforms) 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 
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Monitoring; Shore protection; Beaches; Beach 
nourishment; Groins (structures); Hydrographic 
surveys 

Comprehensive Monitoring of a Beach 
Restoration Project, Omar H. Shemdin, H. K. 
Brooks, Z. Ceylanli and S. L. Harrell, 1477 

Mooring; Moorings; Breakwaters; Floating bodies; 
Forecasting; Harbors; Marinas; Model studies 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Mooring; Moorings; Offshore drilling; Ships; Wave 
tanks; Accidents; Collisions; Harbor structures 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Mooring; Moorings; Oscillations; Wave action; Wave 
energy; Wave period; Fenders; Force; Harmonic 
functions 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Moorings; Breakwaters; Floating bodies; 
Forecasting; Harbors; Marinas; Model studies; 
Mooring 

Floating Breakwater Performance, Bruce H. Adee, 
2777 

Moorings; Offshore drilling; Ships; Wave tanks; 
Accidents; Collisions; Harbor structures; Mooring 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Moorings; Oscillations; Wave action; Wave energy; 
Wave period; Fenders; Force; Harmonic functions; 
Mooring 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Morphology; Sandbars; Sediment deposits; Wave 
energy; Barriers; Beaches; Canada; Littoral 
current; Littoral drift 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf 
of St. Lawrence, Canada, E. H. Owens, 1975 

Movable bed models; Prototype tests; Scale effect; 
Scour; Scouring; Tidal waters; Tides; Erosion 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Movable bed models; Scale effect; Sediment 
transport; Tracers (radioactive); West Germany; 
Hydraulic models 

Sand Movement Investigations by Means of 
Radioactive Tracers in a Hydraulic Model and 
in the Field, Hans Rohde, 2027 

Movable bed models; Sediment transport; Tidal 
currents; Tidal effects; Dunes; Dune sands 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Mud flats; Viscosity; Wave action; Wave dispersion; 
Wave energy; Wave functions; Wave height 

Wave Action and Bottom Movements in Fine 
Sediments, Michael W. Tubman and Joseph N. 
Suhayda, 1168 

Netherlands; Shore protection; Weed control; 
Weeds; Erosion; Erosion control; Gullies 

Recent Applications of Artificial Seaweed in the 
Netherlands, Henk G.H. ten Hoopen, 2905 

New Jersey; Probability; Simulation; Simulation 
models; Storm surges; Delaware 

Simulation Model for Storm Surge Probabilities, 
Mohammad H. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

New Jersey; Sandbars; Sea level; Sedimentation; 
Sediment deposits; Sediment transport; Tidal 
currents; Beach erosion 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

New Jersey; Scouring; Sea level; Tidal effects; Tidal 
waters; Environmental effects; Inlets (waterways); 
Littoral drift 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Nigeria; Sedimentation; Sediment concentration; 
Sediment distribution; Sediment transport; 
Breakwaters; Deltas; Hydraulic models 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Nonuniform flow; Open channel flow; Specific 
energy; Estuaries; Landforms 

Concept of Minimum Specific Energy and Its 
Relation to Natural Forms, Gordon R. McKay 
and Ahad K. Kazemipour, 2186 

Nuclear power plants; Numerical analysis; 
Refraction; Sediment transport; Wave dispersion; 
Waves; Coastal structures; Cooling water; Intake 
systems; Mathematical models 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Nuclear power plants; Flume detection; Plumes; 
Thermal pollution; Two phase flow; Diffusers; 
Discharge (water); Hydraulic models 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Nuclear power plants; Prototype tests; Temperature 
distribution; Thermal diffusion; Thermal pollution; 
Water temperature; Discharge (water); Hydraulic 
models 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Nuclear power plants; Social impact; Coastal 
engineering; Environmental factors; Monitoring 

Coastal' Environment and a Nuclear Power Plant, 
Ralph A. de la Parra, 3014 

Nuclear power plants; Wave dispersion; Wave 
energy; Cooling water; Cylindrical bodies; Field 
tests; Intake structures 

Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nakamura, 2290 

Numerical analysis; Oscillations; Responses; Water 
depth; Water surface profiles; Wave action; Wave 
energy 

Wave Induced Oscillations of Harbors with 
Variable Depth, Fredric Raichlen and Ehud 
Naheer, 3536 
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Numerical analysis; Propagation; Shallow water; 
Tsunamis; Wave height; Friction coefficient 
(hydraulic) 

Tsunami Propagation in the Pacific Ocean, 
Manfred Engel and Wilfried Zahel, 971 

Numerical analysis; Propagation; Shore protection; 
Simulation; Tsunamis 

Numerical Simulation of Tsunamis Originating in 
the Peru-Chile Trench, A. W. Garcia arid H. L. 
Butler, 1025 

Numerical analysis; Refraction; Sediment transport; 
Wave dispersion; Waves; Coastal structures; 
Cooling water; Intake systems; Mathematical 
models; Nuclear power plants 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Numerical analysis; Saline water intrusion; 
Stratification; Transport phenomena; Density 
currents; Estuaries; Friction coefficient (hydraulic); 
Mathematical models 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Numerical analysis; Shallow water; Tidal effects; 
Tidal marshes; Water waves; Estuaries; Finite 
element method 

Finite Element Model for Estuaries with Inter- 
Tidal Flats, Bruno Herrling, 3396 

Numerical analysis; Simulation; Storm surges; 
Hydromechanics 

Generalized Model for Storm Surges, Gour-Tsyh 
Yeh and Fei-Fan Yeh, 921 

Numerical analysis; Statistical models; Tsunamis; 
Wave dispersion; Wave height; Japan; Models 

Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Tdshio Iwasaki, 1044 

Numerical analysis; Storm surges; Tropical cyclones; 
Computer models; Forecasting; Hurricanes 

SPLASH — A Model for Forecasting Tropical 
Storm Surges, Celso S. Barrientos and Chester 
P. Jelesnianski, 941 

Numerical analysis; Stratification; Two phase flow; 
Convection; Diffusion; Dispersion; Finite element 
method 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Numerical analysis; Tidal currents; Tidal effects; 
Algorithms; California; Discharge (water) 

Tidal Stream Flow Solved by Galerkin Technique, 
L. H. Smith and Ralph T-S Cheng, 3358 

Numerical analysis; Water flow; Wave energy; Wind 
pressure; Discharge (water); Effluents; Field tests; 
Mathematical models 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Numerical analysis; Wave action; Wave energy; 
Wave runup; Wave velocity; Coastal structures; 
Damping 

Numerical Calculation of Wave Forces on 
Structures, B. D. Nichols and C W. Hirt, 2254 

Numerical analysis; Wave energy; Wave recorders 
(water waves); California; Coastal engineering; 
Coastal structures 

Regional Network for Coastal Engineering Data, 
Richard J. Seymour and Meredith H. Sessions, 
60 

Ocean bottom; Oceanography; Refraction; 
Resonance; Islands (landforms) 

Resonant Refraction by Round Islands, Richard 
E. Meyer, 866 

Ocean bottom; Ocean waves; Wave action; Wave 
dispersion; Wave energy; Wave velocity; Field tests 

Near-Bottom Water Motion Under Ocean Waves, 
Robert A. Grace, 2371 

Ocean bottom; Offshore structures; Predictions; 
Stability; Wave action; Wave energy; Bottom 
water; Continental shelf; Cyclic loads; Foundations 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Ocean bottom; Ripple marks; Shallow water; 
Turbulent diffusion; Friction coefficient (hydraulic) 

Consideration on Friction Coefficient for Sea 
Bottom, Toru Sawaragi, Koichiro Iwata and 
Masayoshi Kubo, 595 

Ocean bottom; Scale effect; Sediment transport; 
Simulation models; Tidal effects; Wave energy; 
Bed forms; Inlets (waterways) 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Ocean bottom; Shoaling; Topographical factors; 
Beach erosion; Beaches; Breakwaters; 
Construction; Harbor structures; Japan 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Ocean bottom; Shore protection; Subsidence; Beach 
erosion; Breakwaters; Japan 

Changes of Sea Bed Due to Detached 
Breakwaters, Osamu Toyoshima, 1572 

Ocean currents; Photogrammetry; 
Stereophotography; Water levels; Waves; 
Breaking; Coastal engineering; Field tests; Littoral 
drift 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Neafshore Zone, Joseph W. Maresca, Jr. arid 
Erwin Seibel, 681 

Ocean currents; Rip currents; Sediment transport; 
Wave height; Wave phases; Littoral drift 

Physical Aspects of Wave-Induced Nearshore 
Current System, Masaru Mizuguchi and Kiyoshi 
Horikawa, 607 

Ocean currents; Rip currents; Time dependence; 
Wave height; Wave period; Wave spectrum; Wave 
velocity; Flowmeters 

Time Dependent Fluctuations in Longshore 
Currents, Guy A. Meadows, 660 

Ocean currents; Rip currents; Wave recorders (water 
waves); Beaches; Japan; Littoral drift 

Nearshore Current on a Gently Sloping Beach, 
Tamio Sasaki, Kiyoshi Horikawa and Shintaro 
Hotta, 626 
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Ocean currents; Sediment transport; Storm surges; 
Tidal marshes; Coastal engineering; Currents; 
Littoral drift 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Ocean currents; Spreading; Time dependence; 
Wastewater; Buoyancy; Fluid mechanics; 
Gravitation 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Ocean currents; Three-dimensional; Wave dispersion; 
Wave height; Waves; Breaking; Breakwaters; 
Friction coefficient (hydraulic); Littoral drift 

Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 

Ocean engineering; Outfall sewers; Underwater 
pipelines; Diffusers; Environmental effects; 
Hydrodynamics 

Design Considerations for the Sand Island and 
Barbers Point Outfalls, Robert C.Y. Koh, 
Norman H. Brooks and Floyd Louis Vuillemot, 
2941 

Oceanography; Refraction; Resonance; Islands 
(landforms); Ocean bottom 

Resonant Refraction by Round Islands, Richard 
E. Meyer, 866 

Ocean waves; Radar equipment; Wave height; 
Wavemeters; Wave recorders (water waves); Wave 
spectrum 

Wave Measurements in Open Ocean, Davidson T. 
Chen, Benjamin S. Yaplee, Donald L. 
Hammond and Paul Bey, 72 

Ocean waves; Random variables; Simulation; Waves; 
Wave tanks; Laboratory tests 

Random Wave Simulation in a Laboratory Wave 
Tank, Akira Kimura and Yuichi Iwagaki, 368 

Ocean waves; Resonance; Simulation; Water levels; 
Wave height; Wave runup; Beaches 

Wave Run-Up on a Simulated Beach, A. J. 
Sutherland, J. N. Sharma and Omar H. 
Shemdin, 752 

Ocean waves; Scale effect; Storm surges; Wave 
equations; Wave height; Wave period; Wave runup; 
Dikes; Echo sounding; Field investigations; 
Instrumentation 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Ocean waves; Spectral analysis; Statistical analysis; 
Storms; Wave height; Wave spectrum 

Six-Parameter Wave Spectra, Michel K. Ochi and 
E. Nadine Hubble, 301 

Ocean waves; Spectral analysis; Statistical analysis; 
Wave forecasting; Wave period; Waves; Wave 
spectrum; Climatology; Coastal engineering 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren C. Thompson and F. Michael 
Reynolds, 238 

Ocean waves; Surface waves; Wave energy; Wave 
spectrum; Distribution functions; Distribution 
patterns; Frequency 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Ocean waves; Taiwan; Wave height; Wave period; 
Waves; Wind speed; Coastal engineering 

Waves Off Taichung Coast of Taiwan, Charles 
C.C. Chang, M. H. Wang and J. T. Juang, 129 

Ocean waves; Wave action; Wave dispersion; Wave 
energy; Wave velocity; Field tests; Ocean bottom 

Near-Bottom Water Motion Under Ocean Waves, 
Robert A. Grace, 2371 

Ocean waves; Wave action; Wave height; Wave 
propagation; Wave spectrum 

Revisions in Wave Data Presentation, Laurence 
Draper, 3 

Ocean waves; Wave energy; Wave forecasting; 
Waves; Wave spectrum; Wind forces; Wind speed; 
Fetch 

Application of Fetch Area Method in Monsoon 
Wave Hindcasting, Nai-Kuang Liang, Shih-Tsan 
Tang and Ben-Juen Lee, 258 

Ocean waves; Wave energy; Wave height; 
Wavemeters; Wave recorders (water waves); 
Waves; Climatic data 

Wave Climate Analysis for Engineering Purpose, 
Hans H. Dette and Alfred Fuhrboter, 10 

Offshore drilling; Ships; Wave tanks; Accidents; 
Collisions; Harbor structures; Mooring; Moorings 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Offshore structures; Predictions; Stability; Wave 
action; Wave energy; Bottom water; Continental 
shelf; Cyclic loads; Foundations; Ocean bottom 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Offshore structures; Prototype tests; Scour; 
Scouring; Wave action; Wave energy; Wharves 

Wave Action on Large Off-Shore Structures, C. J. 
Apelt and A. Macknight, 2228 

Open channel flow; River flow; Sediment transport; 
Tidal currents; Dispersion; Mass transfer 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 

Open channel flow; Specific energy; Estuaries; 
Landforms; Nonuniform flow 

Concept of Minimum Specific Energy and Its 
Relation to Natural Forms, Gordon R. McKay 
and Ahad K. Kazemipour, 2186 

Open channel flow; Water meters; Water quality; 
Calibration; Discharge (water); Estuaries 

Calibration of Branched Estuary Models, James P. 
Bennett, 3416 

Oregon; Sedimentation; Sediment deposits; Shoaling; 
Bays (topographic features); Beach erosion; 
Erosion; Jetties 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul D. Komar and Thomas A. Terich, 1791 

Orifices; Pipes; Porous materials; Air bubbles; Air 
flow rates; Manifold air injection systems; Model 
tests 

Guidelines for the Design of Air Bubble Systems, 
Nabil Ismail, 2994 

Oscillation; Roughness (hydraulic); Vortices; Water 
flow; Cylindrical bodies; Drag; Force 

Forces on Rough-Walled Circular Cylinders in 
Harmonic Flow, Turgut Sarpkaya, 2301 

Oscillation; Sediment transport; Unsteady flow; 
Wave equations; Waves; Breakwaters 

Quantitative Description of Sediment Transport, 
Ole Secher Madsen and William D. Grant, 1093 
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Oscillations; Pressure distribution; Vortices; Wakes; 
Water waves; Cylindrical bodies; Flow separation 

Flow Separation, Wake Vortices and Pressure 
Distribution Around a Circular Cylinder under 
Oscillatory Waves, Yuichi Iwagaki and Hajime 
Ishida, 2341 

Oscillations; Responses; Water depth; Water surface 
profiles; Wave action; Wave energy; Numerical 
analysis 

Wave Induced Oscillations of Harbors with 
Variable Depth, Fredric Raichlen and Ehud 
Naheer, 3536 

Oscillations; Reynolds number; Stream flow; Water 
flow; Wave action; Wave energy; Cylinders; Drag; 
Hydraulic models; Lift 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Oscillations; Wave action; Wave energy; Wave 
period; Fenders; Force; Harmonic functions; 
Mooring; Moorings 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Outfall sewers; Site selection; Water quality; 
Diffusers; Dilution; Mixing 

Design Procedures for Ocean Outfalls, Jeffrey A. 
Layton, 2919 

Outfall sewers; Underwater pipelines; Diffusers; 
Environmental effects; Hydrodynamics; Ocean 
engineering 

Design Considerations for the Sand Island and 
Barbers Point Outfalls, Robert C.Y. Koh, 
Norman H. Brooks and Floyd Louis Vuillemot, 
2941 

Overtopping; Periodic variations; Wave height; Wave 
runup; Waves; Dikes; Discharge (water) 

Characteristics of Flow in Run-Up of Periodic 
Waves, Ary Roos and Jurjen A. Battjes, 781 

Overtopping; Rubble mounds; Wave action; Wave 
energy; Waves; Wave spectrum; Breakwaters 

Overtopping of Rubble-Mound Breakwaters by 
Irregular Waves, Yvon Ouellet and Pierre 
Eubanks, 2756 

Overtopping; Scale effect; Shore protection; Slopes; 
Wave equations; Wave runup 

Wave Overtopping Equation, J. Richard Weggel, 
2737 

Overturning tests; Wave action; Wave energy; Wave 
height; Wave period; Caissons; Model tests 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Performance; Safety; Site selection; Utilization; 
Barges; Economic analysis; Environmental effects; 
Harbors 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Periodic functions; Phase velocity; Water depth; 
Wave energy; Wave height; Waves; Beaches; 
Deformation 

Deformation up to Breaking of Periodic Waves on 
a Beach, lb A. Svendsen and J. Buhr Hansen, 
477 

Periodic variations; Refraction; Wave energy; Wave 
propagation; Waves; Boundary value problems; 
Coastal engineering; Computation 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 

Periodic variations; Shoaling; Slopes; Wave period; 
Wave runup; Waves; Breaking 

Set-Up and Run-Up in Shoaling Breakers, William 
G. Van Dorn, 738 

Periodic variations; Wave height; Wave runup; 
Waves; Dikes; Discharge (water); Overtopping 

Characteristics of Flow in Run-Up of Periodic 
Waves, Ary Roos and Jurjen A. Battjes, 781 

Permeability; Reflection; Wave height; Breakwaters; 
Laboratory tests 

Laboratory Study of Pervious Core Breakwaters, 
Hideo Kondo, Satoshi Toma and Kenji Yano, 
2643 

Permeability; Reservoirs; Sea walls; Wave energy; 
Wave period; Concrete (blocks) 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Permeability; Sea walls; Two-dimensional; Water 
depth; Water waves; Wave height; Boundary value 
problems; Breakwaters 

Method of Analyses for Two-Dimensional Water 
Wave Problems, Takeshi Ijima, Chung Ren 
Chou and Akinori Yoshida, 2717 

Phase velocity; Water depth; Wave energy; Wave 
height; Waves; Beaches; Deformation; Periodic 
functions 

Deformation up to Breaking of Periodic Waves on 
a Beach, lb A. Svendsen and J. Buhr Hansen, 
477 

Photogrammetry; Stereopnotography; Water levels; 
Waves; Breaking; Coastal engineering; Field tests; 
Littoral drift; Ocean currents 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Pile foundations; Steel piles; Structural design; 
Coastal structures; Lateral forces 

Concepts in Design of Coastal Structures, Casimir 
J. Kray, 2209 

Pipes; Porous materials; Air bubbles; Air flow rates; 
Manifold air injection systems; Model tests; 
Orifices 

Guidelines for the Design of Air Bubble Systems, 
Nabil Ismail, 2994 

Plume detection; Plumes; Thermal pollution; Two 
phase flow; Diffusers; Discharge (water); 
Hydraulic models; Nuclear power plants 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Plumes; Thermal pollution; Two phase flow; 
Diffusers; Discharge (water); Hydraulic models; 
Nuclear power plants; Plume detection 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 
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Porous materials; Air bubbles; Air flow rates; 
Manifold air injection systems; Model tests; 
Orifices; Pipes 

Guidelines for the Design of Air Bubble Systems, 
Nabil Ismail, 2994 

Ports; Beach erosion; Beach nourishment; 
Equilibrium; Forecasting; France; Marinas 

Impact of Yachting Marinas on Beaches, J. P. 
Lepetit, 1844 

Portugal; Breakwaters; Failure; Harbors; Harbor 
structures; Hydraulic models; Model tests 

Design of Main Breakwater at Sines Harbour, 
John Dorrington Mettam, 2499 

Power spectra; Refraction; Shoaling; Tsunamis; 
Warning systems; Coastal engineering; Coastal 
plains; Japan 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Predictions; Prototype tests; Scale effect; Surface 
tension; Thermal diffusion; Viscosity; Water 
temperature; Hydraulic models 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Predictions; Refraction; Surf; Water depth; Waves; 
Currents; Finite elements; Gravity waves 

Current Depth Defraction Using Finite Elements, 
Ove Skovgaard and Ivar G. Jonsson, 721 

Predictions; Sediment deposits; Sediment transport; 
Beach nourishment; Beach sands; Littoral current 

Predictive Equations Regarding Coastal 
Transport, D. H. Swart, 1113 

Predictions; Sewage disposal; Sewage effluents; 
Tracers; Water pollution; Dispersion; Distribution; 
Dyes; Estuaries 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Predictions; Stability; Wave action; Wave energy; 
Bottom water; Continental shelf; Cyclic loads; 
Foundations; Ocean bottom; Offshore structures 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Predictions; Storm surges; Tsunamis; Wave runup; 
Flooding 

Tsunami Inundation Prediction, Charles L. 
Bretschneider and Pieter G. Wybro, 1006 

Predictions; Wave generation; Wave height; Wave 
propagation; Waves; Cavities; Deep water; 
Explosions 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Pressure cells; Shock tests; Strain; Strain gages; 
Breakwaters; Caissons; Concrete (reinforced); 
Cylindrical bodies; Model tests 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Pressure distribution; Vortices; Wakes; Water waves; 
Cylindrical bodies; Flow separation; Oscillations 

Flow Separation, Wake Vortices and Pressure 
Distribution Around a Circular Cylinder under 
Oscillatory Waves, Yuichi Iwagaki and Hajime 
Ishida, 2341 

Probability; Simulation; Simulation models; Storm 
surges; Delaware; New Jersey 

Simulation Model for Storm Surge Probabilities, 
Mohammad H. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

Propagation; Shallow water; Tsunamis; Wave height; 
Friction coefficient (hydraulic); Numerical analysis 

Tsunami Propagation in the Pacific Ocean, 
Manfred Engel and Wilfried Zahel, 971 

Propagation; Shore protection; Simulation; 
Tsunamis; Numerical analysis 

Numerical Simulation of Tsunamis Originating in 
the Peru-Chile Trench, A. W. Garcia and H. L. 
Butler, 1025 

Prototype tests; Roughness (hydraulic); Tidal 
currents; Tidal effects; Tidal energy; Hydraulic 
models 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Prototype tests; Scale effect; Scour; Scouring; Tidal 
waters; Tides; Erosion; Movable bed models 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Prototype tests; Scale effect; Surface tension; 
Thermal diffusion; Viscosity; Water temperature; 
Hydraulic models; Predictions 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Prototype tests; Scour; Scouring; Wave action; Wave 
energy; Wharves; Offshore structures 

Wave Action on Large Off-Shore Structures, C. J. 
Apelt and A. Macknight, 2228 

Prototype tests; Temperature distribution; Thermal 
diffusion; Thermal pollution; Water temperature; 
Discharge (water); Hydraulic models; Nuclear 
power plants 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Quays; Reflection; Revetments; Shore protection; 
Wave dispersion; Computerized simulation; 
Concrete (blocks); Harbor structures 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Radar equipment; Wave height; Wavemeters; Wave 
recorders (water waves); Wave spectrum; Ocean 
waves 

Wave Measurements! in Open Ocean, Davidson T. 
Chen, Benjamin S. Yaplee, Donald L. 
Hammond and Paul Bey, 72 

Random processes; Reflection; Water waves; Wave 
dispersion; Wave energy; Wave spectrum; Coastal 
structures 

Decomposition of Co-Existing Random Wave 
Energy, Dennis B. Morden, Eugene P. Richey 
and Derald R. Christensen, 846 

Random processes; Wave energy; Wave period; Wave 
recorders (water waves); Waves; Wave spectrum; 
Experimentation 

Estimation of Incident and Reflected Waves in 
Random Wave Experiments, Yoshimi Goda and 
Yasumasa Suzuki, 828 
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Random variables; Simulation; Waves; Wave tanks; 
Laboratory tests; Ocean waves 

Random Wave Simulation in a Laboratory Wave 
Tank, Akira Kimura and Yuichi Iwagaki, 368 

Recreational facilities; Shore protection; Sri Lanka; 
Beach nourishment; Coastal engineering 

Coastal Problems in Sri Lanka, Franciscus 
Gerritsen and Summa R. Amarasinghe, 3487 

Recreational facilities; Shore protection; Swimming; 
Beaches; Beach nourishment; Breakwaters; Hawaii 

Proposed "Improvement" of Kaimu Beach, 
Hawaii, Doak C. Cox, Franciscus Gerritsen and 
Theodore T. Lee, 1552 

Recreational facilities; Social needs; Beaches; 
Breakwaters; Enclosures; Groins (structures); 
Israel 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 

Recreational facilities; Storms; Storm surges; Wave 
action; Wave energy; Beach erosion; Beach 
nourishment; Erosion; Littoral current 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Reefs; Runways; Water quality; Environmental 
effects; Hawaii; Islands (landforms); Monitoring 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 

Reefs; Slope protection; Slope stability; Airports; 
Breakwaters; Hawaii 

Design and Construction of Protective Structure 
for New Reef Runway at Honolulu International 
Airport, Wilfred D. Darling, 2589 

Reflection; Revetments; Shore protection; Wave 
dispersion; Computerized simulation; Concrete 
(blocks); Harbor structures; Quays 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Reflection; Sandbars; Sand traps; Three-dimensional; 
Wave action; Beach erosion; Beach nourishment; 
Dynamics; Equilibrium; Erosion 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Reflection; Slitting; Wave action; Wave damping; 
Wave energy; Breakwaters 

Slit-Type Breakwater: Box-Type Wave Absorber, 
Shositiro Nagai and Shohachi Kakuno, 2697 

Reflection; Walls; Water waves; Wave height; 
Diffraction; Mach number 

Mach-Reflection as a Diffraction Problem, Udo 
Berger and Soren Kohlhase, 796 

Reflection; Water waves; Wave dispersion; Wave 
energy; Wave spectrum; Coastal structures; 
Random processes 

Decomposition of Co-Existing Random Wave 
Energy, Dennis B. Morden, Eugene P. Richey 
and Derald R. Christensen, 846 

Reflection; Wave height; Breakwaters; Laboratory 
tests; Permeability 

Laboratory Study of Pervious Core Breakwaters, 
Hideo Kondo, Satoshi Toma and Kenji Yano, 
2643 

Refraction; Resonance; Islands (landforms); Ocean 
bottom; Oceanography 

Resonant Refraction by Round Islands, Richard 
E. Meyer, 866 

Refraction; Sediment transport; Wave dispersion; 
Waves; Coastal structures; Cooling water; Intake 
systems; Mathematical models; Nuclear power 
plants; Numerical analysis 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Refraction; Shoaling; Tsunamis; Warning systems; 
Coastal engineering; Coastal plains; Japan; Power 
spectra 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Refraction; Shoaling; Wave action; Wave dispersion; 
Wave height; Waves; Wave velocity; Breaking 

Refraction of Finite-Height and Breaking Waves, 
James R. Walker, 507 

Refraction; Surf; Water depth; Waves; Currents; 
Finite elements; Gravity waves; Predictions 

Current Depth Defraction Using Finite Elements, 
Ove Skovgaard and Ivar G. Jonsson, 721 

Refraction; Wave energy; Wave propagation; Waves; 
Boundary value problems; Coastal engineering; 
Computation; Periodic variations 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 

Remote sensing; Water temperature; Air-water 
interfaces; Heat flux; Heat transfer; Infrared 
scanners; Infrared scanning 

Evaluation of Air-Sea Interface Heat Flux, Robert 
L. Street and A. Woodruff Miller, Jr., 3208 

Reservoirs; Sea walls; Wave energy; Wave period; 
Concrete (blocks); Permeability 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Reservoirs; Tidal currents; Tidal effects; Tidal 
hydraulics; Tidal marshes; Wave height; Waves; 
Estuaries 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Resonance; Islands (landforms); Ocean bottom; 
Oceanography; Refraction 

Resonant Refraction by Round Islands, Richard 
E. Meyer, 866 

Resonance; Rubble; Rubble mounds; Slope stability; 
Stability; Surf; Wave period; Wave runup; 
Breakwaters 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and AH Riza 
Gunbak, 2429 

Resonance; Simulation; Water levels; Wave height; 
Wave runup; Beaches; Ocean waves 

Wave Run-Up on a Simulated Beach, A. J. 
Sutherland, J. N. Sharma and Omar H. 
Shemdin, 752 

Resonance; Surges; Turbulence; Wave height; Wave 
runup; Waves; Beaches; Breaking 

Resonant Interactions for Waves Breaking on a 
Beach, Robert T. Guza and Anthony J. Bowen, 
560 
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Responses; Rip currents; Velocity distribution; 
Water waves; Wave equations; Coastal topographic 
features; Eigenvalues 

Rip-Current and Coastal Topography, Mikio 
Hino, 1326 

Responses; Stability; Statistical analysis; Storms; 
Variability; Beach erosion; Eigenvalues; Impulses 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

Responses; Water depth; Water surface profiles; 
Wave action; Wave energy; Numerical analysis; 
Oscillations 

Wave Induced Oscillations of Harbors with 
Variable Depth, Fredric Raichlen and Ehud 
Naheer, 3536 

Revetments; Sea walls; Shore protection; 
Breakwaters; Coastal engineering; Costs; Erosion; 
Groins (structures) 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Revetments; Shore protection; Wave dispersion; 
Computerized simulation; Concrete (blocks); 
Harbor structures; Quays; Reflection 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Revetments; Wave action; Wave energy; Air 
entrainment; Damage; Dikes; Impact 

Response of Seadykes due to Wave Impacts, 
Alfred Fuhrboter, Hans H. Dette and J. Grune, 
2604 

Reynolds number; Stream flow; Water flow; Wave 
action; Wave energy; Cylinders; Drag; Hydraulic 
models; Lift; Oscillations 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Rip currents; Sediment transport; Shore protection; 
Energy equation; Littoral current; Littoral drift 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Rip currents; Sediment transport; Wave height; 
Wave phases; Littoral drift; Ocean currents 

Physical Aspects of Wave-Induced Nearshore 
Current System, Masaru Mizuguchi and Kiyoshi 
Horikawa, 607 

Rip currents; Surf; Turbulence; Beaches; 
Flowmeters; Friction coefficient (hydraulic) 

Lateral and Bottom Forces on Longshore 
Currents, David A. Huntley, 645 

Rip currents; Time dependence; Wave height; Wave 
period; Wave spectrum; Wave velocity; 
Flowmeters; Ocean currents 

Time Dependent Fluctuations in Longshore 
Currents, Guy A. Meadows, 660 

Rip currents; Velocity distribution; Water waves; 
Wave equations; Coastal topographic features; 
Eigenvalues; Responses 

Rip-Current and Coastal Topography, Mikio 
Hino, 1326 

Rip currents; Wave recorders (water waves); 
Beaches; Japan; Littoral drift; Ocean currents 

Nearshore Current on a Gently Sloping Beach, 
Tamio Sasaki, Kiyoshi Horikawa and Shintaro 
Hotta, 626 

Rip currents; Waves; Wave tanks; Beach erosion; 
Erosion; Groins (structures) 

Groin Length and the Generation of Edge Waves, 
Michael K. Gaughan and Paul D. Komar, 1459 

Ripple marks; Sand; Sonar detection; Wave action; 
Wave generation; Bedding materials; Bed ripples 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

Ripple marks; Shallow water; Turbulent diffusion; 
Friction coefficient (hydraulic); Ocean bottom 

Consideration on Friction Coefficient for Sea 
Bottom, Toru Sawaragi, Koichiro Iwata and 
Masayoshi Kubo, 595 

River flow; Sandbars; Sedimentation; Sediment 
deposits; Wave action; Wave energy; Estuaries; 
Flooding 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

River flow; Sandbars; Training walls; Australia; 
Estuaries; Flooding; Hydrographic surveys; Jetties 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

River flow; Sediment transport; Tidal currents; 
Dispersion; Mass transfer; Open channel flow 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 

River regulation; Sandbars; Sediment transport; 
Stability; Tidal effects; Tidal hydraulics; Tidal 
waters; Channels (waterways) 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Rivers; Tidal effects; Time; Estuaries; Feasibility; 
Hydraulic models; Mathematical models 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Roughness (hydraulic); Tidal currents; Tidal effects; 
Tidal energy; Hydraulic models; Prototype tests 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Roughness (hydraulic); Vortices; Water flow; 
Cylindrical bodies; Drag; Force; Oscillation 

Forces on Rough-Walled Circular Cylinders in 
Harmonic Flow, Turgut Sarpkaya, 2301 

Rubble; Rubble mounds; Slope stability; Stability; 
Surf; Wave period; Wave runup; Breakwaters; 
Resonance 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and Ali Riza 
Gunbak, 2429 

Rubble; Rubble mounds; Stability; Wave action; 
Wave energy; Breakwaters; Damage; Hydraulic 
models 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
2544 
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Rubble mounds; Slope stability; Stability; Surf; 
Wave period; Wave runup; Breakwaters; 
Resonance; Rubble 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and AH Riza 
Gunbak, 2429 

Rubble mounds; Stability; Wave action; Wave 
energy; Breakwaters; Damage; Hydraulic models; 
Rubble 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
2544 

Rubble mounds; Wave action; Wave dispersion; 
Wave energy; Waves; Breakwaters; Laboratory 
tests 

Wave Transmission Through Trapezoidal 
Breakwaters, Ole Secher Madsen and Stanley 
M. White, 2662 

Rubble mounds; Wave action; Wave energy; 
Harbors; Harbor structures; History; Jetties 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Rubble mounds; Wave action; Wave energy; Waves; 
Wave spectrum; Breakwaters; Overtopping 

Overtopping of Rubble-Mound Breakwaters by 
Irregular Waves, Yvon Ouellet and Pierre 
Eubanks, 2756 

Runoff; Sampling; Simulation; Water circulation; 
Water quality; Coliform bacteria; Drainage; 
Estuaries 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 

Runways; Water quality; Environmental effects; 
Hawaii; Islands (landforms); Monitoring; Reefs 

Environmental Impacts on an Island Community, 
Gordon A. Chapman, 3506 

Safety; Site selection; Utilization; Barges; Economic 
analysis; Environmental effects; Harbors; 
Performance 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Saline water-freshwater interfaces; Saline water 
intrusion; Salinity; Stratified flow; Tracers; 
Estuaries 

Dynamics of a Longitudinally Stratified Estuary, 
Jorg Imberger, 3108 

Saline water-freshwater interfaces; Salinity; Salt 
water intrusion; Stratification; Diffusion; Eddies; 
Estuaries; Interfaces 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Saline water-freshwater interfaces; Salinity; Salt 
water intrusion; Tidal currents; Tidal effects; Two 
phase flow; Estuaries 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo Yoshida and Masakazu 
Kashiwamura, 3189 

Saline water-freshwater interfaces; Salinity; Salt 
water intrusion; Tidal effects; Canada; Density 
currents; Hydraulic models 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Saline water intrusion; Salinity; Stratified flow; 
Tracers; Estuaries; Saline water-freshwater 
interfaces 

Dynamics of a Longitudinally Stratified Estuary, 
Jorg Imberger, 3108 

Saline water intrusion; Stratification; Transport 
phenomena; Density currents; Estuaries; Friction 
coefficient (hydraulic); Mathematical models; 
Numerical analysis 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Salinity; Salt water intrusion; Stratification; 
Diffusion; Eddies; Estuaries; Interfaces; Saline 
water-freshwater interfaces 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Salinity; Salt water intrusion; Tidal currents; Tidal 
effects; Two phase flow; Estuaries; Saline water- 
freshwater interfaces 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo Yoshida and Masakazu 
Kashiwamura, 3189 

Salinity; Salt water intrusion; Tidal effects; Canada; 
Density currents; Hydraulic models; Saline water- 
freshwater interfaces 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Salinity; Stratified flow; Tracers; Estuaries; Saline 
water-freshwater interfaces; Saline water intrusion 

Dynamics of a Longitudinally Stratified Estuary, 
Jorg Imberger, 3108 

Salt water intrusion; Stratification; Diffusion; 
Eddies; Estuaries; Interfaces; Saline water- 
freshwater interfaces; Salinity 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Salt water intrusion; Tidal currents; Tidal effects; 
Two phase flow; Estuaries; Saline water-freshwater 
interfaces; Salinity 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo Yoshida and Masakazu 
Kashiwamura, 3189 

Salt water intrusion; Tidal effects; Canada; Density 
currents; Hydraulic models; Saline water- 
freshwater interfaces; Salinity 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Samplers; Sampling; Sediment concentration; 
Sediment samplers; Sediment sampling; Surf; 
Suspended sediments; Wave action 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Sampling; Sediment concentration; Sediment 
samplers; Sediment sampling; Surf; Suspended 
sediments; Wave action; Samplers 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Sampling; Simulation; Water circulation; Water 
quality; Coliform bacteria; Drainage; Estuaries; 
Runoff 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 
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Sand; Scouring; Sediment transport; South Carolina; 
Tidal currents; Bed forms; Circulation; Inlets 
(waterways); Littoral current; Littoral drift 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 186.8 

Sand; Shore protection; Surf; Bypasses; Jet pumps; 
Littoral current 

A Sand Bypassing System Using a Jet Pump, E. 
C. McNair, Jr., 1342 

Sand; Shore protection; Water levels; Beach erosion; 
Beach nourishment; Bypasses; Erosion; Great 
Lakes; Michigan 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Sand; Sonar detection; Wave action; Wave 
generation; Bedding materials; Bed ripples; Ripple 
marks 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

Sandbars; Sands; Secondary waves; Sediment 
transport; Wave propagation; Waves; Littoral drift 

Sand Transport by Waves, E. W. Bijker, E. van 
Hijum and P. Vellinga, 1149 

Sandbars; Sand traps; Shoaling; Tidal effects; 
Beaches; Inlets (waterways) 

Capacity of Inlet Outer Bars to Store Sand, Todd 
L. Walton, Jr. and William D. Adams, 1919 

Sandbars; Sand traps; Three-dimensional; Wave 
action; Beach erosion; Beach nourishment; 
Dynamics; Equilibrium; Erosion; Reflection 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Sandbars; Scale effect; Scour; Scouring; Underwater 
pipelines; Wave action; Failures; Laboratory tests 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Sandbars; Sea level; Sedimentation; Sediment 
deposits; Sediment transport; Tidal currents; 
Beach erosion; New Jersey 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Sandbars; Sedimentation; Sediment deposits; Wave 
action; Wave energy; Estuaries; Flooding; River 
flow 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Sandbars; Sediment deposits; Wave energy; Barriers; 
Beaches; Canada; Littoral current; Littoral drift; 
Morphology 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf 
of St. Lawrence, Canada, E. H. Owens, 1975 

Sandbars; Sediment transport; Stability; Tidal 
effects; Tidal hydraulics; Tidal waters; Channels 
(waterways); River regulation 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Sandbars; Sediment transport; Verification 
inspection; Wave height; Wave spectrum; 
Bathymetry; Groins (structures); Littoral drift 

Experimental Verification of Groyne Theory, C. 
H. Hulsbergen, W. T. Bakker and G. van 
Bochove, 1439 

Sandbars; Shore protection; Tidal currents; Groins 
(structures); Inlets (waterways); Islands 
(landforms) 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938 

Spyilbsffs; Training walls; Australia; Estuaries; 
Blooding; Hydrographic surveys; Jetties; River 
flow 

Results of River Mouth Training on the Clarence 
Bar, New South Wales, Australia, Cyril D. 
Floyd and Bruce M. Druery, 1738 

Sands; Secondary waves; Sediment transport; Wave 
propagation; Waves; Littoral drift; Sandbars 

Sand Transport by Waves, E. W. Bijker, E. van 
Hijum and P. Vellinga, 1149 

Sand traps; Shoaling; Tidal effects; Beaches; Inlets 
(waterways); Sandbars 

Capacity of Inlet Outer Bars to Store Sand, Todd 
L. Walton, Jr. and William D. Adams, 1919 

Sand traps; Storms; Wave action; Currents; 
Dredging; Estuaries; Harbors; Littoral drift 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Sand traps; Three-dimensional; Wave action; Beach 
erosion; Beach nourishment; Dynamics; 
Equilibrium; Erosion; Reflection; Sandbars 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Sand waves; Sediment transport; Tidal effects; West 
Germany; Channels (waterways); Dunes; Dune 
sands 

Transport Mechanism in Tidal Dunes, Horst 
Nasner, 2136 

San Francisco; Sediments; Spoil; Tracers 
(radioactive); Dredging; Estuaries; Estuarine 
environment 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Scale effect; Scour; Scouring; Tidal waters; Tides; 
Erosion; Movable bed models; Prototype tests 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Scale effect; Scour; Scouring; Underwater pipelines; 
Wave action; Failures; Laboratory tests; Sandbars 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Scale effect; Sediment transport; Simulation models; 
Tidal effects; Wave energy; Bed forms; Inlets 
(waterways); Ocean bottom 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 
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Scale effect; Sediment transport; Tracers 
(radioactive); West Germany; Hydraulic models; 
Movable bed models 

Sand Movement Investigations by Means of 
Radioactive Tracers in a Hydraulic Model and 
in the Field, Hans Rohde, 2027 

Scale effect; Shore protection; Slopes; Wave 
equations; Wave runup; Overtopping 

Wave Overtopping Equation, J. Richard Weggel, 
2737 

Scale effect; Shore protection; Tidal currents; 
Dispersion; Effluent reuse; Effluents; Islands 
(landforms) 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Scale effect; Stability; Wave height; Wave period; 
Wave runup; Armoring (streambed); Breakwaters; 
Model tests 

Large Scale Model Tests of Placed Stone 
Breakwaters, Charles K. Sollitt and Donald H. 
DeBok, 2572 

Scale effect; Statistical analysis; Tidal effects; 
Turbulence; Diffusion; Eddies; Hydraulic models 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 

Scale effect; Storm surges; Wave equations; Wave 
height; Wave period; Wave runup; Dikes; Echo 
sounding; Field investigations; Instrumentation; 
Ocean waves 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Scale effect; Surface tension; Thermal diffusion; 
Viscosity; Water temperature; Hydraulic models; 
Predictions; Prototype tests 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Scale effect; Tethered tests; Wave action; Wave 
energy; Wave spectrum; Wave tanks; Breakwaters; 
Buoys; Energy dissipation; Field tests; Floating 
bodies 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Scour; Scouring; Stratified flow; Troughs; Density 
currents; Flow patterns; Mathematical models 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Scour; Scouring; Tidal waters; Tides; Erosion; 
Movable bed models; Prototype tests; Scale effect 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Scour; Scouring; Underwater pipelines; Wave action; 
Failures; Laboratory tests; Sandbars; Scale effect 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Scour; Scouring; Water levels; Wave action; Wave 
height; Breakwaters; Coastal structures; 
Experimentation; Field tests 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Scour; Scouring; Wave action; Wave energy; 
Wharves; Offshore structures; Prototype tests 

Wave Action on Large Off-Shore Structures, C. J. 
Apelt and A. Macknight, 2228 

Scouring; Sea level; Tidal effects; Tidal waters; 
Environmental effects; Inlets (waterways); Littoral 
drift; New Jersey 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T, DeAlteris, Thomas McKinney and 
James Roney, 1881 

Scouring; Sediment transport; South Carolina; Tidal 
currents; Bed forms; Circulation; Inlets 
(waterways); Littoral current; Littoral drift; Sand 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Scouring; Stratified flow; Troughs; Density currents; 
Flow patterns; Mathematical models; Scour 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Scouring; Tidal waters; Tides; Erosion; Movable bed 
models; Prototype tests; Scale effect; Scour 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Scouring; Underwater pipelines; Wave action; 
Failures; Laboratory tests; Sandbars; Scale effect; 
Scour 

Scour Around Model Pipelines Due to Wave 
Action, John B. Herbich, 1624 

Scouring; Water levels; Wave action; Wave height; 
Breakwaters; Coastal structures; Experimentation; 
Field tests; Scour 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Scouring; Wave action; Wave energy; Wharves; 
Offshore structures; Prototype tests; Scour 

Wave Action on Large Off-Shore Structures, C. J. 
Apelt and A. Macknight, 2228 

Sea level; Sedimentation; Sediment deposits; 
Sediment transport; Tidal currents; Beach erosion; 
New Jersey; Sandbars 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Sea level; Tidal effects; Tidal waters; Environmental 
effects; Inlets (waterways); Littoral drift; New 
Jersey; Scouring 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Sea walls; Shore protection; Breakwaters; Coastal 
engineering; Costs; Erosion; Groins (structures); 
Revetments 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Sea walls; Two-dimensional; Water depth; Water 
waves; Wave height; Boundary value problems; 
Breakwaters; Permeability 

Method of Analyses for Two-Dimensional Water 
Wave Problems, Takeshi Ijima, Chung Ren 
Chou and Akinori Yoshida, 2717 
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Sea walls; Wave energy; Wave period; Concrete 
(blocks); Permeability; Reservoirs 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Secondary waves; Sediment transport; Wave 
propagation; Waves; Littoral drift; Sandbars; 
Sands 

Sand Transport by Waves, E. W. Bijker, E. van 
Hijum and P. Vellinga, 1149 

Secondary waves; Wave height; Wave period; Wave 
recorders (water waves); Wave spectrum; Wave 
velocity; Breaking energy 

Kinematics of Breaking Waves, Edward B. 
Thornton, James J. Galvin, Frank L. Bub and 
David P. Richardson, 461 

Sedimentation; Sediment concentration; Sediment 
distribution; Sediment transport; Breakwaters; 
Deltas; Hydraulic models; Nigeria 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Sedimentation; Sediment deposits; Sediment 
distribution; Sediment transport; Tidal effects; 
Alabama; Bays (topographic features) 

Sediment Transportation and Deposition Models 
for Mobile Bay, Alabama, Gary G. April, 
Samuel Ng and C. Everett Brett, 2092 

Sedimentation; Sediment deposits; Sediment 
transport; Breakwaters; Dredges; Dredging 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Sedimentation; Sediment deposits; Sediment 
transport; Shore protection; Breakwaters; Coastal 
structures; Israel; Littoral drift 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Sedimentation; Sediment deposits; Sediment 
transport; Tidal currents; Beach erosion; New 
Jersey; Sandbars; Sea level 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Sedimentation; Sediment deposits; Shoaling; Bays 
(topographic features); Beach erosion; Erosion; 
Jetties; Oregon 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul D. Komar and Thomas A. Terich, 1791 

Sedimentation; Sediment deposits; Wave action; 
Wave energy; Estuaries; Flooding; River flow; 
Sandbars 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Sediment concentration; Sediment distribution; 
Sediment transport; Breakwaters; Deltas; 
Hydraulic models; Nigeria; Sedimentation 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Sediment concentration; Sediments; Sediment 
samplers; Water flow; Laboratory tests 

Iowa Sediment Concentration Measuring System, 
Tatsuaki Nakato, Frederick A. Locher, John R. 
Glover and John F. Kennedy, 2060 

Sediment concentration; Sediment samplers; 
Sediment sampling; Surf; Suspended sediments; 
Wave action; Samplers; Sampling 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Sediment deposits; Sediment distribution; 
Sediments; Tidal effects; Wave action; Beach 
erosion; Climatic data; Estuaries; Estuarine 
environment 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Sediment deposits; Sediment distribution; Sediment 
transport; Tidal effects; Alabama; Bays 
(topographic features); Sedimentation 

Sediment Transportation and Deposition Models 
for Mobile Bay, Alabama, Gary G. April, 
Samuel Ng and C. Everett Brett, 2092 

Sediment deposits; Sediment transport; Beach 
nourishment; Beach sands; Littoral current; 
Predictions 

Predictive Equations Regarding Coastal 
Transport, D. H. Swart, 1113 

Sediment deposits; Sediment transport; 
Breakwaters; Dredges; Dredging; Sedimentation 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Sediment deposits; Sediment transport; Shore 
protection; Breakwaters; Coastal structures; Israel; 
Littoral drift; Sedimentation 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Sediment deposits; Sediment transport; Suspended 
sediments; Aerial photography; Bathymetry; Beach 
erosion; Beaches; Field investigations; Littoral 
current 

Field Investigation of Sediment Transport Pattern 
in a Closed System, Tsuguo Sunamura and 
Kiyoshi Horikawa, 1240 

Sediment deposits; Sediment transport; Tidal 
currents; Beach erosion; New Jersey; Sandbars; 
Sea level; Sedimentation 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Sediment deposits; Shoaling; Bays (topographic 
features); Beach erosion; Erosion; Jetties; Oregon; 
Sedimentation 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul V. Komar and Thomas A. Terich, 1791 

Sediment deposits; Surges; Aeolian soils; Barriers; 
Beach erosion; Erosion; Islands (landforms) 

Barrier Island Dynamics: Overwash Processes and 
Eolian Transport, Stephen P. Leatherman, 1958 

Sediment deposits; Wave action; Wave energy; 
Estuaries; Flooding; River flow; Sandbars; 
Sedimentation 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Sediment deposits; Wave energy; Barriers; Beaches; 
Canada; Littoral current; Littoral drift; 
Morphology; Sandbars 

Process and Morphology Characteristics of Two 
Barrier Beaches in the Magdalen Islands, Gulf 
of St. Lawrence, Canada, E. H. Owens, 1975 
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Sediment distribution; Sediments; Tidal effects; 
Wave action; Beach erosion; Climatic data; 
Estuaries; Estuarine environment; Sediment 
deposits 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Sediment distribution; Sediment transport; 
Breakwaters; Deltas; Hydraulic models; Nigeria; 
Sedimentation; Sediment concentration 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Sediment distribution; Sediment transport; Tidal 
effects; Alabama; Bays (topographic features); 
Sedimentation; Sediment deposits 

Sediment Transportation and Deposition Models 
for Mobile Bay, Alabama, Gary G. April, 
Samuel Ng and C. Everett Brett, 2092 

Sediments; Sediment samplers; Water flow; 
Laboratory tests; Sediment concentration 

Iowa Sediment Concentration Measuring System, 
Tatsuaki Nakato, Frederick A. Locher, John R. 
Glover and John F. Kennedy, 2060 

Sediments; Spoil; Tracers (radioactive); Dredging; 
Estuaries; Estuarine environment; San Francisco 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Sediments; Tidal effects; Wave action; Beach 
erosion; Climatic data; Estuaries; Estuarine 
environment; Sediment deposits; Sediment 
distribution 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kendrick and B. V. 
Derbyshire, 2072 

Sediment samplers; Sediment sampling; Surf; 
Suspended sediments; Wave action; Samplers; 
Sampling; Sediment concentration 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Sediment samplers; Water flow; Laboratory tests; 
Sediment concentration; Sediments 

Iowa Sediment Concentration Measuring System, 
Tatsuaki Nakato, Frederick A. Locher, John R. 
Glover and John F. Kennedy, 2060 

Sediment sampling; Surf; Suspended sediments; 
Wave action; Samplers; Sampling; Sediment 
concentration; Sediment samplers 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Sediment transport; Beach nourishment; Beach 
sands; Littoral current; Predictions; Sediment 
deposits 

.   Predictive Equations Regarding Coastal 
Transport, D. H. Swart, 1113 

Sediment transport; Breakwaters; Deltas; Hydraulic 
models; Nigeria; Sedimentation; Sediment 
concentration; Sediment distribution 

Sedimentation Studies on the Niger River Delta, 
Ramiro Mayor-Mora, Preben Mortensen and 
Jorgen Fredsoe, 2151 

Sediment transport; Breakwaters; Dredges; 
Dredging; Sedimentation; Sediment deposits 

Sedimentation Problems at Offshore Dredged 
Channels, A. A. Kadib, 1756 

Sediment transport; Shore protection; Breakwaters; 
Coastal structures; Israel; Littoral drift; 
Sedimentation; Sediment deposits 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Sediment transport; Shore protection; Energy 
equation; Littoral current; Littoral drift; Rip 
currents 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Sediment transport; Shore protection; Wave energy; 
Beach erosion; Beaches; Equilibrium; Gravel; 
Laboratory tests; Littoral current 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Sediment transport; Simulation models; Tidal 
effects; Wave energy; Bed forms; Inlets 
(waterways); Ocean bottom; Scale effect 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Sediment transport; South Carolina; Tidal currents; 
Bed forms; Circulation; Inlets (waterways); 
Littoral current; Littoral drift; Sand; Scouring 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Sediment transport; Stability; Tidal effects; Tidal 
hydraulics; Tidal waters; Channels (waterways); 
River regulation; Sandbars 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Sediment transport; Storm surges; Tidal marshes; 
Coastal engineering; Currents; Littoral drift; 
Ocean currents 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Sediment transport; Surf; Wave energy; Barriers; 
Breakwaters; California; Jetties; Littoral current; 
Littoral drift 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Sediment transport; Suspended sediments; Aerial 
photography; Bathymetry; Beach erosion; Beaches; 
Field investigations; Littoral current; Sediment 
deposits 

Field Investigation of Sediment Transport Pattern 
in a Closed System, Tsuguo Sunamura and 
Kiyoshi Horikawa, 1240 

Sediment transport; Tidal currents; Beach erosion; 
New Jersey; Sandbars; Sea level; Sedimentation; 
Sediment deposits 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Sediment transport; Tidal currents; Dispersion; 
Mass transfer; Open channel flow; River flow 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 
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Sediment transport; Tidal currents; Tidal effects; 
Dunes; Dune sands; Movable bed models 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Sediment transport; Tidal effects; Alabama; Bays 
(topographic features); Sedimentation; Sediment 
deposits; Sediment distribution 

Sediment Transportation and Deposition Models 
for Mobile Bay, Alabama, Gary G. April, 
Samuel Ng and C. Everett Brett, 2092 

Sediment transport; Tidal effects; West Germany; 
Channels (waterways); Dunes; Dune sands; Sand 
waves 

Transport Mechanism in Tidal Dunes, Horst 
Nasner, 2136 

Sediment transport; Tracers (radioactive); West 
Germany; Hydraulic models; Movable bed models; 
Scale effect 

Sand Movement Investigations by Means of 
Radioactive Tracers in a Hydraulic Model and 
in the Field, Hans Rohde, 2027 

Sediment transport; Unsteady flow; Wave equations; 
Waves; Breakwaters; Oscillation 

Quantitative Description of Sediment Transport, 
Ole Secher Madsen and William D. Grant, 1093 

Sediment transport; Verification inspection; Wave 
height; Wave spectrum; Bathymetry; Groins 
(structures); Littoral drift; Sandbars 

Experimental Verification of Groyne Theory, C. 
H. Hulsbergen, W. T. Bakker and G. van 
Bochove, 1439 

Sediment transport; Wave dispersion; Waves; 
Coastal structures; Cooling water; Intake systems; 
Mathematical models; Nuclear power plants; 
Numerical analysis; Refraction 

Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 

Sediment transport; Wave energy; Wavemeters; 
Coastal engineering; Coastal structures; 
Directional measurement 

Wave Direction Computations with Three Gage 
Arrays, D. Esteva, 349 

Sediment transport; Wave height; Wave phases; 
Littoral drift; Ocean currents; Rip currents 

Physical Aspects of Wave-Induced Nearshore 
Current System, Masaru Mizuguchi and Kiyoshi 
Horikawa, 607 

Sediment transport; Wave propagation; Waves; 
Littoral drift; Sandbars; Sands; Secondary waves 

Sand Transport by Waves, E. W. Bijker, E. van 
Hijum and P. Vellinga, 1149 

Seiches; Tidal effects; Water levels; Wave 
generation; Currents; Great Lakes; Harbors 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Seismic studies; Site selection; Ecology; 
Environmental effects; Littoral drift; Marinas 

Application of CERC Special Report No.2, James 
W. Dunham, 3570 

Separation; Spheres; Water circulation; Wave action; 
Wave energy; Drag; Force 

Forces on a Sphere Under Linear Progressive 
Waves, Scott A. Jenkins and Douglas L. Inman, 
2413 

Sewage disposal; Sewage effluents; Tracers; Water 
pollution; Dispersion; Distribution; Dyes; 
Estuaries; Predictions 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Sewage effluents; Tracers; Water pollution; 
Dispersion; Distribution; Dyes; Estuaries; 
Predictions; Sewage disposal 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Shallow water; Simulation; Walls; Water waves; 
Wave action; Waves; Barriers; Finite differences 

Action of Non-Linear Waves at a Solid Wall, 
Mohamed S. Nasser and John A. 
McCorquodale, 815 

Shallow water; Tanker ships; Water depth; Berths; 
Dolphins (structures); Head losses; Mass 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Shallow water; Tidal effects; Tidal marshes; Water 
waves; Estuaries; Finite element method; 
Numerical analysis 

Finite Element Model for Estuaries with Inter- 
Tidal Flats, Bruno Herrling, 3396 

Shallow water; Tsunamis; Wave height; Friction 
coefficient (hydraulic); Numerical analysis; 
Propagation 

Tsunami Propagation in the Pacific Ocean, 
Manfred Engel and Wilfried Zahel, 971 

Shallow water; Turbulent diffusion; Friction 
coefficient (hydraulic); Ocean bottom; Ripple 
marks 

Consideration on Friction Coefficient for Sea 
Bottom, Toru Sawaragi, Koichiro Iwata and 
Masayoshi Kubo, 595 

Ships; Wave tanks; Accidents; Collisions; Harbor 
structures; Mooring; Moorings; Offshore drilling 

Protection of Maritime Structures Against Ship 
Collisions, Kazuki Oda and Shositiro Nagai, 
2810 

Shoaling; Bays (topographic features); Beach 
erosion; Erosion; Jetties; Oregon; Sedimentation; 
Sediment deposits 

Changes due to Jetties at Tillamook Bay, Oregon, 
Paul D. Komar and Thomas A. Terich, 1791 

Shoaling; Slopes; Wave period; Wave runup; Waves; 
Breaking; Periodic variations 

Set-Up and Run-Up in Shoaling Breakers, William 
G. Van Dorn, 738 

Shoaling; Tidal effects; Beaches; Inlets (waterways); 
Sandbars; Sand traps 

Capacity of Inlet Outer Bars to Store Sand, Todd 
L. Walton, Jr. and William D. Adams, 1919 

Shoaling; Topographical factors; Beach erosion; 
Beaches; Breakwaters; Construction; Harbor 
structures; Japan; Ocean bottom 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 
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Shoaling; Tsunamis; Warning systems; Coastal 
engineering; Coastal plains; Japan; Power spectra; 
Refraction 

Transformation of Tsunamis in a Coastal Zone, 
Shigehisa Nakamura, Haruo Higuchi and 
Yoshito Tsuchiya, 988 

Shoaling; Wave action; Wave dispersion; Wave 
height; Waves; Wave velocity; Breaking; Refraction 

Refraction of Finite-Height and Breaking Waves, 
James R. Walker, 507 

Shoaling; Wave equations; Wave functions; Waves; 
Wave velocity 

Wave Shoaling of Finite Amplitude Waves, 
Masataka Yamaguchi and Yoshito Tsuchiya, 
497 

Shock tests; Strain; Strain gages; Breakwaters; 
Caissons; Concrete (reinforced); Cylindrical bodies; 
Model tests; Pressure cells 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Shore protection; Beaches; Beach nourishment; 
Groins (structures); Hydrographic surveys; 
Monitoring 

Comprehensive Monitoring of a Beach 
Restoration Project, Omar H. Shemdin, H. K. 
Brooks, Z. Ceylanli and S. L. Harrell, 1477 

Shore protection; Breakwaters; Coastal engineering; 
Costs; Erosion; Groins (structures); Revetments; 
Sea walls 

Low-Cost Shoreline Protection, Billy L. Edge, 
John G. Housley and George M. Watts, 2888 

Shore protection; Breakwaters; Coastal structures; 
Israel; Littoral drift; Sedimentation; Sediment 
deposits; Sediment transport 

Protection by Means of Offshore Breakwaters, I. 
Fried, 1407 

Shore protection; Energy equation; Littoral current; 
Littoral drift; Rip currents; Sediment transport 

Longshore Transport Prediction — SPM 1973 
Equation, Cyril J. Galvin and Philip Vitale, 
1133 

Shore protection; Simulation; Tsunamis; Numerical 
analysis; Propagation 

Numerical Simulation of Tsunamis Originating in 
the Peru-Chile Trench, A. W. Garcia and H. L. 
Butler, 1025 

Shore protection; Slopes; Wave equations; Wave 
runup; Overtopping; Scale effect 

Wave Overtopping Equation, J. Richard Weggel, 
2737 

Shore protection; Sri Lanka; Beach nourishment; 
Coastal engineering; Recreational facilities 

Coastal Problems in Sri Lanka, Franciscus 
Gerritsen and Summa R. Amarasinghe, 3487 

Shore protection; Storms; Breakwaters; Costs; 
Erosion; Great Lakes; Groins (structures) 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 

Shore protection; Storms; Water temperature; Wave 
height; Beach erosion; Erosion; Field tests; Groins 
(structures); Laboratory tests; Littoral drift 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Shore protection; Subsidence; Beach erosion; 
Breakwaters; Japan; Ocean bottom 

Changes of Sea Bed Due to Detached 
Breakwaters, Osamu Toyoshima, 1572 

Shore protection; Surf; Bypasses; Jet pumps; 
Littoral current; Sand 

A Sand Bypassing System Using a Jet Pump, E. 
C. McNair, Jr., 1342 

Shore protection; Swimming; Beaches; Beach 
nourishment; Breakwaters; Hawaii; Recreational 
facilities 

Proposed "Improvement" of Kaimu Beach, 
Hawaii, Doak C. Cox, Franciscus Gerritsen and 
Theodore T. Lee, 1552 

Shore protection; Tidal currents; Dispersion; 
Effluent reuse; Effluents; Islands (landforms); 
Scale effect 

Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Shore protection; Tidal currents; Groins (structures); 
Inlets (waterways); Islands (landforms); Sandbars 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938 

Shore protection; Water levels; Beach erosion; 
Beach nourishment; Bypasses; Erosion; Great 
Lakes; Michigan; Sand 

Sand-Bypass and Shore Erosion, Bridgman, 
Michigan, C. N. Johnson and L. W. Hiipakka, 
1361 

Shore protection; Wave action; Wave energy; Bays 
(topographic features); Beach erosion; Breakwaters 

Headland Defense of Coasts, Richard Silvester, 
1394 

Shore protection; Wave dispersion; Computerized 
simulation; Concrete (blocks); Harbor structures; 
Quays; Reflection; Revetments 

Quay Wall with Wave Absorber "Igloo", Naofumi 
Shiraishi, Robert Q. Palmer and Hiroshi 
Okamoto, 2677 

Shore protection; Wave energy; Beach erosion; 
Beaches; Equilibrium; Gravel; Laboratory tests; 
Littoral current; Sediment transport 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Shore protection; Weed control; Weeds; Erosion; 
Erosion control; Gullies; Netherlands 

Recent Applications of Artificial Seaweed in the 
Netherlands, Henk G.H. ten Hoopen, 2905 

Simulation; Simulation models; Storm surges; 
Delaware; New Jersey; Probability 

Simulation Model for Storm Surge Probabilities, 
Mohammad H. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

Simulation; Storm surges; Hydromechanics; 
Numerical analysis 

Generalized Model for Storm Surges, Gour-Tsyh 
Yeh and Fei-Fan Yeh, 921 

Simulation; Tsunamis; Numerical analysis; 
Propagation; Shore protection 

Numerical Simulation of Tsunamis Originating in 
the Peru-Chile Trench, A. W. Garcia and H. L. 
Butler, 1025 
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Simulation; Walls; Water waves; Wave action; 
Waves; Barriers; Finite differences; Shallow water 

Action of Non-Linear Waves at a Solid Wall, 
Mohamed S. Nasser and John A. 
McCorquodale, 815 

Simulation; Water circulation; Water quality; 
Coliform bacteria; Drainage; Estuaries; Runoff; 
Sampling 

State Estimation of Estuarine Circulation and 
Water Quality by Numerical Simulation and 
Observation, Jan J. Leendertse and S. K. Liu, 
3223 

Simulation; Water levels; Wave height; Wave runup; 
Beaches; Ocean waves; Resonance 

Wave Run-Up on a Simulated Beach, A. J. 
Sutherland, J. N. Sharma and Omar H. 
Shemdin, 752 

Simulation; Waves; Wave tanks; Laboratory tests; 
Ocean waves; Random variables 

Random Wave Simulation in a Laboratory Wave 
Tank, Akira Kimura and Yuichi Iwagaki, 368 

Simulation models; Storm surges; Delaware; New 
Jersey; Probability; Simulation 

Simulation Model for Storm Surge Probabilities, 
MohammadH. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

Simulation models; Tidal effects; Wave energy; Bed 
forms; Inlets (waterways); Ocean bottom; Scale 
effect; Sediment transport 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Site selection; Ecology; Environmental effects; 
Littoral drift; Marinas; Seismic studies 

Application of CERC Special Report No. 2, James 
W. Dunham, 3570 

Site selection; Utilization; Barges; Economic 
analysis; Environmental effects; Harbors; 
Performance; Safety 

Probable Utilization Level for a Barge Harbor, 
Martin T. Czerniak and Choule J. Sonu, 3557 

Site selection; Water quality; Diffusers; Dilution; 
Mixing; Outfall sewers 

Design Procedures for Ocean Outfalls, Jeffrey A. 
Layton, 2919 

Slitting; Wave action; Wave damping; Wave energy; 
Breakwaters; Reflection 

Slit-Type Breakwater: Box-Type Wave Absorber, 
Shositiro Nagai and Shohachi Kakuno, 2697 

Slope protection; Slope stability; Airports; 
Breakwaters; Hawaii; Reefs 

Design and Construction of Protective Structure 
for New Reef Runway at Honolulu International 
Airport, Wilfred D. Darling, 2589 

Slope protection; Slope stability; Wave action; Wave 
energy; Wave period; Armoring (streambed); 
Breakwaters; Failure 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A. Price, 2564 

Slopes; Beach erosion; Investigations; Japan; 
Littoral current; Littoral drift 

Concept for Inferring the Littoral Drift Trend, 
Masataro Hattori and Takasuke Suzuki, 1223 

Slopes; Wave equations; Wave runup; Overtopping; 
Scale effect; Shore protection 

Wave Overtopping Equation, J. Richard Weggel, 
2737 

Slopes; Wave period; Wave runup; Waves; Breaking; 
Periodic variations; Shoaling 

Set-Up and Run-Up in Shoaling Breakers, William 
G. Van Dorn, 738 

Slopes; Wave spectrum; Beach erosion; Beaches; 
Computer models 

Study of Equilibrium Beach Profiles, Robert A 
Dairymple and William W. Thompson, 1277 

Slope stability; Airports; Breakwaters; Hawaii; 
Reefs; Slope protection 

Design and Construction of Protective Structure 
for New Reef Runway at Honolulu International 
Airport, Wilfred D. Darling, 2589 

Slope stability; Stability; Surf; Wave period; Wave 
runup; Breakwaters; Resonance; Rubble; Rubble 
mounds 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and Ali Riza 
Gunbak, 2429 

Slope stability; Wave action; Wave energy; Wave 
period; Armoring (streambed); Breakwaters; 
Failure; Slope protection 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A. Price, 2564 

Slots; Buoyancy; Diffusers; Dilution; Discharge 
(water); Eddies; Experimentation; Jets 

Negatively Buoyant Slot Jets, D. M. Shahrabani 
and J. D. Ditmars, 2976 

Social impact; Coastal engineering; Environmental 
factors; Monitoring; Nuclear power plants 

Coastal Environment and a Nuclear Power Plant, 
Ralph A. de la Parra, 3014 

Social needs; Beaches; Breakwaters; Enclosures; 
Groins (structures); Israel; Recreational facilities 

Enclosing Scheme for Bathing-Beach 
Development, Joseph Tauman, 1425 

Solitary waves; Time dependence; Wave height; 
Waves; Wave velocity; Breaking; Gravity waves 

Recent Developments in the Study of Breaking 
Waves, Michael S. Longuet-Higgins, 441 

Sonar detection; Wave action; Wave generation; 
Bedding materials; Bed ripples; Ripple marks; 
Sand 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

South Carolina; Tidal currents; Bed forms; 
Circulation; Inlets (waterways); Littoral current; 
Littoral drift; Sand; Scouring; Sediment transport 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Specific energy; Estuaries; Landforms; Nonuniform 
flow; Open channel flow 

Concept of Minimum Specific Energy and Its 
Relation to Natural Forms, Gordon R. McKay 
and Ahad K. Kazemipour, 2186 

Spectral analysis; Statistical analysis; Storms; Wave 
height; Wave spectrum; Ocean waves 

Six-Parameter Wave Spectra, Michel K. Ochi and 
E. Nadine Hubble, 301 



3610 COASTAL ENGINEERING-1976 

Spectral analysis; Statistical analysis; Wave 
forecasting; Wave period; Waves; Wave spectrum; 
Climatology; Coastal engineering; Ocean waves 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren C. Thompson and F. Michael 
Reynolds, 238 

Spheres; Water circulation; Wave action; Wave 
energy; Drag; Force; Separation 

Forces on a Sphere Under Linear Progressive 
Waves, Scott A. Jenkins and Douglas L. Inman, 
2413 

Spoil; Tracers (radioactive); Dredging; Estuaries; 
Estuarine environment; San Francisco; Sediments 

Tracing Estuarine Sediments by Neutron 
Activation, Richard M. Ecker, John F. Sustar 
and William T. Harvey, 2009 

Spreading; Time dependence; Wastewater; 
Buoyancy; Fluid mechanics; Gravitation; Ocean 
currents 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Sri Lanka; Beach nourishment; Coastal engineering; 
Recreational facilities; Shore protection 

Coastal Problems in Sri Lanka, Franciscus 
Gerritsen and Summa R. Amarasinghe, 3487 

Stability; Statistical analysis; Storms; Variability; 
Beach erosion; Eigenvalues; Impulses; Responses 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

Stability; Stratified flow; Thermal pollution; 
Turbulence; Discharge (water); Interfacial tension 

Interfacial Instability in Stratified Flow, Richard 
H. French, 3124 

Stability; Surf; Wave period; Wave runup; 
Breakwaters; Resonance; Rubble; Rubble mounds; 
Slope stability 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and AH Riza 
Gunbak, 2429 

Stability; Tidal effects; Tidal hydraulics; Tidal 
waters; Channels (waterways); River regulation; 
Sandbars; Sediment transport 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Stability; Wave height; Wave period; Wave runup; 
Armoring (streambed); Breakwaters; Model tests; 
Scale effect 

Large Scale Model Tests of Placed Stone 
Breakwaters, Charles K. Sollitt and Donald H. 
DeBok, 2572 

Statistical analysis; Statistical distributions; Wave 
energy; Wave height; Wave period 

Characteristic Wave Period, Madhav Manohar, 
Ismail E. Mobarek and N. A. El Sharaky, 273 

Statistical analysis; Storms; Variability; Beach 
erosion; Eigenvalues; Impulses; Responses; 
Stability 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

Statistical analysis; Storms; Wave height; Wave 
spectrum; Ocean waves; Spectral analysis 

Six-Parameter Wave Spectra, Michel K. Ochi and 
E. Nadine Hubble, 301 

Statistical analysis; Tidal effects; Turbulence; 
Diffusion; Eddies; Hydraulic models; Scale effect 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 

Statistical analysis; Wave forecasting; Wave period; 
Waves; Wave spectrum; Climatology; Coastal 
engineering; Ocean waves; Spectral analysis 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren C. Thompson and F. Michael 
Reynolds, 238 

Statistical analysis; Wave height; Wavemeters; Wave 
recorders (water waves); Wave spectrum; Coastal 
engineering; India 

Ocean Wave Record Analysis by Tucker's 
Method — An Evaluation, Jade Dattatri and 
Irvathur Vasudeva Nayak, 289 

Statistical distributions; Wave energy; Wave height; 
Wave period; Statistical analysis 

Characteristic Wave Period, Madhav Manohar, 
Ismail E. Mobarek and N. A. El Sharaky, 273 

Statistical models; Tsunamis; Wave dispersion; Wave 
height; Japan; Models; Numerical analysis 

Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Toshio Iwasaki, 1044 

Stability; Wave action; Wave energy; Bottom water; 
Continental shelf; Cyclic loads; Foundations; 
Ocean bottom; Offshore structures; Predictions 

Prediction of Wave-Induced Seafloor Movements, 
Leland Milo Kraft, Jr. and David James 
Watkins, 1605 

Stability; Wave action; Wave energy; Breakwaters; 
Damage; Hydraulic models; Rubble; Rubble 
mounds 

Effect of Broken Dolosse on Breakwater Stability, 
D. Donald Davidson and Dennis G. Markle, 
2544 

Stability; Wave energy; Wave height; Wave period; 
Waves; Coastal engineering; Coastal structures 

Consecutive High Waves in Coastal Waters, 
Winfried Siefert, 171 

Steel piles; Structural design; Coastal structures; 
Lateral forces; Pile foundations 

Concepts in Design of Coastal Structures, Casimir 
J. Kray, 2209 

Stereophotography; Water levels; Waves; Breaking; 
Coastal engineering; Field tests; Littoral drift; 
Ocean currents; Photogrammetry 

Terrestrial Photogrammetric Measurements of 
Breaking Waves and Longshore Currents in the 
Nearshore Zone, Joseph W. Maresca, Jr. and 
Erwin Seibel, 681 

Storms; Breakwaters; Costs; Erosion; Great Lakes; 
Groins (structures); Shore protection 

Low-Cost Shore Protection on the Great Lakes: 
A Demonstration/Research Program, John M. 
Armstrong, 2858 
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Storms; Storm surges; Storm water; Wave energy; 
Wave height; Wave period; Wave recorders (water 
waves); Waves; Wave spectrum; Continental shelf 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 

Storms; Storm surges; Wave action; Wave energy; 
Beach erosion; Beach nourishment; Erosion; 
Littoral current; Recreational facilities 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Storms; Tidal effects; Tidal energy; Warning 
systems; Flood plain insurance; Hurricanes 

Hurricane Tide Frequencies on the Atlantic 
Coast, Francis P. Ho, 886 

Storms; Variability; Beach erosion; Eigenvalues; 
Impulses; Responses; Stability; Statistical analysis 

Stability and Impulse Response of Empirical 
Eigenfunctions, Clinton D. Winant and David 
G. Aubrey, 1312 

Storms; Water temperature; Wave height; Beach 
erosion; Erosion; Field tests; Groins (structures); 
Laboratory tests; Littoral drift; Shore protection 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Storms; Wave action; Currents; Dredging; Estuaries; 
Harbors; Littoral drift; Sand traps 

Design and Behaviour of Sandtraps in Regions of 
High Littoral Drift, P. C. Saxena, Pazhhayannur 
P. Vaidyaraman and R. Srinivasan, 1377 

Storms; Wave height; Wave spectrum; Ocean waves; 
Spectral analysis; Statistical analysis 

Six-Parameter Wave Spectra, Michel K. Ochi and 
E. Nadine Hubble, 301 

Storm surges; Delaware; New Jersey; Probability; 
Simulation; Simulation models 

Simulation Model for Storm Surge Probabilities, 
Mohammad H. Fallah, J. N. Sharma and Cheng 
Y. Yang, 934 

Storm surges; Hydromechanics; Numerical analysis; 
Simulation 

Generalized Model for Storm Surges, Gour-Tsyh 
Yeh and Fei-Fan Yeh, 921 

Storm surges; Storm water; Wave energy; Wave 
height; Wave period; Wave recorders (water 
waves); Waves; Wave spectrum; Continental shelf; 
Storms 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 

Storm surges; Surf; Water level fluctuations; Water 
levels; Wave action; Wave energy; Waves; Wave 
spectrum 

Energy Spectra of Irregular Surf Waves, Fritz 
Busching, 539 

Storm surges; Tidal marshes; Coastal engineering; 
Currents; Littoral drift; Ocean currents; Sediment 
transport 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Storm surges; Tropical cyclones; Computer models; 
Forecasting; Hurricanes; Numerical analysis 

SPLASH — A Model for Forecasting Tropical 
Storm Surges, Celso S. Barrientos and Chester 
P. Jelesnianski, 941 

Storm surges; Tsunamis; Wave runup; Flooding; 
Predictions 

Tsunami Inundation Prediction, Charles L. 
Bretschneider and Pieter G. Wybro, 1006 

Storm surges; Wave action; Wave energy; Beach 
erosion; Beach nourishment; Erosion; Littoral 
current; Recreational facilities; Storms 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Storm surges; Wave equations; Wave height; Wave 
period; Wave runup; Dikes; Echo sounding; Field 
investigations; Instrumentation; Ocean waves; 
Scale effect 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Storm surges; Weather forecasting; Automation; 
Forecasting; Hurricanes 

Automated Forecasting of Extratropical Storm 
Surges, N. Arthur Pore, 906 

Storm water; Wave energy; Wave height; Wave 
period; Wave recorders (water waves); Waves; 
Wave spectrum; Continental shelf; Storms; Storm 
surges 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 

Strain; Strain gages; Breakwaters; Caissons; 
Concrete (reinforced); Cylindrical bodies; Model 
tests; Pressure cells; Shock tests 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Strain gages; Breakwaters; Caissons; Concrete 
(reinforced); Cylindrical bodies; Model tests; 
Pressure cells; Shock tests; Strain 

Cylindrical Caisson Breakwater: Strain Model 
Tests, Helge Gravesen, Finn P. Brodersen, Jorn 
S. Larsen and H. Lundgren, 2357 

Stratification; Diffusion; Eddies; Estuaries; 
Interfaces; Saline water-freshwater interfaces; 
Salinity; Salt water intrusion 

Determination of the Interfacial Eddy Diffusion 
Coefficient of a Highly Stratified Estuary, Yu- 
Hwa Wang, 3158 

Stratification; Tidal effects; Wave energy; West 
Germany; Damping; Energy dissipation; Estuaries 

Energy Dissipation in Tidal Estuaries, Hans- 
Werner Partenscky and Gunther Barg, 3312 

Stratification; Transport phenomena; Density 
currents; Estuaries; Friction coefficient (hydraulic); 
Mathematical models; Numerical analysis; Saline 
water intrusion 

Numerical Model for Density Currents in 
Estuaries, Karsten Fischer, 3295 

Stratification; Two phase flow; Convection; 
Diffusion; Dispersion; Finite element method; 
Numerical analysis 

Numerical Modeling of Dispersion in Stratified 
Waters, George C. Christodoulou and Jerome J. 
Connor, 3138 

Stratified flow; Thermal pollution; Turbulence; 
Discharge (water); Interfacial tension; Stability 

Interfacial Instability in Stratified Flow, Richard 
H. French, 3124 
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Stratified flow; Tracers; Estuaries; Saline water- 
freshwater interfaces; Saline water intrusion; 
Salinity 

Dynamics of a Longitudinally Stratified Estuary, 
Jorg Imberger, 3108 

Stratified flow; Troughs; Density currents; Flow 
patterns; Mathematical models; Scour; Scouring 

Generation of Troughs by Density Currents, Hans 
Speekenbrink, 2170 

Stream flow; Water flow; Wave action; Wave energy; 
Cylinders; Drag; Hydraulic models; Lift; 
Oscillations; Reynolds number 

High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Stresses; Testing; Armoring (streambed); 
Breakwaters; Experimentation 

Experimental Studies of Stresses Within the 
Breakwater Armor Piece "Dolos", Omar J. 
Lillevang and Wayne E. Nickola, 2519 

Structural design; Coastal structures; Lateral forces; 
Pile foundations; Steel piles 

Concepts in Design of Coastal Structures, Casimir 
J. Kray, 2209 

Submerged flow; Underwater structures; Wave 
action; Wave energy; Drag; Inertial forces 

Wave Forces on Submerged Objects, Suphat 
Vongvisessomjai and Richard Silvester, 2387 

Subsidence; Beach erosion; Breakwaters; Japan; 
Ocean bottom; Shore protection 

Changes of Sea Bed Due to Detached 
Breakwaters, Osamu Toyoshima, 1572 

Surf; Bypasses; Jet pumps; Littoral current; Sand; 
Shore protection 

A Sand Bypassing System Using a Jet Pump, E. 
C. McNair, Jr., 1342 

Surf; Suspended sediments; Wave action; Samplers; 
Sampling; Sediment concentration; Sediment 
samplers; Sediment sampling 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Surf; Three-dimensional; Two-dimensional; Wave 
equations; Wave height; Breaking 

Three-Dimensional Conditions of Surf, William L. 
Wood, 525 

Surf; Tidal currents; Wave recorders (water waves); 
Beaches; Inlets (waterways); Littoral current; 
Littoral drift 

Changes in Inlet Offset due to Stabilization, 
Dennis K. Hubbard, 1812 

Surf; Turbulence; Beaches; Flowmeters; Friction 
coefficient (hydraulic); Rip currents 

Lateral and Bottom Forces on Longshore 
Currents, David A. Huntley, 645 

Surf; Water depth; Waves; Currents; Finite 
elements; Gravity waves; Predictions; Refraction 

Current Depth Detraction Using Finite Elements, 
Ove Skovgaard and War G. Jonsson, 721 

Surf; Water level fluctuations; Water levels; Wave 
action; Wave energy; Waves; Wave spectrum; 
Storm surges 

Energy Spectra of Irregular Surf Waves, Fritz 
Busching, 539 

Surf; Wave energy; Barriers; Breakwaters; 
California; Jetties; Littoral current; Littoral drift; 
Sediment transport 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 

Surf; Wave height; Wave period; Waves; Wave 
spectrum; Breaking; Dimensional analysis; 
Experimentation 

Wave Spectrum of Breaking Wave, Tom Sawaragi 
and Koichiro Iwata, 580 

Surf; Wave period; Wave runup; Breakwaters; 
Resonance; Rubble; Rubble mounds; Slope 
stability; Stability 

New Design Principles for Rubble Mound 
Structures, Per Moller Bruun and Ali Riza 
Gunbak, 2429 

Surface tension; Thermal diffusion; Viscosity; Water 
temperature; Hydraulic models; Predictions; 
Prototype tests; Scale effect 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Surface waves; Thermal energy; Thermal gradient; 
Two phase flow; Water flow; Energy conversion 

Flow Field Near an Ocean Thermal Energy 
Conversion Plant, D. M. Sheppard, G. M. 
Powell and I. B. Chou, 3068 

Surface waves; Wave energy; Wave spectrum; 
Distribution functions; Distribution patterns; 
Frequency; Ocean waves 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Surges; Aeolian soils; Barriers; Beach erosion; 
Erosion; Islands (landforms); Sediment deposits 

Barrier Island Dynamics: Overwash Processes and 
Eolian Transport, Stephen P. Leatherman, 1958 

Surges; Turbulence; Wave height; Wave runup; 
Waves; Beaches; Breaking; Resonance 

Resonant Interactions for Waves Breaking on a 
Beach, Robert T. Guza and Anthony J. Bowen, 
560 

Suspended sediments; Aerial photography; 
Bathymetry; Beach erosion; Beaches; Field 
investigations; Littoral current; Sediment deposits; 
Sediment transport 

Field Investigation of Sediment Transport Pattern 
in a Closed System, Tsuguo Sunamura and 
Kiyoshi Horikawa, 1240 

Suspended sediments; Wave action; Samplers; 
Sampling; Sediment concentration; Sediment 
samplers; Sediment sampling; Surf 

Measurement of Suspended Sediment in the Surf 
Zone, F. A. Kilner, 2045 

Swimming; Beaches; Beach nourishment; 
Breakwaters; Hawaii; Recreational facilities; Shore 
protection 

Proposed "Improvement" of Kaimu Beach, 
Hawaii, Doak C. Cox, Franciscus Gerritsen and 
Theodore T. Lee, 1552 

Taiwan; Wave height; Wave period; Waves; Wind 
speed; Coastal engineering; Ocean waves 

Waves Off Taichung Coast of Taiwan, Charles 
C.C. Chang, M. H. Wang and J. T. Juang, 129 
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Tanker ships; Water depth; Berths; Dolphins 
(structures); Head losses; Mass; Shallow water 

Added Masses of Large Tankers Berthing to 
Dolphins, Taizo Hayashi and Masujiro Shirai, 
2830 

Temperature distribution; Thermal diffusion; 
Thermal pollution; Water temperature; Discharge 
(water); Hydraulic models; Nuclear power plants; 
Prototype tests 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Testing; Armoring (streambed); Breakwaters; 
Experimentation; Stresses 

Experimental Studies of Stresses Within the 
Breakwater Armor Piece "Dolos", Omar J. 
Lillevang and Wayne E. Nickola, 2519 

Tethered tests; Wave action; Wave energy; Wave 
spectrum; Wave tanks; Breakwaters; Buoys; 
Energy dissipation; Field tests; Floating bodies; 
Scale effect 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Thermal diffusion; Thermal pollution; Water 
temperature; Discharge (water); Hydraulic models; 
Nuclear power plants; Prototype tests; 
Temperature distribution 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Thermal diffusion; Viscosity; Water temperature; 
Hydraulic models; Predictions; Prototype tests; 
Scale effect; Surface tension 

Adaptability of Prediction Method of Hydraulic 
Model Experiment for Thermal Diffusion, 
Masanobu Kato and Akira Wada, 3082 

Thermal energy; Thermal gradient; Two phase flow; 
Water flow; Energy conversion; Surface waves 

Flow Field Near an Ocean Thermal Energy 
Conversion Plant, D. M. Sheppard, G. M. 
Powell and I. B. Chou, 3068 

Thermal gradient; Two phase flow; Water flow; 
Energy conversion; Surface waves; Thermal energy 

Flow Field Near an Ocean Thermal Energy 
Conversion Plant, D. M. Sheppard, G. M. 
Powell and I. B. Chou, 3068 

Thermal pollution; Turbulence; Discharge (water); 
Interfacial tension; Stability; Stratified flow 

Interfacial Instability in Stratified Flow, Richard 
H. French, 3124 

Thermal pollution; Two phase flow; Diffusers; 
Discharge (water); Hydraulic models; Nuclear 
power plants; Plume detection; Plumes 

Field Studies of Submerged-Diffuser Thermal 
Plumes with Comparisons to Predictive Model 
Results, A. A. Frigo, Richard A. Paddock and J. 
D. Ditmars, 3028 

Thermal pollution; Water temperature; Discharge 
(water); Hydraulic models; Nuclear power plants; 
Prototype tests; Temperature distribution; Thermal 
diffusion 

Thermal Discharges: Prototype vs. Hydraulic 
Model, Gary C. Parker, Ching S. Fang and 
Albert Y. Kuo, 3049 

Three-dimensional; Two-dimensional; Wave 
equations; Wave height; Breaking; Surf 

Three-Dimensional Conditions of Surf, William L. 
Wood, 525 

Three-dimensional; Water waves; Wave generation; 
Waves; Hydraulic models 

3-D Hydraulic Model of Wave Generated by 
Displacements, Shin-Lin Liu and Robert L. 
Wiegel, 1060 

Three-dimensional; Wave action; Beach erosion; 
Beach nourishment; Dynamics; Equilibrium; 
Erosion; Reflection; Sandbars; Sand traps 

Three Dimensional Tests on Dynamic 
Equilibrium and Artificial Nourishment, J. 
William Kamphuis and R. M. Myers, 1532 

Three-dimensional; Wave dispersion; Wave height; 
Waves; Breaking; Breakwaters; Friction coefficient 
(hydraulic); Littoral drift; Ocean currents 

Non-Uniform Alongshore Currents, Michael R. 
Gouriay, 701 

Tidal currents; Beach erosion; New Jersey; 
Sandbars; Sea level; Sedimentation; Sediment 
deposits; Sediment transport 

Offshore Sedimentary Processes and Responses 
Near Beach Haven — Little Egg Inlets, New 
Jersey, Thomas McKinney, Joseph T. DeAlteris, 
Yung Y. Chao, Lloyd Stahl and James Roney, 
1899 

Tidal currents; Bed forms; Circulation; Inlets 
(waterways); Littoral current; Littoral drift; Sand; 
Scouring; Sediment transport; South Carolina 

Sand Circulation Pattern at Price Inlet, South 
Carolina, Duncan M. FitzGerald, Dag 
Nummedal and Timothy W. Kana, 1868 

Tidal currents; Dispersion; Effluent reuse; Effluents; 
Islands (landforms); Scale effect; Shore protection 

. Study of an Artificial Island, J. P. Lepetit and S. 
Moreau, 3526 

Tidal currents; Dispersion; Mass transfer; Open 
channel flow; River flow; Sediment transport 

Dispersive Transport in River and Tidal Flows, R. 
B. Taylor, 3336 

Tidal currents; Groins (structures); Inlets 
(waterways); Islands (landforms); Sandbars; Shore 
protection 

Inlet Changes of the East Frisian Islands, Gunter 
Luck, 1938 

Tidal currents; Tidal effects; Algorithms; California; 
Discharge (water); Numerical analysis 

Tidal Stream Flow Solved by Galerkin Technique, 
L. H. Smith.and Ralph T-S Cheng, 3358 

Tidal currents; Tidal effects; Dunes; Dune sands; 
Movable bed models; Sediment transport 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Tidal currents; Tidal effects; Tidal energy; Hydraulic 
models; Prototype tests; Roughness (hydraulic) 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Tidal currents; Tidal effects; Tidal energy; Tidal 
hydraulics; Vortices; Estuaries; Flooding; Inlets 
(waterways) 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 
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Tidal currents; Tidal effects; Tidal hydraulics; Tidal 
marshes; Wave height; Waves; Estuaries; 
Reservoirs 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Tidal currents; Tidal effects; Two phase flow; 
Estuaries; Saline water-freshwater interfaces; 
Salinity; Salt water intrusion 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo; Yoshida and Masakazu 
Kashiwamura, 3189 

Tidal currents; Tidal hydraulics; Tides; Washington; 
Water circulation; Water depth; Flushing; Harbors 

Planform Influence on Flushing and Circulation in 
Small Harbors, Ronald C. Nece, Roger A. 
Falconer and Toshiro Tsutsumi, 3471 

Tidal currents; Wave recorders (water waves); 
Beaches; Inlets (waterways); Littoral current; 
Littoral drift; Surf 

Changes in Inlet Offset due to Stabilization, 
Dennis K. Hubbard, 1812 

Tidal effects; Alabama; Bays (topographic features); 
Sedimentation; Sediment deposits; Sediment 
distribution; Sediment transport 

Sediment Transportation and Deposition Models 
for Mobile Bay, Alabama, Gary G. April, 
Samuel Ng and C. Everett Brett, 2092 

Tidal effects; Algorithms; California; Discharge 
(water); Numerical analysis; Tidal currents 

Tidal Stream Flow Solved by Galerkin Technique, 
L. H. Smith and Ralph T-S Cheng, 3358 

Tidal effects; Beaches; Inlets (waterways); Sandbars; 
Sand traps; Shoaling 

Capacity of Inlet Outer Bars to Store Sand, Todd 
L. Walton, Jr. and William D. Adams, 1919 

Tidal effects; Bed load; Current meters; Friction 
coefficient (hydraulic); Inlets (waterways) 

Measurement of Bed Friction in Tidal Inlets, 
Ashish J. Mehta, R. J. Byrne and Joseph T. 
DeAlteris, 1701 

Tidal effects; Canada; Density currents; Hydraulic 
models; Saline water-freshwater interfaces; 
Salinity; Salt water intrusion 

Churchill River Salt-Water Tidal Model, Bruce D. 
Pratte, 3445 

Tidal effects; Dunes; Dune sands; Movable bed 
models; Sediment transport; Tidal currents 

Origin of Submarine Dunes, Mehmet S. Yalin, 
2127 

Tidal effects; Tidal energy; Hydraulic models; 
Prototype tests; Roughness (hydraulic); Tidal 
currents 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Tidal effects; Tidal energy; Tidal hydraulics; Tidal 
waters; Wave energy; Inlets (waterways); Japan 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Tidal effects; Tidal energy; Tidal hydraulics; 
Vortices; Estuaries; Flooding; Inlets (waterways); 
Tidal currents 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Tidal effects; Tidal energy; Warning systems; Flood 
plain insurance; Hurricanes; Storms 

Hurricane Tide Frequencies on the Atlantic 
Coast, Francis P. Ho, 886 

Tidal effects; Tidal hydraulics; Tidal marshes; Wave 
height; Waves; Estuaries; Reservoirs; Tidal 
currents 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Tidal effects; Tidal hydraulics; Tidal waters; 
Channels (waterways); River regulation; Sandbars; 
Sediment transport; Stability 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Tidal effects; Tidal marshes; Water waves; Estuaries; 
Finite element method; Numerical analysis; 
Shallow water 

Finite Ele-   ^nt Model for Estuaries with Inter- 
Tidal FIu.<», Bruno Herrling, 3396 

Tidal effects; Tidal waters; Environmental effects; 
Inlets (waterways); Littoral drift; New Jersey; 
Scouring; Sea level 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAlteris, Thomas McKinney and 
James Roney, 1881 

Tidal effects; Time; Estuaries; Feasibility; Hydraulic 
models; Mathematical models; Rivers 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Tidal effects; Turbulence; Diffusion; Eddies; 
Hydraulic models; Scale effect; Statistical analysis 

Horizontal Diffusion in Tidal Models and Scaling 
Criteria for Thermal-Hydraulic Model Tests, 
Gerd Flugge, 3097 

Tidal effects; Two phase flow; Estuaries; Saline 
water-freshwater interfaces; Salinity; Salt water 
intrusion; Tidal currents 

Tidal Response of Two-Layer Flow at a River 
Mouth, Shizuo Yoshida and Masakazu 
Kashiwamura, 3189 

Tidal effects; Water levels; Wave generation; 
Currents; Great Lakes; Harbors; Seiches 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Tidal effects; Wave action; Beach erosion; Climatic 
data; Estuaries; Estuarine environment; Sediment 
deposits; Sediment distribution; Sediments 

Factors Influencing Estuary Sediment 
Distribution, Mary P. Kehdrick and B. V. 
Derbyshire, 2072 

Tidal effects; Wave energy; Bed forms; Inlets 
(waterways); Ocean bottom; Scale effect; Sediment 
transport; Simulation models 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 

Tidal effects; Wave energy; Wave spectrum; Beach 
erosion; Beaches; California; Equilibrium 

Beach Profiles at Torrey Pines, California, David 
G. Aubrey, Douglas L. Inman and Charles E. 
Nordstrom, 1297 
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Tidal effects; Wave energy; West Germany; 
Damping; Energy dissipation; Estuaries; 
Stratification 

Energy Dissipation in Tidal Estuaries, Hans- 
Werner Partenscky and Gunther Barg, 3312 

Tidal effects; West Germany; Channels (waterways); 
Dunes; Dune sands; Sand waves; Sediment 
transport 

Transport Mechanism in Tidal Dunes, Horst 
Nasner,; 2136 

Tidal energy; Hydraulic models; Prototype tests; 
Roughness (hydraulic); Tidal currents; Tidal effects 

Model Verification for Tidal Constituents, R. W. 
Whalin, F. C. Perry and D. L. Durham, 3377 

Tidal energy; Tidal hydraulics; Tidal waters; Wave 
energy; Inlets (waterways); Japan; Tidal effects 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Tidal energy; Tidal hydraulics; Vortices; Estuaries; 
Flooding; Inlets (waterways); Tidal currents; Tidal 
effects 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Tidal energy; Warning systems; Flood plain 
insurance; Hurricanes; Storms; Tidal effects 

Hurricane Tide Frequencies on the Atlantic 
Coast, Francis P. Ho, 886 

Tidal hydraulics; Tidal marshes; Wave height; 
Waves; Estuaries; Reservoirs; Tidal currents; Tidal 
effects 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Tidal hydraulics; Tidal waters; Channels 
(waterways); River regulation; Sandbars; Sediment 
transport; Stability; Tidal effects 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Tidal marshes; Wave height; Waves; Estuaries; 
Reservoirs; Tidal currents; Tidal effects; Tidal 
hydraulics 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Tidal waters; Channels (waterways); River 
regulation; Sandbars; Sediment transport; 
Stability; Tidal effects; Tidal hydraulics 

Stability of Tidal Channels Dependent on River 
Improvement, Volker Barthel, 1775 

Tidal waters; Environmental effects; Inlets 
(waterways); Littoral drift; New Jersey; Scouring; 
Sea level; Tidal effects 

Beach Haven and Little Egg Inlets, A Case Study, 
Joseph T. DeAHeris, Thomas McKinney and 
James Roney, 1881 

Tidal waters; Tides; Erosion; Movable bed models; 
Prototype tests; Scale effect; Scour; Scouring 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Tidal waters; Wave energy; Inlets (waterways); 
Japan; Tidal effects; Tidal energy; Tidal hydraulics 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Tides; Erosion; Movable bed models; Prototype 
tests; Scale effect; Scour; Scouring; Tidal waters 

Movable Bed Tidal Inlet Models, Subhash C. Jain 
and John F. Kennedy, 3435 

Tides; Washington; Water circulation; Water depth; 
Flushing; Harbors; Tidal currents; Tidal hydraulics 

Planform Influence on Flushing and Circulation in 
Small Harbors, Ronald C. Nece, Roger A. 
Falconer and Toshiro Tsutsumi, 3471 

Time; Estuaries; Feasibility; Hydraulic models; 
Mathematical models; Rivers; Tidal effects 

Analysis of Time Conditions for Hybrid Tidal 
Models, Klaus-Peter Holz, 3460 

Tidal hydraulics; Tidal waters; Wave energy; Inlets 
(waterways); Japan; Tidal effects; Tidal energy 

Characteristics of Tidal Inlets on the Pacific Coast 
of Japan, Toshiyuki Shigemura, 1666 

Tidal hydraulics; Tides; Washington; Water 
circulation; Water depth; Flushing; Harbors; Tidal 
currents 

Planform Influence on Flushing and Circulation in 
Small Harbors, Ronald C. Nece, Roger A. 
Falconer and Toshiro Tsutsumi, 3471 

Tidal hydraulics; Vortices; Estuaries; Flooding; 
Inlets (waterways); Tidal currents; Tidal effects; 
Tidal energy 

Harbour Inlets on Tidal Estuaries, Hans Vollmers, 
1854 

Tidal marshes; Coastal engineering; Currents; 
Littoral drift; Ocean currents; Sediment transport; 
Storm surges 

Currents in Tidal Flats During Storm Surges, 
Harald Gohren, 959 

Tidal marshes; Water waves; Estuaries; Finite 
element method; Numerical analysis; Shallow 
water; Tidal effects 

Finite Element Model for Estuaries with Inter- 
Tidal Flats, Bruno Herrling, 3396 

Time dependence; Wastewater; Buoyancy; Fluid 
mechanics; Gravitation; Ocean currents; Spreading 

Buoyancy-Driven Gravitational Spreading, Robert 
C.Y. Koh, 2956 

Time dependence; Wave height; Wave period; Wave 
spectrum; Wave velocity; Flowmeters; Ocean 
currents; Rip currents 

Time Dependent Fluctuations in Longshore 
Currents, Guy A. Meadows, 660 

Time dependence; Wave height; Waves; Wave 
velocity; Breaking; Gravity waves; Solitary waves 

Recent Developments in the Study of Breaking 
Waves, Michael S. Longuet-Higgins, 441 

Topographical factors; Beach erosion; Beaches; 
Breakwaters; Construction; Harbor structures; 
Japan; Ocean bottom; Shoaling 

Topographic Change Resulting from the 
Construction of a Harbor on a Sandy Beach, 
Kashima Port, Norio Tanaka and Shoji Sato, 
1824 

Tracers; Estuaries; Saline water-freshwater 
interfaces; Saline water intrusion; Salinity; 
Stratified flow 

Dynamics of a Longitudinally Stratified Estuary, 
Jorg Imberger, 3108 
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Tracers; Water pollution; Dispersion; Distribution; 
Dyes; Estuaries; Predictions; Sewage disposal; 
Sewage effluents 

Prediction of Pollutant Distribution in Estuaries, 
Albert Y. Kuo and John P. Jacobson, 3276 

Tracers (radioactive); Dredging; Estuaries; Estuarine 
environment; San Francisco; Sediments; Spoil 
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Okamoto, 2677 
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Wave Action and Bottom Movements in Fine 
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Wave Transmission Through Trapezoidal 
Breakwaters, Ole Secher Madsen and Stanley 
M. White, 2662 
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Coastal structures; Random processes; Reflection; 
Water waves 
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Energy, Dennis B. Morden, Eugene P. Richey 
and Derald R. Christensen, 846 
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Interaction of Waves and a Turbulent Current, J. 
D.A. van Hoften and Susumu Karaki, 404 
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Near-Bottom Water Motion Under Ocean Waves, 
Robert A. Grace, 2371 
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Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Toshio Iwasaki, 1044 

Wave dispersion; Wave height; Wavelengths; Wave 
propagation; Waves; Friction coefficient 
(hydraulic) 

Transformation of Nonlinear Long Waves, Nobuo 
Shuto, 423 
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Breakwaters; Friction coefficient (hydraulic); 
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Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 

Wave dispersion; Wave height; Waves; Wave 
velocity; Breaking; Refraction; Shoaling; Wave 
action 

Refraction of Finite-Height and Breaking Waves, 
James R. Walker, 507 
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Application of a Sediment Transport Model, C. 
A. Fleming and J. N. Hunt, 1184 
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2604 
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Wave energy; Barriers; Breakwaters; California; 
Jetties; Littoral current; Littoral drift; Sediment 
transport; Surf 

Longshore Transport at a Total Littoral Barrier, 
Richard O. Bruno and Christopher G. Gable, 
1203 
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erosion; Breakwaters; Shore protection; Wave 
action 
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1394 
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Sediment transport; Shore protection 

Equilibrium Profiles and Longshore Transport of 
Coarse Material Under Oblique Wave Attack, 
E. van Hijum, 1258 

Wave energy; Beach erosion; Beach nourishment; 
Erosion; Littoral current; Recreational facilities; 
Storms; Storm surges; Wave action 

Cape Hatteras Beach Nourishment, John S. Fisher 
and Wilson N. Felder, 1512 

Wave energy; Bed forms; Inlets (waterways); Ocean 
bottom; Scale effect; Sediment transport; 
Simulation models; Tidal effects 

Tidal Inlet Flow Dynamics and Sediment 
Movement, Jerry L. Machemehl, N. E. Bird and 
A. N. Chambers, 1681 
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Cyclic loads; Foundations; Ocean bottom; Offshore 
structures; Predictions; Stability; Wave action 

Prediction of Wave-Induced Seafloor Movements, 
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Watkins, 1605 
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Wave energy; Breakwaters; Reflection; Slitting; 
Wave action; Wave damping 

Slit-Type Breakwater: Box-Type Wave Absorber, 
Shositiro Nagai and Shohachi Kakuno, 2697 

Wave energy; Cooling water; Cylindrical bodies; 
Field tests; Intake structures; Nuclear power 
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Wave Pressures on Large Circular Cylindrical 
Structure, Hiroshi Nak&mura, 2290 

Wave energy; Cylinders; Drag; Hydraulic models; 
Lift; Oscillations; Reynolds number; Stream flow; 
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High Reynolds Number Oscillating Flow by 
Cylinders, Tokuo Yamamoto and John H. Nath, 
2321 

Wave energy; Drag; Force; Separation; Spheres; 
Water circulation; Wave action 

Forces on a Sphere Under Linear Progressive 
Waves, Scott A. Jenkins and Douglas L. Inman, 
2413 

Wave energy; Drag; Inertial forces; Submerged flow; 
Underwater structures; Wave action 

Wave Forces on Submerged Objects, Suphat 
Vongvisessomjai and Richard Silvester, 2387 

Wave energy; Estuaries; Flooding; River flow; 
Sandbars; Sedimentation; Sediment deposits; Wave 
action 

Morphodynamics of a Wave-Dominated River 
Mouth, L. D. Wright, 1721 

Wave energy; Harbors; Harbor structures; History; 
Jetties; Rubble mounds; Wave action 

Design and Construction of Humboldt Jetties, 
1880 to 1975, Orville T. Magoon, Robert L. 
Sloan and Nobuyuki Shimizu, 2474 

Wave energy; Inlets (waterways); Japan; Tidal 
effects; Tidal energy; Tidal hydraulics; Tidal waters 

Characteristics of Tidal Inlets on the Pacific Coast 
.  of Japan, Toshiyuki Shigemura, 1666 

Wave energy; Numerical analysis; Oscillations; 
Responses; Water depth; Water surface profiles; 
Wave action 

Wave Induced Oscillations of Harbors with 
Variable Depth, Fredric Raichlen and Ehud 
Naheer, 3536 

Wave energy; Wave equations; Wave height; Wave 
period; Waves; Wave spectrum; Fetch; Great Lakes 

Applications of Empirical Fetch-Limited Spectral 
Formulas to Great Lakes Waves, Paul C. Liu, 
113 

Wave energy; Wave forecasting; Waves; Wave 
spectrum; Wind forces; Wind speed; Fetch; Ocean 
waves 

Application of Fetch Area Method in Monsoon 
Wave Hindcasting, Nai-Kuang Liang, Shih-Tsan 
Tang and Ben-Juen Lee, 258 

Wave energy; Wave functions; Wave height; Mud 
flats; Viscosity; Wave action; Wave dispersion 

Wave Action and Bottom Movements in Fine 
Sediments, Michael W. Tubman and Joseph N. 
Suhayda, 1168 

Wave energy; Wave generation; Wave height; 
Coastal structures; Hazards; Tsunamis; Wave 
action 

Tsunami Hazard and Design of Coastal 
Structures, George Pararas-Carayannis, 2248 

Wave energy; Wave height; Wavemeters; Wave 
recorders (water waves); Waves; Climatic data; 
Ocean waves 

Wave Climate Analysis for Engineering Purpose, 
Hans H. Dette and Alfred Fuhrboter, 10 

Wave energy; Wave height; Wave period; Caissons; 
Model tests; Overturning tests; Wave action 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Wave energy; Wave height; Wave period; Statistical 
analysis; Statistical distributions 

Characteristic Wave Period, Madhav Manohar, 
Ismail E. Mobarek and N. A. El Sharaky, 273 

Wave energy; Wave height; Wave period; Wave 
recorders (water waves); Waves; Wave spectrum; 
Continental shelf; Storms; Storm surges; Storm 
water 

Extreme Wave Parameters Based on Continental. 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 

Wave energy; Wave height; Wave period; Waves; 
Coastal engineering; Coastal structures; Stability 

Consecutive High Waves in Coastal Waters, 
Winfried Siefert, 171 

Wave energy; Wave height; Waves; Beaches; 
Deformation; Periodic functions; Phase velocity; 
Water depth 

Deformation up to Breaking of Periodic Waves on 
a Beach, lb A. Svendsen and J. Buhr Hansen, 
477 

Wave energy; Wavemeters; Coastal engineering; 
Coastal structures; Directional measurement; 
Sediment transport 

Wave Direction- Computations with Three Gage 
Arrays, D. Esteva, 349 

Wave energy; Wave period; Armoring (streambed); 
Breakwaters; Failure; Slope protection; Slope 
stability; Wave action 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A. Price, 2564 

Wave energy; Wave period; Concrete (blocks); 
Permeability; Reservoirs; Sea walls 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Wave energy; Wave period; Fenders; Force; 
Harmonic functions; Mooring; Moorings; 
Oscillations; Wave action 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Wave energy; Wave period; Wave recorders (water 
waves); Waves; Wave spectrum; Experimentation; 
Random processes 

Estimation of Incident and Reflected Waves in 
Random Wave Experiments, Yoshimi Goda and 
Yasumasa Suzuki, 828 

Wave energy; Wave propagation; Waves; Boundary 
value problems; Coastal engineering; Computation; 
Periodic variations; Refraction 

Physics and Mathematics of Waves in Coastal 
Zones, H. Lundgren, 880 
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Regional Network for Coastal Engineering Data, 
Richard J. Seymour and Meredith H. Sessions, 
60 

Wave energy; Wave runup; Wave velocity; Coastal 
structures; Damping; Numerical analysis; Wave 
action 

Numerical Calculation of Wave Forces on 
Structures, B. D. Nichols and C. W. Hirt, 2254 

Wave energy; Waves; Breakwaters; Laboratory tests; 
Rubble mounds; Wave action; Wave dispersion 

Wave Transmission Through Trapezoidal 
Breakwaters, Ole Secher Madsen and Stanley 
M. White, 2662 

Wave energy; Waves; Wave spectrum; Breakwaters; 
Overtopping; Rubble mounds; Wave action 

Overtopping of Rubble-Mound Breakwaters by 
Irregular Waves, Yvon Ouellet and Pierre 
Eubanks, 2756 

Wave energy; Waves; Wave spectrum; Storm surges; 
Surf; Water level fluctuations; Water levels; Wave 
action 

Energy Spectra of Irregular Surf Waves, Fritz 
Busching, 539 

Wave energy; Wave spectrum; Beach erosion; 
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Beach Profiles at Torrey Pines, California, David 
G. Aubrey, Douglas L. Inman and Charles E. 
Nordstrom, 1297 

Wave energy; Wave spectrum; Coastal structures; 
Random processes; Reflection; Water waves; Wave 
dispersion 

Decomposition of Co-Existing Random Wave 

Energy, Dennis B. Morden, Eugene P. Richey 
and Derald R. Christensen, 846 

Wave energy; Wave spectrum; Distribution 
functions; Distribution patterns; Frequency; Ocean 
waves; Sut.?ace waves 

Directional Spectral of Ocean Surface Waves, 
Hisashi Mitsuyasu and S. Mizuno, 329 

Wave energy; Wave spectrum; Wave tanks; 
Breakwaters; Buoys; Energy dissipation; Field 
tests; Floating bodies; Scale effect; Tethered tests; 
Wave action 

Design, Analysis and Field Test of a Dynamic 
Floating Breakwater, D. J. Agerton, G. H. 
Savage and K. C. Stotz, 2792 

Wave energy; Wave velocity; Currents (water); 
Interactions; Turbulence; Wave action; Wave 
damping; Wave dispersion 

Interaction of Waves and a Turbulent Current, J. 
,   D.A. van Hoften and Susumu Karaki, 404 

Wave energy; Wave velocity; Field tests; Ocean 
bottom; Ocean waves; Wave action; Wave 
dispersion 

Near-Bottom Water Motion Under Ocean Waves, 
Robert A. Grace, 2371 

Wave energy; West Germany; Damping; Energy 
dissipation; Estuaries; Stratification; Tidal effects 

Energy Dissipation in Tidal Estuaries, Hans- 
Werner Partenscky and Gunther Barg, 3312 

Wave energy; Wharves; Offshore structures; 
Prototype tests; Scour; Scouring; Wave action 

Wave Action on Large Off-Shore Structures, C. J. 
Apelt and A. Macknight, 2228 

Wave energy; Wind pressure; Discharge (water); 
Effluents; Field tests; Mathematical models; 
Numerical analysis; Water flow 

Numerical Modelling — An Aid to Assessing 
Field Data, H. P. Riedel and F. L. Wilkinson, 
3243 

Wave equations; Coastal topographic features; 
Eigenvalues; Responses; Rip currents; Velocity 
distribution; Water waves 

Rip-Current and Coastal Topography, Mikio 
Hino, 1326 

Wave equations; Wave functions; Waves; Wave 
velocity; Shoaling 

Wave Shoaling of Finite Amplitude Waves, 
Masataka Yamaguchi and Yoshito Tsuchiya, 
497 

Wave equations; Wave height; Breaking; Surf; Three- 
dimensional; Two-dimensional 

Three-Dimensional Conditions of Surf, William L. 
Wood, 525 

Wave equations; Wave height; Wave period; Wave 
runup; Dikes; Echo sounding; Field investigations; 
Instrumentation; Ocean waves; Scale effect; Storm 
surges 

Wave Run-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Wave equations; Wave height; Wave period; Waves; 
Wave spectrum; Fetch; Great Lakes; Wave energy 

Applications of Empirical Fetch-Limited Spectral 
Formulas to Great Lakes Waves, Paul C. Liu, 
113 

Wave equations; Wave height; Wave velocity; 
Friction coefficient (hydraulic); Interfaces; Two 
phase flow 

Friction at the Interface of Two-Layered Flows, 
Nobuyuki Tamai, 3169 

Wave equations; Wave runup; Overtopping; Scale 
effect; Shore protection; Slopes 

Wave Overtopping Equation, J. Richard Weggel, 
2737 

Wave equations; Waves; Breakwaters; Oscillation; 
Sediment transport; Unsteady flow 

Quantitative Description of Sediment Transport, 
Ole Secher Madsen and William D. Grant, 1093 

Wave forecasting; Wave period; Waves; Wave 
spectrum; Climatology; Coastal engineering; Ocean 
waves; Spectral analysis; Statistical analysis 

Ocean Wave Statistics from FNWC Spectral 
Analysis, Warren C. Thompson and F. Michael 

.   Reynolds, 238 

Wave forecasting; Waves; Wave spectrum; Wind 
forces; Wind speed; Fetch; Ocean waves; Wave 
energy 

Application of Fetch Area Method in Monsoon 
Wave Hindcasting, Nai-Kuang Liang, Shih-Tsan 
Tang and Ben-Juen Lee, 258 

Wave forecasting; Wind forces; Wind speed; 
Forecasting; Hurricanes; Wave action 

Hurricane Wind and Wave Forecasting 
Techniques, Charles L. Bretschneider and Elaine 
E. Tamaye, 202 
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Wave functions; Wave height; Mud flats; Viscosity; 
Wave action; Wave dispersion; Wave energy 

Wave Action and Bottom Movements in Fine 
Sediments, Michael W. Tubman and Joseph N. 
Suhayda, 1168 

Wave functions; Waves; Wave velocity; Shoaling; 
Wave equations 

Wave Shoaling of Finite Amplitude Waves, 
Masataka Yamaguchi and Yoshito Tsuchiya, 
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Wave generation; Bedding materials; Bed ripples; 
Ripple marks; Sand; Sonar detection; Wave action 

Wave-Formed Ripples in Nearshore Sands, John 
R. Dingier and Douglas L. Inman, 2109 

Wave generation; Currents; Great Lakes; Harbors; 
Seiches; Tidal effects; Water levels 

Hydraulics of Great Lakes Inlet — Harbors 
Systems, Robert M. Sorensen and William N. 
Seelig, 1646 

Wave generation; Wave height; Coastal structures; 
Hazards; Tsunamis; Wave action; Wave energy 

Tsunami Hazard and Design of Coastal 
Structures, George Pararas-Carayannis, 2248 

Wave generation; Wave height; Wave propagation; 
Waves; Cavities; Deep water; Explosions; 
Predictions 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Wave generation; Waves; Hydraulic models; Three- 
dimensional; Water waves 

3-D Hydraulic Model of Wave Generated by 
Displacements, Shin-Lin Liu and Robert L. 
Wiegel, 1060 

Wave height; Beach erosion; Erosion; Field tests; 
Groins (structures); Laboratory tests; Littoral 
drift; Shore protection; Storms; Water temperature 

Laboratory Investigation of Shore Erosion 
Processes, Ernest F. Brater and David Ponce- 
Campos, 1493 

Wave height; Boundary value problems; 
Breakwaters; Permeability; Sea walls; Two- 
dimensional; Water depth; Water waves 

Method of Analyses for Two-Dimensional Water 
Wave Problems, Takeshi Ijima, Chung Ren 
Chou and Akinori Yoshida, 2717 

Wave height; Breaking; Surf; Three-dimensional; 
Two-dimensional; Wave equations 

Three-Dimensional Conditions of Surf, William L. 
Wood, 525 

Wave height; Breakwaters; Coastal structures; 
Experimentation; Field tests; Scoiir; Scouring; 
Water levels; Wave action 

Local Scour and Current Around a Porous 
Breakwater, Shintaro Hotta and Nobuo Marui, 
1590 

Wave height; Breakwaters; Laboratory tests; 
Permeability; Reflection 

Laboratory Study of Pervious Core Breakwaters, 
Hideo Kondo, Satoshi Toma and Kenji Yano, 
2643 

Wave height; Coastal structures; Hazards; Tsunamis; 
Wave action; Wave energy; Wave generation 

Tsunami Hazard and Design of Coastal 
Structures, George Pararas-Carayannis, 2248 

Wave height; Diffraction; Mach number; Reflection; 
Walls; Water waves 

Mach-Reflection as a Diffraction Problem, Udo 
Berger and Soren Kohlhase, 796 

Wave height; Friction coefficient (hydraulic); 
Numerical analysis; Propagation; Shallow water; 
Tsunamis 

Tsunami Propagation in the Pacific Ocean, 
Manfred Engel and Wilfried Zahel, 971 

Wave height; Japan; Models; Numerical analysis; 
Statistical models; Tsunamis; Wave dispersion 

Numerical Models of Huge Tsunamis Off the 
Sanriku Coast, Toshio Iwasaki, 1044 

Wave height; Mud flats; Viscosity; Wave action; 
Wave dispersion; Wave energy; Wave functions 

Wave Action and Bottom Movements in Fine 
Sediments, Michael W. Tubman and Joseph N. 
Suhayda, 1168 

Wave height; Wavelengths; Wave propagation; 
Waves; Friction coefficient (hydraulic); Wave 
dispersion 

Transformation of Nonlinear Long Waves, Nobuo 
Shuto, 423 

Wave height; Wavelengths; Waves; Wave spectrum; 
Wave tanks; Wind (meteorology); Distribution 
patterns 

Wave Height Distribution of Wind Waves Over 
Long Waves, Shan-Hwei Ou and Frederick 
L.W. Tang, 388 

Wave height; Wavemeters; Wave recorders (water 
waves); Waves; Climatic data; Ocean waves; Wave 
energy 

Wave Climate Analysis for Engineering Purpose, 
Hans H. Dette and Alfred Fuhrboter, 10 

Wave height; Wavemeters; Wave recorders (water 
waves); Wave spectrum; Coastal engineering; India; 
Statistical analysis 

Ocean Wave Record Analysis by Tucker's 
Method — An Evaluation, Jade Dattatri and 
Irvathur Vasudeva Nayak, 289 

Wave height; Wavemeters; Wave recorders (water 
waves); Wave spectrum; Ocean waves; Radar 
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Wave Measurements in Open Ocean, Davidson T. 
Chen, Benjamin S. Yaplee, Donald L. 
Hammond and Paul Bey, 72 

Wave height; Wave period; Caissons; Model tests; 
Overturning tests; Wave action; Wave energy 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Wave height; Wave period; Statistical analysis; 
Statistical distributions; Wave energy 

Characteristic Wave Period, Madhav Manohar, 
Ismail E. Mobarek and N. A. El Sharaky, 273 

Wave height; Wave period; Wave recorders (water 
waves); Waves; Wave spectrum; Continental shelf; 
Storms; Storm surges; Storm water; Wave energy 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 

Wave height; Wave period; Wave recorders (water 
waves); Wave spectrum; Wave velocity; Breaking 
energy; Secondary waves 

Kinematics of Breaking Waves, Edward B. 
Thornton, James J. Galvin, Frank L. Bub and 
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effect; Stability 

Large Scale Model Tests of Placed Stone 
Breakwaters, Charles K. Sollitt and Donald H. 
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Wave height; Wave period; Wave runup; Dikes; Echo 
sounding; Field investigations; Instrumentation; 
Ocean waves; Scale effect; Storm surges; Wave 
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Wave Rim-Up in Field Measurements with Newly 
Developed Instrument, Heie F. Erchinger, 767 

Wave height; Wave period; Waves; Coastal 
engineering; Coastal structures; Stability; Wave 
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Consecutive High Waves in Coastal Waters, 
Winfried Siefert, 171 

Wave height; Wave period; Waves; Wave spectrum; 
Breaking; Dimensional analysis; Experimentation; 
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Wave Spectrum of Breaking Wave, Toru Sawaragi 
and Koichiro Iwata, 580 

Wave height; Wave period; Waves; Wave spectrum; 
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Applications of Empirical Fetch-Limited Spectral 
Formulas to Great Lakes Waves, Paul C. Liu, 
113 

Wave height; Wave period; Waves; Wave spectrum; 
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Great Lakes Wave Information, D. T. Resio and 
L. W. Hiipakka, 92 

Wave height; Wave period; Waves; Wind speed; 
Coastal engineering; Ocean waves; Taiwan 

Waves Off Taichung Coast of Taiwan, Charles 
C.C. Chang, M. H. Wang and J. T. Juang, 129 

Wave height; Wave period; Wave spectrum; Wave 
velocity; Flowmeters; Ocean currents; Rip 
currents; Time dependence 

Time Dependent Fluctuations in Longshore 
Currents, Guy A. Meadows, 660 

Wave height; Wave phases; Littoral drift; Ocean 
currents; Rip currents; Sediment transport 

Physical Aspects of Wave-Induced Nearshore 
Current System, Masaru Mizuguchi and Kiyoshi 
Horikawa, 607 

Wave height; Wave propagation; Waves; Cavities; 
Deep water; Explosions; Predictions; Wave 
generation 

Calculations of Waves Formed From Surface 
Cavities, Charles L. Mader, 1079 

Wave height; Wave propagation; Wave spectrum; 
Ocean waves; Wave action 

Revisions in Wave Data Presentation, Laurence 
Draper, 3 

Wave height; Wave runup; Beaches; Ocean waves; 
Resonance; Simulation; Water levels 

Wave Run-Up on a Simulated Beach, A. J. 
Sutherland, J. N. Sharma and Omar H. 
Shemdin, 752 

Wave height; Wave runup; Waves; Beaches; 
Breaking; Resonance; Surges; Turbulence 

Resonant Interactions for Waves Breaking on a 
Beach, Robert T. Guza and Anthony J. Bowen, 
560 

Wave height; Wave runup; Waves; Dikes; Discharge 
(water); Overtopping; Periodic variations 

Characteristics of Flow in Run-Up of Periodic 
Waves, Ary Roos and Jurjen A. Battjes, 781 

Wave height; Waves; Beaches; Deformation; Periodic 
functions; Phase velocity; Water depth; Wave 
energy 

Deformation up to Breaking of Periodic Waves on 
a Beach, lb A. Svendsen and J. Buhr Hansen, 
477 

Wave height; Waves; Breaking; Breakwaters; 
Friction coefficient (hydraulic); Littoral drift; 
Ocean currents; Three-dimensional; Wave 
dispersion 

Non-Uniform Alongshore Currents, Michael R. 
Gourlay, 701 

Wave height; Waves; Estuaries; Reservoirs; Tidal 
currents; Tidal effects; Tidal hydraulics; Tidal 
marshes 

Waves Used for Inter-Tidal Design and 
Construction, D. C. Keiller and T. D. Ruxton, 
23 

Wave height; Waves; Wave spectrum; Wind forces; 
Wind speed 

Parametric Representation of a Wind-Wave Field, 
Henrik Rye and Roald Svee, 183 

Wave height; Waves; Wave velocity; Breaking; 
Gravity waves; Solitary waves; Time dependence 

Recent Developments in the Study of Breaking 
Waves, Michael S. Longuet-Higgins, 441 

Wave height; Waves; Wave velocity; Breaking; 
Refraction; Shoaling; Wave action; Wave 
dispersion 

Refraction of Finite-Height and Breaking Waves, 
James R. Walker, 507 

Wave height; Wave spectrum; Bathymetry; Groins 
(structures); Littoral drift; Sandbars; Sediment 
transport; Verification inspection 

Experimental Verification of Groyne Theory, C. 
H. Hulsbergen, W. T. Bakker and G. van 
Bochove, 1439 

Wave height; Wave spectrum; Ocean waves; Spectral 
analysis; Statistical analysis; Storms 

Six-Parameter Wave Spectra, Michel K. Ochi and 
E. Nadine Hubble, 301 

Wave height; Wave velocity; Friction coefficient 
(hydraulic); Interfaces; Two phase flow; Wave 
equations 

Friction at the Interface of Two-Layered Flows, 
Nobuyuki Tamai, 3169 

Wavelengths; Wave propagation; Waves; Friction 
coefficient (hydraulic); Wave dispersion; Wave 
height 

Transformation of Nonlinear Long Waves, Nobuo 
Shuto, 423 

Wavelengths; Waves; Wave spectrum; Wave tanks; 
Wind (meteorology); Distribution patterns; Wave 
height 

Wave Height Distribution of Wind Waves Over 
Long Waves, Shan-Hwei Ou and Frederick 
L.W. Tang, 388 

Wavemeters; Coastal engineering; Coastal structures; 
Directional measurement; Sediment transport; 
Wave energy 

Wave Direction Computations with Three Gage 
Arrays, D. Esteva, 349 



3626 COASTAL ENGINEERING--1976 

Wavemeters; Wave recorders (water waves); Waves; 
Climatic data; Ocean waves; Wave energy; Wave 
height 

Wave Climate Analysis for Engineering Purpose, 
Hans H. Dette and Alfred Fuhrboter, 10 

Wavemeters; Wave recorders (water waves); Wave 
spectrum; Coastal engineering; India; Statistical 
analysis; Wave height 

Ocean Wave Record Analysis by Tucker's 
Method — An Evaluation, Jade Dattatri and 
Irvathur Vasudeva Nayak, 289 

Wavemeters; Wave recorders (water waves); Wave 
spectrum; Ocean waves; Radar equipment; Wave 
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Wave Measurements in Open Ocean, Davidson T. 
Chen, Benjamin S. Yaplee, Donald L. 
Hammond and Paul Bey, 72 

Wave period; Armoring (streambed); Breakwaters; 
Failure; Slope protection; Slope stability; Wave 
action; Wave energy 

Armour Blocks as Slope Protection, A. F. 
Whillock and W. A- Price, 2564 

Wave period; Caissons; Model tests; Overturning 
tests; Wave action; Wave energy; Wave height 

Wave Forces on Aquare Caissons, G. R. 
Mogridge and W. W. Jamieson, 2271 

Wave period; Concrete (blocks); Permeability; 
Reservoirs; Sea walls; Wave energy 

Permeable Seawall with Reservoir and the Use of 
"Warock", Takeshi Ijima, Enzoh Tanaka and 
Hideaki Okuzono, 2623 

Wave period; Fenders; Force; Harmonic functions; 
Mooring; Moorings; Oscillations; Wave action; 
Wave energy 

Subharmonic Components in Hawser and Fender 
Forces, J. H. van Oorschot, 2840 

Wave period; Statistical analysis; Statistical 
distributions; Wave energy; Wave height 

Characteristic Wave Period, Madhav Manohar, 
Ismail E. Mobarek and N. A. El Sharaky, 273 

Wave period; Wave recorders (water waves); Waves; 
Wave spectrum; Continental shelf; Storms; Storm 
surges; Storm water; Wave energy; Wave height 

Extreme Wave Parameters Based on Continental 
Shelf Storm Wave Records, R. E. Haring, A. R. 
Osborne and L. P. Spencer, 151 
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