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OPPORTUNITIES FOR INTERACTIVE, PHYSICS-DRIVEN WAVE SIMULATION USING THE BOUSSINESQ-TYPE MODEL, CELERIS
Sasan Tavakkol[footnoteRef:1] and Patrick Lynett1 [1:  Department of Civil and Environmental Engineering, University of Southern California, Los Angeles, CA 90089] 

In this paper, we discuss the recent developments of our GPU-based Boussinesq-type wave simulation software, Celeris. This software is meant to serve the primary purpose of being interactive – i.e. allowing the user to modify the boundary conditions and model parameters as the model is running, and to see the effect of these changes immediately. To accomplish this, the model is coded in a shader language environment, and our physical variables (e.g. ocean surface elevation, water velocity) are represented in the model as graphical textures, which can therefore be rapidly rendered and visualized via a GPU. The model may run faster than real-time for problems with practical setups. Following a description of the numerical development of the wave model, we elaborate on the recent features that are added to the software such as irregular waves and uniform time series boundary conditions. Since the model is previously validated for breaking and non-breaking wave, in this paper, we compare the numerical results of the model with experimental results of a current benchmark and show its good agreement.
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INTRODUCTION
Boussinesq-type equations have been one of the most interesting research direction in coastal engineering in the last few decades and they are becoming a practical engineering tool. These equations are powerful to study nearshore dynamics for both nonlinear and dispersive effects. While Boussinesq-type equations are capable of simulating relatively short-waves, they are computationally expensive. The computational effort needed for Boussinesq-type equations hinders real-time simulations using them unless with parallel processing on dozens to hundreds of CPU cores (Erduran et al. 2005). Such a supercomputing facilities are neither easily accessible nor inexpensive. As a result, this limitation may discourage engineering firms from adopting Boussinesq-type solvers. 
Currently, interactivity and concurrent visualization of simulation results is not the standard practice in coastal engineering. Normally, the simulation results are written to disk at certain checkpoints and are visualized using different tools later. Moreover, applying any changes to the problem setting needs the simulation to restart. However, simultaneous observation of results with photorealistic/colormapped rendering and interactively applying changes to the model can significantly help researchers to understand the costal processes. In order to meet the aforementioned goals, we have developed a GPU accelerated software called Celeris which was introduced in (Tavakkol & Lynett 2017).
Celeris is the first interactive software for simulation of nonlinear coastal waves. The interactivity of the software let the user to add/remove water or raise/drop terrain using system’s mouse on the fly. Moreover, the user can change the numerical and physical parameters through a GUI. For example, several solitary waves in different directions can be added to the solution field or the boundary condition can be switched from sponge layer to a sinewave, all while the model is running. The concurrent visualization in Celeris, can be chosen to be photorealistic which is performed by solving optical reflection and refraction equations for the water surface. In addition, the user can opt to colormap the water surface according to a selected parameter such as the surface elevation, velocity, or vorticity.
Celeris harnesses the power of GPU via Microsoft’s shader programming library, Direct3D. Since this library is an integral part of recent versions of Windows operating systems, the compiled version of Celeris can be easily run on any recent Windows machine with a single click with no preparation. Celeris is implemented in C++ and HLSL. The open-source code is developed and redistributed under the terms of the GNU General Public License as published by the Free Software Foundation. The latest version of the compiled and source codes are available to download from www.celeria.org. To this date, Celeris is downloaded by hundreds of researchers and engineers worldwide, and is readily being used for research, education, project scoping, and other use cases. 
MATHEMATICAL MODELS
Governing Equations
Robustness of the model was an essential requirement for Celeris, to let us provide an interactive environment. To achieve this stability, we adopted a hybrid discretization of finite volume method (FVM) and finite difference method (FDM). We found the extended Boussinesq equations derived in (Madsen & Sørensen 1992) as a suitable set for our hybrid FVM-FDM scheme (Erduran et al. 2005). These equations for 2DH flow read as:
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where U is the conservative variables vector, F(U) and G(U) are the advective flux vectors, and S(U) is the source term which includes bottom slope, friction, and dispersive terms. h is the total water depth. P and Q are the depth-integrated mass fluxes in x and y directions respectively, where the x-y plane makes the horizontal solution field. Subscripts x and y denote spatial differentiation, with respect to the corresponding direction, and subscript t denotes temporal differentiation. z is the bottom elevation measured from a fixed datum. f1 and f2 are the bottom friction terms and g is the gravitational acceleration coefficient. ψ1 and ψ2 are the modified dispersive terms defined as:
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where d is the still water depth and B = 1/15 is the calibration coefficient for dispersion properties of the equations. The free surface elevation is η = w – ws, where w is the water surface elevation and ws is the still water surface elevation both measured from the fixed datum. We use [w, P, Q]T as the set of unknown variables, in which w = h + z. To avoid introducing unnecessary complication to the equations, we refrain from substituting h with w – z; however, that is how h is calculated in practice. Assuming constant bottom elevation in time, we have wt = ht.
Numerical Model
To discretize these equations we follow (Wei & Kirby 1995) and rearrange the terms such that we can rewrite Eq. (1) as ODE’s in time. Following (Erduran et al. 2005) and (Tonelli & Petti 2009) we use a hybrid FVM-FDM discretization to solve these equations on uniform Cartesian grids. The spatial domain is discretized by rectangular cells with fixed dimensions of Δx and Δy. Each cell plays the role of a control volume for the FVM discretization. Cell centers and their corresponding cell averaged values are used as the grid points in FDM. The advective terms along with the bottom slope term is discretized using a second-order well-balanced positivity preserving central-upwind scheme introduced in (Kurganov & Petrova 2007). This scheme, sometimes known as KP07, is a finite volume method to solve the Saint-Venant system of shallow water equations. The rest of the terms are discretized using central FDM. Time integration is performed by a third-order Adams-Bashforth scheme as the predictor step, and an optional fourth-order Adams-Moulton scheme as the corrector step. The numerical discretization	 is explained in (Tavakkol & Lynett 2017) in more details. 
New Features
The first version of the software (v1.x.x) is called Celeris Advent. In the initial release (v1.0.0), we implemented three kinds of boundary conditions, namely, solid walls, sinewave maker, and sponge layer. In the latest version (v1.2.4) we introduce two more boundary conditions: irregular waves maker and uniform time series. 
In order to generate irregular waves on a boundary, we superpose a series of sinewaves with given periods, amplitudes, directions, and phase in a text file. The superposition is done on the GPU in order to avoid excessive slowdown in the simulation because of this boundary condition. The wave parameters are copied to a texture and the superposing is done by adding two adjacent waves, thus reducing the number of waves to half, on each step, until all the waves are summed up. The final values for η, P, and Q are forced on the boundary. The equations for a single sinewave is given in (Tavakkol & Lynett 2017). The maximum number of wave components on a boundary is 1000 or number of the grid cells in the corresponding direction, whichever is smaller. The cells number plays a role, because we use the same texture variable for wave superposition that we use for solving the governing equations. This approach saves on memory usage.
The recent version of Celeris accepts uniform time series as a boundary condition as well. This condition is given to the software as a text file, in which a series of (t, η, P, Q) quadruple are given in separate lines in a text file. In each time step, the values of η, P, and Q on the boundary is assigned by linear interpolation in time using the input file. 
In the latest version, the user can save the bathymetry after applying changes in the software. For example, a water break can be added to the initial bathymetry and used thereafter in the experiments. Furthermore, the maximum value of depth on each grid point is stored in a texture which can be also saved as a text file. This enables the software to highlight the inundated areas in a different color according to a user-selected threshold (see Fig. 1). 
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	[bookmark: _Ref476007461]Fig. 1. A screenshot of Celeris Advent (v1.2.4). The water surface is colormapped according to its elevation. The inundated area on the island is highlighted. The vertical scale is exaggerated by 10 times.


Celeris starts based on an XML input file which has the extension of CML. This input file can be edited in any standard text editor software, and contains the information about the field dimensions, boundary conditions, bathymetry, etc. In the latest version, a block of elements can be added to the input file to initialize the graphics parameters such as the colormap ranges, camera angle, etc.
RUNNING CELERIS
Celeris can be easily launched by running the file named “Celeris.exe”. After launch, the software will look into the file named “setting.init” to find the absolute path to the input CML file. If such a path is not provided or the path is invalid, Celeris will ask the user to choose the input CML file from a file browser window. After a successful launch, the numerical experiment begins immediately and the results are visualized in a 3D environment with a game-style, movable camera. The GUI of Celeris is briefly explained in a video available at https://youtu.be/pCcnPU7PCrg. 
Celeris provides various visualization options. The water surface can be visualized in a photorealistic mode, where reflection and refraction of rays hitting the water surface are calculated using the Fresnel equations, or by applying a colormap. This colormap can be set to represent η, u, v, velocity magnitude, or the vertical vorticity of the flow. Several terrain textures are also available to enhance the visualization. The user can apply a colormap on the terrain as well. Fig. 2 shows visualizations of twos real world experiment in Celeris.
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(a)                                                                                    (b)

	[bookmark: _Ref456011407]Fig. 2. Visualizations of an experiments with realistic bathymetry and wave input. Chania Harbor, Greece (a) and New River inlet, North Carolina (b).


NUMERICAL VALIDATIONS
We validated Celeris through comparisons with three standard benchmarks for non-breaking and breaking waves in (Tavakkol & Lynett 2017). The benchmarks were “run-up on a planar beach” (Costas Emmanuel Synolakis 1987), “wave focusing on a semicircular shoal” (Whalin 1971), and “solitary wave run-up on a conical island” (Briggs et al. 1995). In this paper we extend our validation cases to currents, by comparing our numerical results to experimental results of (Lloyd & Stansby 1997a) for steady flow over submerged obstacle. 
[bookmark: _GoBack]Lloyd & Stansby (1997a) examined the wake and vortex shedding behind a sloping obstacle in a shallow water flow. The conical obstacle remains submerged in this experiment, and the wake is generated on the lee side of the obstacle. With this benchmark we test the software’s ability to generate a separation zone and consequently the oscillatory vortex stream behind the obstacle. We consider the test case SB4_02 in the (Lloyd & Stansby 1997b) paper. In this experiment, a steady discharge with a velocity of U=0.115 m/s, water depth of h=0.054 m, and the Reynolds number of Re=6210 is created in a flume with the length of 9.84 m and width of 1.52 m. The conical obstacle is placed on the center of the channel width, 5 m from the upstream control point. The side slopes of the obstacle are ~8 degrees, its height is 0.049 m, and its diameter at the base is 0.75 m. The top of the obstacle is flattened. Fig. 3 shows a plot of the experiment bathymetry.
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	[bookmark: _Ref475991340]Fig. 3. Bathymetry of flume in the submerged obstacle experiment


The values of the velocity components, u and v, are recorded over the time on two points behind the obstacle in both numerical and laboratory experiments. Point #1 is on the centerline of the channel and 1.02 m behind the center of the obstacle, and point #2 is on the same y value as point #1, but 0.27 m closer to the upper wall. We use a uniform time series boundary condition to let the flow enter the flume. The formation time and characteristics of the wake depends on the Manning’s coefficient, n. We used 0≤n≤0.02 with grid size of 0.015 m × 0.015 m. A street of vortices was observed for all the experiments, however for the frictionless case (n = 0) the boundaries of the street did not become stable and kept moving. The period of fluctuations in velocity components varied by Manning’s coefficient, and we observed the best agreement with the experimental data for n = 0.02. Rest of the results in this section are based on the case with n = 0.02. It must be noted that the recommended Manning’s coefficient for this experiment in (Lloyd & Stansby 1997b) is n = 0.01.
Using the vertical vorticity visualization tool in Celeris, after a quite short spin-up (about 60s), the vortex shedding can be clearly seen (Fig. 4). The asymmetricity in the flow grows larger until a constant stream of vortices forms in t = 100s. The pattern of the flow remains unchanged after this time.

	t = 40s
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	t = 60s
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	t = 80s
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	t = 100s
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	t = 500s
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	[bookmark: _Ref475998202]Fig. 4. Vortex shedding behind the submerged obstacle in different times.


Fig. 5 compares the experimental data with our numerical results at point #1 and point #2. The computed u component of velocity at both points underestimates the laboratory measurements, though the period of oscillation is captured correctly. The computed v component shows a good agreement with the recorded amplitude and period of oscillations on both points. 
	[image: ]

	[bookmark: _Ref475999685]Fig. 5. Experimental data (circles) and numerical simulation (solid line) for u and v component of velocity at point #1 and point #2 for the submerged obstacle experiment (Lloyd & Stansby 1997a). The subscripts corresponds to the point number.


CONCLUSION
We elaborated on the recent development of our open source software for coastal wave simulation and visualization, Celeris. The discretization of the extended Boussinesq equations by a hybrid finite volume – finite difference scheme is briefly explained. The main feature of the software, in addition to its fast computational speed, is its interactivity. Among the new features that are added to the latest version of Celeris Advent (v1.2.4), its ability to accept irregular waves makers and uniform time series on the boundary are the most important ones. 
We validate Celeris for the current benchmark of submerged obstacle with good agreement. This validated benchmark can be added to the list of previously validated benchmarks for Celeris, namely, run-up on a planar beach, wave focusing on a semicircular shoal, and solitary wave run-up on a conical island. 
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