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ABSTRACT

This proceedings contains over 250 papers presented at the
22nd International Conference on Coastal Engineering which
was held in Delft, The Netherlands, July 2-6, 1990. The book is
divided into eight parts: 1) Characteristics of coastal waves and
currents; 2) long waves and storm surges; 3) coastal struc-
tures; 4) the Dutch coast 5) coastal processes and sediment
transport; 6) coastal, estuarine and environmental problems;
7) ship motions; and 8) case studies. The individual papers
include such topics as the sedimentation and beach nourish-
ment. Special emphasis is given to case studies of completed
engineering projects. With the inclusion of both theoretical and
practical information, these papers provide the civil engineer and
related fields with a broad range of information on coastal
engineering.
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Foreword

The 22nd International Conference on Coastal Engineering was held in Delft, The
Netherlands. The 22nd ICCE, like the ones before it, was organized and managed by
volunteers from within The Netherlands representing private, industrial and
governmental contributors. This Conference represented an opportunity to share
scientific and engineering information and provided a forum for interaction with other
engineers and scientists working on similar coastal problems. The time and effort
contributed to the development and organization of cach conference becomes more
complex and difficult as they continue to grow in size and content. The Local
Organizing Committee worked on the planning for this Conference for nearly four
years. All who attended the 22nd ICCE will agree that it was a tremendous success.
The Proceedings of this Conference will represent a major step forward in the field of
coastal engineering.

The chapters in this Proceedings have been preparcd by the authors who were selected
to make presentations at the 22nd International Conference on Coastal Engineering.
The authors were asked to make the presentations and submit the final papers bascd
upon review of the abstracts which were submitted well in advance of the Conference.
The Technical Review Committee included four professionals who are activc in the
field of coastal engincering. One of the members is a representative of the Local
Organizing Committee, a second member was part of the technical program committee
for a previous conference in his country and the other two review members were
selected for their broad understanding and recognition in the field. The papers included
in this volume are eligiblc for discussion in the Journal of the Waterways, Port,
Coastal and Ocean Division of the ASCE. All papcrs are cligible for ASCE awards.

Venues for the upcoming conferences are listed below:

23rd ICCE - Venice, Italy 1992
241th ICCE - Kobe, Japan 1994
25th ICCE - Orlando, FL, USA 1996

26th ICCE - Copenhagen, Denmark 1998

Coastal engineers who would desire to host a future conference in their country should
contact the Secretary of the Coastal Enginecring Research Council to receive informa-
tion about submitting a proposal.

The continuing coordination of the International Confercnces on Coastal Engineering
is through the Coastal Engineering Research Council of the ASCE. The Research
Council began at the instigation of Professor Boris Bakhmeteff who as chairman of the
Research Committee of the Engineering Foundation suggested the formation of the
Council on Wave Research. The Council was established in June 1950 under the
Engineering Foundation.

Subsequently in 1963 the Council was transferred from the Foundation to the ASCE



and was renamed the Coastal Engineering Research Council which better described its
expanded function.

Members of the Foundation and subsequently members of the Council recognized that
coastal engineering problems required broad based research to better define the coastal
and ocean phenomena with which they dealt. The Foundation felt that it was important
that all disciplines working in the coastal area should have an opportunity and be
encouraged to communicate with one another through the mechanism of interdiscipli-
nary conferences.

The first conference was held in Long Beach, CA in 1950. The papers which were
delivered at that conference were published and became the first coastal engineering
conference Proceedings. Although the conferences began with a national focus they
quickly became international in scope. After planning and conducting 22 conferences
on coastal engineering the Series has been established as the principal conference on
coastal engineering in the world. Contributors to the conference represent nearly all
coastal nations and the numbers of abstracts which are submitted for consideration are
generally twice as large as the available opportunity for presentations. The Proceed-
ings of the conferences are all available from the ASCE.

Billy L. Edge, Secretary
Coastal Engineering Research Council, ASCE
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OPENING ADDRESS

His Royal Highness Prince Claus of the Netherlands

Mr. Chairman, Ladies and Gentlemen,

It is a great pleasure for me, to be able to speak to you this
morning on the occasion of your 22nd International Conference on
Coastal Engineering.

You have chosen to hold your conference in a place where the
important and fascinating field of Coastal Engineering, in which you
are all involved, is particularly significant. Not only would the
land we are now standing on still be under water were it not for
coastal engineering, but the Faculty of Civil Engineering here at
Delft University of Technology is an important centre of education
and research in this field.

In Roman times, this area was described as an inhospitable land,
lying just above sea level, subject to flooding during storms and
sparsely inhabited by a few miserable folk. In the centuries that
followed, however, these miserable folk succeeded in forcing back
the sea and turning the low-lying land into an area suitable for
long~term habitation.

This enormous task could not have been achieved without a joint
effort. The awareness of this need to work together grew naturally
among the people, and they chose leaders from amongst themselves to
coordinate and direct their activities. This was possible, because
the members of the community were directly involved, were aware that
they had a personal interest in good communal water management in
the area in which they lived, and were prepared to contribute to it
in any way they could.

These principles of a personal interest, an individual contri-
bution (both financially and in terms of labour), and an involvement
in the decision-making process, formed the basis of the structures
of cooperation which arose. The water authority which, as a result,
was established on a formal basis in the Delft area more than 700
years ago, was actually the first democratic institution in the
Netherlands. Some people even claim that this foundation of our
first administrative institutions on democratic principles, was an
absolute precondition for the establishment and survival of our
country. Democracy, as it were, flowed into the Netherlands along
with the water.
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Although solutions developed in the Netherlands, cannot neces-

sarily be applied wholesale in other countries, it is true that
similar organisations for good coastal management, are required in
other low-~lying areas which are threatened by the sea. In the giving
of aid to coastal defence programmes, this institutional aspect,
which provides a solid base for coastal defence in society, should
receive sufficient attention. '
Unfortunately, this is not always the case. On the other hand, one
example of this approach being wused successfully, is the Beach
Protection Authority Queensland in Australia, which was set up along
the lines of the Schieland Water Authority in the Province of South
Holland.

Ladies and Gentlemen,

It may seem strange that people should choose to live in such a
low-1lying and vulnerable area, but this is by no means a purely
Dutch phenomenon. People have settled in low-lying areas all over
the world, since these generally have very fertile soil, and the
water facilitates transport and communications, which in turn pro-
mote trade and industry. And of course, fish are readily available
as a welcome supplement to the daily diet. This then is the reason
why your field of interest is so important for these coastal areas,
and has always received a great deal of well-earned interest.

Of course, the fight against the sea has always been a process
of trial and error, but one in which a considerable pool of know-
ledge has slowly but surely been built up concerning the relation-
ship between those factors which present a threat - such as waves
and currents - and the behaviour of the coast itself. Throughout the
world, this knowledge acquired from centuries of practice represen-
ted the first humble beginnings of the science of coastal enginee-
ring.

This process, of course, went hand in hand with all kinds of
other technical developments. A good example of this, was the use of
windmills here in the Netherlands to control the water level in the
polders. Windmills had already been in use for some time, particu-
larly around the Meditterranean Sea, but the most important innova-
tion in the Netherlands was the development of the mill with the
revolving cap. The wind blows in all directions in this country, so
this innovation increased the productivity of the mills considera-
bly. The oldest surviving record of mills of this type being built
dates from 1408, and refers to mills in Gouda and Alkmaar. These
mills, many examples of which can still be seen in the Netherlands,
also played another important role, namely in the development of our
crafts and industry. Windwills were used not only, for example, for
the grinding of grain and spices, but also to provide power for the
mechanical sawing of the wood used to build ships. This enabled the
Netherlands to strengthen its position as a shipbuilding nation and
to establish itself as a prosperous seafaring and trading power in
the seventeenth century. Clearly, the Netherlands and other similar
areas have much reason to be grateful to the sea and the wind. We
have an expression here in the Netherlands, "van de wind kun je niet
leven", which literally means "you cannot live from the wind". I
have no idea where it comes from, but it certainly does not apply to
the mill operators.
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Ladies and Gentlemen,

The first time science really took a hand in your branch of
hydraulic engineering in the Netherlands, was in the enclosure of
the Zuider Zee. The decision to undertake this ambitious project was
prompted by the great floods of 1916, during which large areas
around the Zuider Zee were under water. One of the civil engineers
who devoted himself to the project and drew up carefully considered
plans for the dam, was Dr. Cornelis Lely. As Minister of Transport
and Public Works at the time, he introduced the Bill proposing the
project into Parliament and successfully defended it.

In order to investigate the possible effects of the enclosure on
the water levels and currents in the Waddenzee and the adjoining
part of the North Sea, the Netherlands Department of Public Works
called in Dr. Hendrik Antoon Lorentz, theoretical physicist, Nobel
Prize winner and professor at the University of Leiden. Professor
Lorentz had not previously worked in this field of applied fluid
mechanics, but he was a brilliant fundamental scientist with a great
interest in technology, making him the perfect man to solve the
problem - an excellent example of the symbiosis of science and tech-
nology. He also had the young engineer Johannes Thijsse, assisting
him, who combined intuition and technical insight with a fine scien-
tific mind. It can be said that Professor Thijsse took over from
Professor Lorentz as the torchbearer, promoting this scientific
approach to hydraulic engineering. He was in a position to do this
as director of the Delft Hydraulics Laboratory and as a Professor at
Delft University of Technology, training a whole generation of engi-
neers to pave the way for the second great challenge for the science
of coastal engineering in the Netherlands, the development and
implementation of the Delta Project.

This project - a reaction to the disastrous floods in Zeeland in
1953 - entailed the building of a series of dams in the delta area
in the southwest of the Netherlands, rendering the coastline conti-
nuous, and 1in particular, the construction of the storm surge bar-
rier in the Eastern Scheldt. The Delta Project practically guaran-
tees this previously vulnerable area against flooding. I was pleased
to see that your programme for the conference includes a visit to
the storm surge barrier. This barrier across the Eastern Scheldt,
which can be opened and closed as the situation demands, was the
perfect solution to the conflict which arose between the need for a
permanent dam to protect this coast, and the desire to preserve the
natural environment behind the dam. The movable barrier represents
the successful reconciliation of the technological requirements with
other interests, for example, those of the biological environment.
This remarkable construction could never have been completed,
without the contributions of many other scientific disciplines.

The latest product of this line of development in coastal pro-
tection in the Netherlands, is the Coastal Genesis Project, which
was set up to study the origins and evolution of our sandy coast-
line, with the aim of making reliable predictions for the future.
The results of this study will be presented in detail at this confe-
rence.
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Coastal management in the Netherlands, like that of many other
plans and policy proposals, is set within the now well-known frame-
work of "sustainable development". The findings of the Genesis Pro-
ject, prompted the Netherlands Government to decide on a coastal
policy for the future based on preserving the present coastline, but
doing so in a responsible and intelligent way. Not, therefore, a
policy of large-scale intervention with grand projects and no ex-
pense spared, but more what might be considered a typically Dutch
approach, allowing the sea - or nature, if you like - to work for us
where it is necessary to defend ourselves against her power. Or, as
Andries Vierlingh, the first engineer to build coastal and dyke
defences systematically in the Netherlands, put it as long ago as
1560, to entice the water to follow the desired course by using
"gentle persuasion".

Nature, the earth on which we live, is our host. If we treat her
with care and respect, we shall achieve our aims more often and with
better results.

Ladies and Gentlemen,

I remember once, years ago when I was living and working in Ivory
Coast, being taken to the Canal du Vridi, the approach channel to
the port of Abidjan. A relatively short mole had been built there,
together with a specially shaped approach channel. I was told that
this design directed the sand, which was driven along the coast by
the strong current generated by the waves, in such a way as to depo-
sit it with great precision in a canyon in the seabed, the
sans fond". "Ah, ce sont les Hollandais qui ont trouvé la solution"
said my African friend. As I discovered later, upon my first visit
to Delft, it had been devised by Professor Thijsse and by Chief
Engineer Jan Schijf of the Delft Hydraulics Laboratory. This was, of
course, an intervention in nature, but one which took as great
advantage as possible of the natural forces present, rather than
tackling them head on. We have another saying in the Netherlands
"Wie tegen de wind spuwt, krijgt een vuile baard", which means "If
you spit into the wind, you will get a dirty beard".

With both small and large scale projects, it is often possible to
fall back on more traditional or locally developed techniques, if
the circumstances call for this. For example, in 1985, when the Feni
river in Bangladesh had to be dammed as part of the large Muhuri
irrigation project, (a joint Bangladeshi, Canadian, World Bank and
Dutch endeavour), the decision was made by the project managers, to
use traditional - age old - highly labour intensive techniques of
dyke building, using fascine matresses and bags of clay. One million
bags, put into place by fifteen thousand workers, were required to
complete the dam. This great mobilisation of people and materials,
was excellently organised by local Bangladeshi contractors. With the
exception of modern geo-textiles, the fascine matresses which were
used to protect the river bed, were made entirely according to tra-
ditional methods.

The Dutch are, of course, not the only ones who are involved in the
field of coastal defence. It is no coincidence that these conferen-
ces were originally organised by the United States, with their long
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tradition of coastal defence projects on both the Atlantic and Paci-
fic coasts. And a number of other countries, whose representatives
are present here, have also won their spurs in this field.

All of you here have one thing in common, you devote yourselves to
defending the land against the sea. Often our friend and ally, the
sea is a formidable enemy when she is seen as a threat to the land
or to man. This tends to lead a belief in the maxim "safety first".
Yet, as you are all aware, the concepts of safety and protection
must be applied in a sensible and responsible way. We should not
only protect densely populated areas, but also the environmment - for
example, the wetlands and the tidal forests which are so important
for our animal and plant life. And when we inevitably have to sacri-
fice a wvaluable natural area for reasons of safety, or indeed for
economic development, we should only do it after very careful consi-
deration and see to it that the lost area is replaced somewhere
else, If this is not possible, then let use strive to leave irrepla-
ceable natural areas alone.

Just how much attention can and should be given to the protec-
tion of the environment 1is a difficult question to answer. The
Netherlands gives a great deal of attention to the protection of
both the population and the environment behind the Eastern Scheldt
Barrier. Under normal circumstances, the storm surge barrier is
open, allowing the water to flow freely and thereby maintaining the
natural tidal environment. It is only closed when there is threat of
a storm surge, to protect the hinterland. By taking into account the
requirements of the environment, as well as the safety aspects, the
costs of the project more or less doubled. The results were, how-
ever, that the technology applied enabled a particularly wvaluable
ecosystem to be preserved, and new methods to be developed which can
be employed in other parts of the world. As a matter of fact, the
costs involved in coastal defence in general in the Netherlands are
not high, relatively speaking, and can fortunately be borne by the
community without causing undue problems.

However, the message which should be accepted by all coastal
engineers at this time, is that they are the guardians of our extre-
mely precious and vulnerable coastal areas. In fulfilling this task,
they will often have to let the sea have its way to some extent, as
in the case of the dune coast in the Netherlands. Dune erosion due
to storms, such as we have experienced in the Netherlands in the
past few months, need not be a cause for alarm, as long as it re-
mains within the predicted and tolerable limits.

Ladies and Gentlemen,

The question of rising sea levels as a result of global warming
also inevitably comes to mind here. Although it is by no,means cer-
tain, let alone proven, that sea levels are actually rising, we can-
not afford to ignore the possibility. The precautionary principle
also applies here. It would be foolish to wait until we know exactly
how much of a threat exists, because by then it may already be too
late to do anything about it. Uncertainty is no reason for compla-
cency. The costs of doing nothing could prove in the long run to be
far higher than the costs of taking adequate action immediately. We
should therefore not only be alert, but should also make immediate
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plans for the taking of countermeasures. The area around here would
of course be directly affected by any rise in sea level. The Public
Works Department has already carried out a preliminary study, which
indicates that the most probable expected rise, of between sixty and
eighty centimetres in the next one hundred years, would present the
Netherlands with no insurmountable problems. A rise of these propor-
tions could, however, have disastrous consequences in other areas of
the world. Thorough investigation should therefore be carried out in
these areas into possible solutions. I am thinking here in particu-
lar of the Maldive Islands and the great river deltas, such as those
of the Nile in Egypt and the Ganges and Brahmaputra in Bangladesh.
It is quite possible that traditional Dutch methods could be applied
in some of these areas. Relatively simple constructions, such as
training moles, could be used to try and change current and wave
patterns in such a way, that sand and silt would be deposited in the
threatened areas. As I mentioned before, the secret is to wuse the
gentle touch to influence nature and encourage her to work together
with man.

Simply thinking about countermeasures is not enough, however.
The causes of the problem have to be identified and tackled. Growing
trees that are resistant to acid rain is not a solution, any more
than it is desirable that people should eventually be born with web-
bed feet as a solution to rising sea levels.

"State of the art” technology and the current possibilities it
offers in coastal engineering, are undoubtedly impressive, but a
great deal of research and study is still necessary if we are to
tackle the challenges we are now faced with. That is why I believe
that it is important for the latest developments in your field to be
discussed regularly. These biennial International Coastal Enginee-
ring Conferences have proved to be an excellent forum for such dis-
cussions over the past forty years.

I wish you all a good reference, with searching and fruitful
discussions, and it is with pleasure that I hereby declare the
twenty-second International Coastal Engineering Conference open.

Thank you.



RETHINKING OUR ROLE IN COASTAL ZONE DEVELOPMENT

*
J.E. Prins

Your Royal Highness, Mr. Chairman, Ladies and Gentlemen,

For the twenty-second time the International Conference on Coas-

tal Engineering is ready to start. The first Conference was the one
in Long Beach, 40 years ago! I hope you noticed that it is your 8th
Lustrum today! Congratulations!
There is something special in consistency. Those things in life that
for sure are there and give anchorage. The regular participants
share the same past experiences and have the same anticipations of
seeing each other back next time. The world events pass by, but
there is something to hang on to: ICCE, the International Conference
on Coastal Engineering. And, for sure, at the Conferences we do meet
many of our friends in the profession and beyond that, between many
families personal friendships for life have grown.

40 years of Coastal Engineering Conferences is quite a conside-
rable time, but there are institutions that go back in time much
further. Take for instance ICES, the International Council for the
Exploration of the Sea, dating from July 22, 1902. Once an older
colleague told me how back in the thirties delegates of ICES went to
Reykjavik on Iceland by ship to attend their meeting. And even in
1955 1 went to the United States sailing by the flagship of the
Holland-America line, the New Amsterdam, to enjoy a Fulbright scho-
larship. But shortly after, in 1957, I crossed the Atlantic by plane
to be at the 6th ICCE in Miami, Florida.

Today we fly Amsterdam-Los Angeles and back for a day s meeting with
cabin luggage only, in order not to let our break cost too much
time.

Why am I telling this to you? Well, I wanted to illustrate that
society changes with time, not only because of technological deve-
lopment, but also because of change of mentality. Those changes can
go rather fast and obviously are rather unpredictable in view of the
time frame. Extending the example with reference to shipping: the
Queen Elisabeth II was ordered in 1965 to become a liner for regular
services between the UK and the USA. After completion in 1969, four
years later, it rather immediately was engaged in tourist cruises.
The big liners were history.

*
Former General Director DELFT HYDRAULICS, The Netherlands
Secretary General International Association for Hydraulic Research
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Apart from gradual or obvious changes we may encounter surprises of
physical, ecological, social, economic or political nature, such as
the cyclone that hit Bangladesh in 1970 and caused the death of
300,000 people; recently the death, due to a virus infection, of 60%
of the seals in the North Sea within a year’'s time; the illness
AIDS, for which there is no remedy yet; the oil crisis in 1973 and
the political landslides of today. Such changes call for fundamental
adaptations, heavily bearing upon the societal structure.

It is about the changes with time and how these effect our coastal
engineering profession, that I wanted to dwell on with you for a
while, rethipking our role in coastal zone development. In fact His
Royal Highness did so already and gave us a bird s-eye view of the
developments from Roman times to the present. I will in addition to
that cover more explicitely our individual position as it stands
today and has to develop.

As T mentioned before, the ICCE is a constant factor in life. It
rather strictly maintains its character as a meeting place for dis-
cussing sciences and technologies related to engineering aspects.
But it is quite clear, as was pointedly indicated by His Royal
Highness, that the context within which coastal engineering per-
forms, shows changes over the years and will change in the future.
Thus thrusting continuously upon the coastal engineer different
demands of positioning himself in the creative processes in which
coastal engineering is incorporated.

Saying this I express that coastal engineering cannot be exercised
in isolation and it is necessary that the coastal engineer should be
aware of that and plan accordingly. How can we anticipate on this?

In the course of the second half of this century, which means

for the last 40 years, the structure of thinking has changed tremen-
dously and with it the range of our responsibility for the deeds we
perform; that is to say, today we are held responsible for the over-
all impact of our deeds even when the deeds in themselves are legal.
I would call this moral engagement our "extended responsibility".
In coastal engineering we are dealing with projects and processes
with very large time scales - from decades to centuries - and we
really saddle our descendants with our produce. So it is a must to
incorporate the appreciation that future generations will have for
our coastal works. For that reason it is of interest to try to ana-
lyse how thinking developed over time and to see what that means for
the future.

One observation before starting this exercise. Of course, I was
much interested which audience I was going to address. From the list
of presentations it is evident that you, my audience, predominantly
consist of scientists, researchers and engineers dealing with the
physical environment, primarily with the aim to understand processes
in order to control, to reshape or to maintain a physical condition,
either related to nature itself or related to man-made works.

I found only a few contributions that link up with conceptual think-
ing at large. Say, with a very liberal interpretation, some 8%.

Moreover, the nature of this type of congresses is such that there
is not much of a formal synthesis on the ten subjects you are going
to deal with, although there will be in-depth discussions, particu-
larly in the social hours. This makes the congress result in quite
an individual experience. And regardless of the huge capital of
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brains united here in this auditorium the follow-up action due to a
joint effort will be absent. This - to my view - "lost opportunity"
much engages me as it is an imperfection of many congresses, but
difficult to overcome. I will return to this later.

Coming back to the analysis of developments in thinking, I want
to explore with you in what kind of framework our thinking operates.
As I noted already, since the middle of this century, the framework
has changed considerably and logically will change in the future. Of
course, we can do much to that change and guide it towards a desi-
rable direction.

There is the big question on how far we can and should relate our
specific task as coastal engineer to the broad context in which we
work. And how broad do we go?

Generally speaking, at the beginning of this century technical mat-
ters got a very direct approach. Once the decision makers had deci-
ded to go for a project, the engineers performed their job straight-
forwardly in producing a technically sound solution within the boun-
daries of their available know-how. Today there is a definite inter-
play between the various actors in a project.

For thinking in a broad context I will distinguish four impor-
tant components in the structure of thinking. They are:
*» the scale of time,
e the scale of space,
« the extended responsibility and
e the knowledge base.

I had better give you an example of what I mean and you can
assimilate your own examples with it.
I will wuse the sealing off of the Zuider Zee from the North Sea
(Figure 1 and 2). This project is known to you in the meantime
through the reference His Royal Highness made to it, because of the
pronounced role science played there. This undertaking has a long
history through which I can illustrate the gradual growth of the
time and space dimensions in the project induced by technological
and scientific development, the knowledge base.

The long coastline of the Zuider Zee encountered many threats
from storm surges. When a storm surge occurred in the North Sea the
inflowing water was swept up anew in the shallow Zuider Zee. In 1667
already, Hendric Stevin suggested to separate the Zuider Zee from
the North Sea and reclaim land. He was inspired by the many polders
that were created at that time as investment projects of the rich
merchants of the 17th century. It is obvious that the scientific
level and the technical means at that time were insufficient to exe-
cute such a huge work that even today would need mobilization of
advanced design capabilities, equipment and organization.

Only after the stormsurge of 1825 a well thought-out plan was laun-
ched in 1849. It proved to be too ambitious and was followed by a
more modest approach (Figure 3), which got a legal status in 1877,
but was abandoned again. Fortunately, as the plan - by ignorance -
did not consider the effects of change in resonance characteristics
of the remaining basin - becoming in length about one quarter wave-
length! - which would have augmented the stormsurge levels along the
new dikes and remaining coastlines by 1 to 2 meters! The 1891 plans
of Lely (figure 4) did incorporate increase of the tidal amplitude,
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Figure 1 Zuider Zee, Figure 2 Zuider Zee of today
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but they could not be calculated and were mere guesses. Only in the
nineteen-twenties the physicist and Nobel Prize winner, Lorentz,
managed to perform sufficiently accurate calculations. However, we
may note that in 1891 the relative upward movement of the mean sea
level due to tectonic movement of the earth crust was taken care of.
So, we see the space and time dimensions gradually entering the con-
cept of thinking thanks to a growing knowledge base.

After the severe stormsurge of 1916, the Law of 1918 officially set-
tles the closing off and reclamation of the Zuider Zee. The Law also
allows for the execution of technical works in the interest of safe-
ty, water management and navigation, in those cases where there
would be adverse effects due to the closing. Aggrieved parties can
call on the government.

It should be noted that the drastic change of the ecological

system of this 4000 km? large sea, that would turn into a freshwater
lake and reclaimed land, and a possible impact on the Wadden Sea
area due to the changed flow regime and tidal range, was not refer-
red to at all. The disappearance of herring and anchovy was incorpo-
rated in the project as a matter of course and only the loss of eco-
nomic value was compensated financially to the fishermen.
I could not trace whether at that time there was something present
in the sense of a feeling of extended responsibility in the minds of
the scientists and coastal engineers. The historical words spoken by
the president of the combined contractors on the very site just af-
ter closing to the Minister of Public Works, expressed only pride!:
"Exﬁellency, we have completed your order. The Zuider Zee is closed
off".

Today it 1is out of the question that the Wadden Sea would be
closed off from the North Sea, although it is technically logic and
practically possible....... Why?

Well, in the second half of this century many factors did change our

way of thinking:

- I remember that in the fifties, in the Royal Institution of Engi-
neers, we were formulating a code of ethics - like medical doctors
have their Hippocratic ocath. This committed the engineer to a
broader responsibility than the mere technical features.

- In the seventies we enter global thinking initiated by the Report
for the Club of Rome by Dennis L. Meadows (1972), who at that time
presented his views on the Limits to Growth in this same audito-
rium.

-~ Writing scenarios becomes "en vogue".

~ At the same time we enter the era of thinking in systems, recogni-
zing interrelations. As a consequence systems approach and policy
analysis emerge. The computer makes interrelations manageable and
provides easy generation of alternative solutions, optimization,
sensitivity analysis, etc.

- Also, technological development brings us informatics and extre-
mely accurate detection methods revealing ruthlessly the presence
of toxics in our environment.

- Public opinion becomes an ingredient in decision making.

- In the design of large coastal engineering works a new formula is
applied by introducing probabilistics as a philosophy for safety.

- In 1987 the Brundtland Report was issued under the stirring title
"Oour Common Future".
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In the nineties the keyword will be sustainable development, defined
as development that meets the needs of the present without compromi-
sing the ability of future generations to meet their own needs (Our
Common Future, 1987, page 43).

For us, coastal engineers, this mission was nicely framed by His
Royal Highness by calling on us to act as prudent guardians of the
precious and vulnerable coastal zone.

Our framework of thinking has been shaken up:

*» Qur time dimension changed from short term to long term

« Our space dimension went beyond that of the locality into the glo-
bal sphere

» The extended responsibility forces us to integrate our own exper-
tise in the multidisciplinary system of which our project is part

+ The knowledge base seems to set the limitations on this "libera-
tion" of mind.

It 1is interesting how much this - somewhat abstracted - picture

fits activities in coastal engineering. It is a fact that the coas-
tal zone, including the deltas, is the most intensively used area of
our planet, providing many vital functions for our society. It is
expected that in 2000 about 80% of mankind is living in this area.
With this in mind sea level rise is more catastrophic than at first
sight. It will be a real global threat. And we might add to this
that the following hypothesis considerably contributes to the impor-
tance of the coastal zone:
When climate change developes, most likely the coastal zones are
less affected than the central areas of the continents and act as a
basis for continuity. This poses a great value on the coastal zones
and the coastal zone resources derived from it - on land and water.
This throws a new light on coastal zone development in view of ta-
king note of scale of time, extended responsibility and knowledge
base.

Here the Lkeyword sustainable development is particulary on its
place; seen in the light of both physical and ecological processes.

In the context of thinking given above, we have to try to find
ourselves back as the individual, or the alliance of individuals,
that is held responsible for his produce.

The reality is that we, as scientists, researchers and engineers in
coastal engineering have - because of our specialization - a speci-
fic task that demands priority. At the same time we have to acknow-
ledge that our produce is part of a system in which it has to func-
tion - in coastal engineering for decades or centuries - and has to
match the environment at large.

To indicate an individual position we might use the STEM diagram
(Figure 5).

Some 15 years ago MIT applied this kind of approach for the diffe-
rent kind of engineers they wanted to deliver. Also, for continuing
education it is helpful. But above all we might check our own place
in the diagram and that of the counterparts with whom we communi-
cate. Science, technology, engineering and management are related to
their orientations, which are subject, product and control orienta-
tion. The shaded areas show the main position of the respective
actions., In a career a person might even cross the complete matrix
along the diagonal.
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orientation | gybject product control
action orientated | orientated | orientated
science

(knowledge)

technology
(tools)

engineering
(workplan)

management

(master plan)

Figure 5 STEM diagram

Knowledge generation is very essential as the knowledge base is
determinative for the quality of decisions. This does not mean that
created knowledge automatically is implemented. Communication along
the diagonal to adjust to application is required.

This brings me back to congresses where, as I said some minutes

ago, a capital of brains is united. Communication is the major agent
for effectiveness. A congress with only scientists and researchers
asks for presentations directed towards what I call: horizontal
exchange - one is speaking essentially the same language, but there
may be use of different jargon, considering the various disciplines
(we stay within the top left boxes).
A congress where scientists want to communicate with managers, c.q.
decision makers, asks for a different type of presentations directed
towards what I call: vertical exchange - application oriented and
users friendly language (we go from top left to bottom right).
Awareness for this aspect is important for congress organizers and
participants, and would facilitate to conclude congresses with per-
tinent conclusions and recommendations. This is as you know my great
wish.

The above might also lead to a review of what is going on in the
related congress world. The ICCE, the IAHR (International Associa-
tion for Hydraulic Research), the PIANC (Permanent International
Association of Navigation Congresses), the COPEDEC (Int. Conference
on Coastal and Port Engineering in Developing Countries), the ECOR
(Engineering Committee on QOceanic Resources) and SCOR (Scientific
Committee on Oceanic Research), all have their own identity but they
definitely show overlap too.

When I am going to summarize I like to do that with another
example, that of integrated coastal zone policy.
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You will appreciate that from the "solo"—conception from a century
ago we have entered the era of the "long-term thinking in interrela-
tions" - conception. We are looking at the system at large with its
physical, ecological, social, economic, and political components.

You could visualize the
structure by considering a Lo

successive support system

(Figure 6). The physical system at large

foundation supports the eco- i

logical system that provides political system 22

living conditions for the :
«<TEEE>

ecological gystem

social system - nature, ha-
bitat and food. The social
system creates the cultural g
values. The economic system
secures the distribution of
resources and the political physical foundation g
system provides the forum :
for decisions.

For an integrated coastal
zone policy the coastal en-
gineering fits in at the
physical basis of the system
at large and its knowledge Figure 6 Successive support system
base is fundamental for the as base for integrated
result a coastal zone policy coastal zone policy

can produce.

Integrated coastal 2zone resources management has got intensive
attention in the Netherlands and progressed into a scientifically
based action thanks to the joint effort of the Public Works Depart-
ment, Delft Hydraulics and the International Federation of Institu-
tes for Advanced Study -~ IFIAS. Through the channels of IFIAS and
Delft Hydraulics the principles could be and are disseminated to
various places in the world.

In the Netherlands the politician Ronald Waterman has presented pro-
posals for integrated projects along the Dutch coast, extending into
the sea and serving various functions. For instance a considerable
extension of the coastal area between Hook of Holland and Scheve-
ningen has been proposed by him (Figure 7). By considering all func-
tions, including "nature", that are performed in society he adapts
the extended area to the relevant functions of the area by optimi-
zing them in relation to the existing coastal zone. He eventually
ends up with an economically feasible project.

COastsl  angineet ™

Of interest to the coastal engineers is that the extended coas-
tal area would maintain itself at long term, predominantly by natu-
ral morphological processes. Hence Waterman's expressive catchword:
Building with nature. For smaller projects intelligent use of the
forces and materials of nature has proved profitable. In the large
scale projects, however, the long term prediction of the topography
due to currents, waves, wind and vegetation is a real challenge for
the coastal engineering profession. The Kansai international airport
and the Aeropolis coastal development project in Osaka Prefecture is
another product of an integrated coastal policy.
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For this type of multi-functional coastal extensions we are dis-
cussing here, the advice given by the coastal engineers are determi-
native for the economics of the project. The responsibility going
together with the advice is extremely large, as such an advice
should incorporate long term considerations, such as sustainable
development, sensitivity to climate change and sea level rise. Large
size projects of this kind tend to "technology venturing” where the
risk-taking has to be defined beforehand. They are, in particular,
apt for a probabilistic approach.

Figure 7 Plan for integrated coastal zone development by Ronald
Waterman

Research projects such as the Coastal Genesis Project are a fun-

damental need for long~term extrapolations. You will certainly hear
about it this week.
And let me also mention here with much joy the Marine Science &
Technology Programme of the European Commission. This MAST programme
shortly starts its first phase with a budget of 50 M$, whereof about
10 M$ is allocated for the coastal engineering component.

The importance of the coastal zone for the -rapidly increasing-
world population is evident and it is crucial to safeguard its opti-
mum outturn at long-term through sound coastal zone management. As
coastal engineering is absolutely determinative for sound management
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the coastal engineers might internationally intensify the coordina-
tion of education, research and transfer in the domain of coastal
engineering. There 1is a need for creating worldwide awareness and
giving directives. The ingredients are there! You only have to unite
them. The coastal engineers should be the promotors, they are the
people having the ability to control the physical system and bring
into effect sustainable development, including terrestrial and water
quality aspects.

Overlooking the position of the coastal engineer, including his
colleagues in science and research, I conclude that for the coastal
engineer thinking in large time and space scales is a necessity.
Extending his knowledge base is fundamental in view of the determi-
native role coastal engineering plays and increasingly has to play.
Exercising a fair deal of extended responsibility will be needed to
assure that the coastal engineer is a good, and above all, wanted
partner in integrated coastal zone management.

Let me close my lecture with this little story:

Ten years ago I had a serious discussion with the Public Works
Department to finance research projects to deepen the understanding
of the processes in and along the North Sea. They told me that for
their policy decisions the available knowledge base was sufficient.
I asked them whether they would be able to do their job with the
knowledge of ten years ago. The answer was no. I am convinced that
also today the answer is no when we refer to 1980 and ten years from
now, in 2000, the answer will be no again referring to 1990. And
that gives the meaning to this conference where we check the state-
of-the-art and try to find the deficiencies to get them compensated
- to ensure progress.

I wish you a fruitful Conference.






CHAPTER 1

Distribution Function Fitting for Storm Wave Data
Yoshimi Goda! and Koji Kobune?
Abstract

New objective criteria are established for rejecting
unfitting distribution functions to a sample of extreme wave
data. Another criterion is also introduced to select the best
fitting function among the eligible ones. Application of these
criteria to storm wave data around Japan 1indicates a possibi-
lity of identifying the parent distributions for the regional
population of storm wave data.

Introduction

Selection of design wave height is generally made on he
basis of storm wave data fitting to some model distribution
function. Methodology of distribution fitting has been dis-
cussed by many people including Goda [1988], and various tech-
niques are used in design processes. However, selection of
the distribution function for a given set of wave data among
several candidates is still left to subjective judgment of a
wave analyst or design engineer. Although the correlation co-
efficient Dbetween the extremal wave height and its reduced
variate provides a measure of the degree of fitting, there is
no guarantee that the best fitting distribution represents the
true distribution of storm waves. The bootstrap technique as
applied for storm wave data by Rossouw [1988] and Andrew and
Hemsley [1990] provides an alternative means for distribution
function selection, but it is not effective enough for distin-
guishing the true distribution from other candidate functions.

The first step to find the true distribution is to estab-
lish sound criteria by which inappropriate candidate functions
can be rejected from distribution fitting to a given set of
wave data. Application of such rejection criteria to a number

! Prof., Yokohama National Univ., Dept.Civil Engg., Hodogaya-
Ku, Yokohama 240, Japan, M. ASCE.

¢ Dr. Eng., Chief, Marine Obs. Lab., Marine Hydrodyn.Div., Port
and Harbour Res.Inst., Nagase, Yokosuka 239, Japan.
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of storm wave data sets within a particular region would yield
an indication of the parent distribution pertinent to that
region. The present paper describes the derivation of such
rejection criteria based on the Monte Carlo simulation as well
as a best-fitting criterion for the case of the least square
method application. Examination of storm wave data around
Japan with the newly derived rejection criteria indicates
existence of regional parent distributions as discussed in the
last part of this paper.

Candidate Distribution Functions and Plotting Position
Formulas

The distribution functions examined herein are the Fisher-
Tippett type I and IO (hereafter denoted as FT-I and FT-1)
and the Weibull distribution of the following form:

FT-1 : F (x) = exp{-exp[-(x —F)/4 ]} (H

FT-0 : 7 (x) exp{-[14+ (x — B )/kA] %}
k= 2.5, 3.33, 5.0, and 10.0 (2)

Weibull: F (x ) =1 - exp{-[(x —B)/4 1% }
:k=0.75 1.0, 1.4, and 2.0 (3)

where F (x ) denotes the distribution function of extreme data
x, and A4, B, and k£ are the scale, location, and shape parame-
ters, respectively. The fixing of the shape parameter £ of the
Weibull distribution at the four values above 1is due to Goda
[1988]. The functional form of the FT-I distribution is so
selected to make i1t asymptotically approach to FT-1 as &
—00, It is essentially same as the generalized extremal
distribution by Jenkinson [1955]. The shape parameter £ for
FT-T is so set that 1/k would linearly increase from 0.1 to
0.4. In addition to the above distributions, the two-parameter
log-normal distribution is also examined.

The present paper employs the least square method for pa-
rameter estimation for a sample of storm wave data, because of
its simple algorithms, adaptability to censored data, and
well-established information on confidence intervals of return
wave heights based on a Monte Carlo simulation study (Goda
1988). The choice of the plotting position then Dbecomes
crucial to yield wunbiased estimates of return wave heights.
The unbiased plotting position formulas for the FT-I, Weibull,
and log-normal distributions have been recommended by Goda
[1988]. Another Monte Carlo simulation was carried out by Goda
and Onozawa [1990] for the FT-1 distribution with the sample
size vranging from 10 to 200. For each condition, 10,000
samples were simulated and analyzed. Based on this simulation,
the following plotting position formula has been derived:
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1—0.5%/ 4
9=0. 117k (4)

where #, is an estimate of the non-exceedance probability for
the m-th largest variate, and #, denotes the total number of
storm wave events occurring during the period of data analysis.

The extremal analysis of storm wave data is usually made
for the peak values of individual storms which exceed a cer-
tain threshold value. The number of storm wave data thus col-
lected, #, is less than ¥,. The ratio of ¥ to #» is called
the censoring parameter (Goda 1988) and denoted by v.

Equation (4) becomes same as the Gringorten formula for
the FT-I distribution as 4—>co., According to the simulation
study with the above plotting position formula, the mean value
of return wave height (averaged over 10,000 samples) estimated
at the return period 10 times the sample duration showed a
difference of -2.7% ~+0.3% from the true value, depending on
the sample size and shape parameter. For the shape parameter 4
=5 and 10, the difference was -0.6%~+0.3%.

Confidence Interval of FT-I PDistribution

Another simulation study was carried out to examine the
sample variation of the return value of the FT-I distribu-
tion. Two sets of 10,000 sample runs were analyzed and their
results were averaged. An empirical formula for the standard
deviation of the estimated return value Xx at the return
period £ has been given as (Goda and Onozawa 1990)

o (ke ) = [1 +alye - ¢ +alnv )] 2g /N V% (5)

where v is the censoring parameter defined as ¥ /¥, ¢ . is
the unbiased standard deviation of sample data, a, ¢, and «
are empirical coefficients given by Eq. (8) and Table 1, and yx
is the reduced variate for the return period # expressed by
Eq. (7) below:

a = ar exp{az[In(¥ v */H)]1* — k [In(v/vo)]® (6)

ye = k {-In[1—=1/(L R )] "/*=1} (")

in which A denotes the mean rate, or the average number of
storm events per year.

The senior author (Goda 1988) proposed empirical formulas
for the correction of possible bias in the estimate of return
wave height when the true distribution 1is unknown. He also
presented other formulas to esimate standard errors under the
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Table 1  Empirical Coefficients for The Standard Deviation of
The FT-1 Return Value

Shape Par. a a:z Mo K VYo c o
k=2.5 1,27 0.12 23 0.24 1.34 0.3 2.3
k= 3.33 1.23 0.09 25 0.36 0.66 0.2 1.9
k=15.0 1.34 0.07 35 0.41 0. 45 0.1 1.6
k =10.0 1.48 0.06 60 0. 47 0.34 0 1.4

same situation. In the present paper no proposal is made how-
ever, because it is hoped that the use of new rejection crite-
ria to be discussed below will diminish the possibility of
choosing a distribution other than the true one.

Rejection Criterion Based on OQutlier (DOL Criterion)

Another series of Monte Carlo simulations were carried out
to explore the possibilities of establishing new criteria for
distribution fitting., The sample size was from 10 to 400, the
censoring parameter was set at 0.25, 0.50, and 1.0, and 10,000
sets of simulated data were produeced and analyzed for each
combination of the distribution function, sample size, and
censoring parameter.

In the extremal analysis of wave data, presence of an out-
lier or an abnormally large data often causes a trouble for
analysts in data interpretation and distribution fitting.
However, the outlier <can provide a good measure of sample
deviation from 1ts population. Let x: be the value of largest
data among a sample. Then its magnitude 1s measured with the
following dimensionless deviation & :

§= (xi —x)/s (8)

where x and s are the mean and the standard deviation of sam-
ple data.

In the statistical test of the normality of a sample,
Thompson’s test is sometimes used against its mean value in
comparison with the overall means of many samples. By divid-
ing the data set into a sample composed of the largest data on-
ly and that of remaining data, Thompson’s test can be applied
to the dimensionless deviation &€ . Then, the £ value having
the non-exceedance probability P is approximately given by

g, =T W -Dr N¥2¥:2a:la')] 12 -
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where 7 (1, ¥ —2:a) denotes the /# distribution with the

(1,

N —2) degrees of freedom at the exceedance probability a.

For the largest data x, in a sample with the size ¥ « is
given as 2(1—p ‘77 ),

Analysis of simulated samples from the Normal distribution

has yielded the cumulative distribution of € as shown in
Fig. 1. Simulated data are in agreement with the theory by

Eq.

Dimensionless Deviation of OQutlier, § .,

(9) except for the range of low & value. Difference is
NORMAL DISTRIBUTION
[ I
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— Data

(¥=1.0)

o

Theory
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0 | !
05 1O 1.5 20 25 30 35 40
Dimensionless Deviotion of Largest Dota, §=(x-X)/s

Cumulative Distribution, P(¥)
O
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attributed to the fact that wuse of Thompson’s test for a sin-
gle sample with the constraint of the largest data among the
whole sample is Dbeyond its range of applicability. Thus, the
simulation data rather than theory were used in the following
analysis of cumulative distribution of € wvalue.

If the &€ value of a sample occupies a location at either
the wupper or lower tail of the cumulative & - curve of the
distribution function being tested for fitting, the chance
that the sample belongs to that population 1is slim and the
fitting of that distribution could be rejected. The 5% and 95%
cumulative & values were tentatively chosen as the threshold
values for rejection. These threshold values were obtained
from the simulation data for various sample sizes. Figures 2
and 3 shows examples of such & values for the case of
uncensored samples. These results were formulated into the
following expression:

€ 5%, §asx = a +blnN +c¢ (1nk¥)? (10)

The coefficients a, b, and ¢ have been expressed as the func-
tions of the censoring parameter v for each distribution
function as listed in Tables 2 and 3. The difference between
the estimates of & 5% and € o5« by REq.(10) and the simulation
data was less than 2%.

Fitting of a distribution function to a given sample could
be rejected, if the & value of the sample is either greater
than the € ¢s5% value or less than the § 54 value of that dis-
tribution. This rejection criterion is hereby called the DOL
(Deviation of QutlLier) criterion. Note that the DOL criterion
is applicable to any sample regardless of data fitting methods.

Table 2 Empirical Coefficients for The Lower DOL Criterion £ sx

Distribution Coefficient a Coefficient b Coef. ¢
FTI-T0 (k= 2.5) 1.481—-0.126v t7* -0.331—0.031v? 0.192
FT-1 (k= 3.3) 1. 025 -0.077—0.050p 2 0.143
FT-I (k= 5.0) 0.700-+0.060v * 0.139—0.076v * 0.100
FT-T (4 =10.0) 0.424-+0.088v % 0.329—0.084v 2 0.061
FT- 1 0.257+0.133v 2 0.452—0.118v 2 0.032
Weibull (40.75) 0.534—0.162v 0.277+0.095v 0. 065
Weibull (4 =1.0) 0.308 0.423 0.037
Weibull (& =1.4) 0.192+0.128v 327 0.501-~0. 081y 32 0.018
Weibull (4 =2.0) 0.050+0.182v37% 0.592—0.139v 372 0
Log-normal 0.042+0.270v 0.581—0.217p */2 0
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Table 3 Empirical Coefficients for The Upper DOL Criterion € g¢sx

Distribution Coefficient a Coefficient & Loef. ¢
FT-0 (4 = 2.5) 4.653—1.076v 72 -2.0474+0.307v 12 0.635
FI-0 (4 = 3.3) 3.217—1.216v '/* -0.9034+0.29%4v ' 0.427
FT-0 (4 = 5.0) 0.599—0.038v 2 0.518—0.045v 2 0.210
FT-T (4 =10.0) ~0.371+0.171v 2 1.283-0.133v ? 0. 045
FT~1 -0.579+0. 468 v 1.496—0.227v 2 -0.038

Weibull (4=0.75) | -0.256~10.632v 2 1.269+0.2542 ° 0.037
Weibull (4 =1.0) | -0.682 1.600 -0.045
Weibull (4 =1.4) | -0.548+0.452v 72 1.521—-0.184v -0. 065
Weibull (4 =2.0) |-0.322+0.641v ' 1.414—-0.326 v -0. 069

Log-normal 0.178-+0.740v 1.148—0.480v 472 -0. 035

Rejection Criterion Based on Correlation Coefficient
(REC Criterion)

Rejection of distribution fitting can also be made by
using the absolute value of the correlation coefficient r
between the extremal wave height x, and its reduced variate
Vw. Figure 4 shows examples of the cumulative distribution of
the residue of r from 1, s.e., Ar =1 - r for the case of the
uncensored Weibull distribution with 4 = 1.0, If a sample is
fitted to this distribution and the residue of correlation co-
efficient shows a value located at the wupper tail of cumula-
tive curve corresponding to the size of the sample, then the
fitting of this distribution to that sample should be rejected.
For quantitative analysis, the 95% exceedance value was taken
as the threshold value and analyzed from the simulation data.
Figure 5 shows examples of the variation of A resx with res-
pect to the sample size #. An empirical formulation has been
made for AI’QS% as

A resx = expla + b 1n¥ + ¢ (1o )?] (11)

The coefficients 4, b, and ¢ are expressed as the func-
tions of censoring parameter for each distribution as listed
in Table 4. The difference between the estimates of A rosx by
Eq. (11) and the simulation data was mostly within =+ 3%.

The 95% exceedance value of the residue of correlation co-
efficient can be utilized as a reference for the rejection of
distribution fitting. This is hereby called the REC (REsidue
of Correlation coefficient) criterion. This rejection crite-
rion is introduced primarily for the case of parameter esti-
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Table 4 Empirical Coefficients for A resx in The REC Criterion
Distribution Coefficient a Coefficient & Coef. ¢
FT-T (k= 2.5) ~1.122—0,037v -0.3298+0.0105v 74 0.016
FT-0 (4 =3.3) -1.306-0.105v 272 -0.30014+0.0404v 72 0
FT-0 (4 = 5.0) -1.463—0.107p %72 -0.27164+0.0517v *71 -0.018
FT-10 (& =10.0) -1.490—0.073v -0.2299—0.0099v %72 -0.034
FT-1 -1.444 -0.2733—0.0414v %72 -0.045
Weibull (4=0.75) | -1.473—0.049v°? -0.2181+0.0505v 2 ~0. 041
Weibull (4 =1.0) | -1.433 -0.28679 ~0.044
Weibull (4 =1.4) | -1.3812 -0.3356—0.0449v ~0. 045
Weibull (4 =2.0) | -1.188+0.073v 72 -0.4401—0.0846v 372 -0.039
Log-normal -1.362+0.360v 72 -0.3439—0.2185v 172 -0.035
mation by the least square method, but it can also be applied

to the case of other distribution fitting method after the pa-
rameters have been estimated.

Best Fitting Criterion Based on Correlation Coefficient
(MIR Criterionm)

After rejection of unfitting distribution functions, there
arises the question of choosing the distribution <closest to
the true one. However, the parent distribution of the popula-
tion of storm wave heights iIs unknown at present. When one
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set of extremal wave data at a particular location 1s ana-
lyzed for design purposes, a distribution function which seems
best fitting to the sample is chosen as representative of the
unknown true distribution. The senior author (Goda 1988) pro-
posed to use the absolute value of the correlation coefficient
between the extremal height x. and its reduced variate y. as
the measure of best fitting: 7.e., to choose the distribution
exhibiting the largest value of correlation coefficient.

Examination of the nature of the correlation coefficient,
however, has indicated the fact that its mean value varies
from one distribution to another. Figure 6 shows examples of
the mean residual values of correlation coefficient Armean of
various distribution functions against the sample size M
The distribution with a long tail such as the Weibull with 4 =
0.75 yields a relatively low value or a large residual value
of the correlation coefficient. 1t is therefore not fair to
compare the degree of fitting of various distributions to a
sample by means of the absolu-

g TTT T ;
E oosEf o il I Ij te value of correlation coef-
R Uncensored Datoa | ficient alone.
T
g - —
£ 002 ‘iél.o L R A L B e
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Zo - ]
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g o » k=20 N g = * k=20 |
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5 0002 X Log - Normol N 'é x L-N ]
D 5 [~ —
= | | | 1 C o | 50 Ll 1
0,00} — bl A
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Sample Size, N Ratio of Residuol Carrelation Coef., Ar/Afmean
Fig.6 Examples of A rncan Fig.7 Cumulative distribu-

versus M tion of Ar//Armcan.

Differences in the absolute magnitudes of A r among vari-
ous distributions become insignificant, however, when their
ratio to the respective mean values are compared. Figure 7
gives such an example, showing the cumulative distribution of
Ar//Arwe.n for the case of censored data with the sample
size ¥ = 40. Thus it is hereby proposed to employ the ratio
Ar/A rme.n as the measure of best fitting and adopt the dis-
tribution which shows the minimum value of this ratio. This is
called the MIR (MInimum Ratio of residual correlation coeffi-
cient) criterion for best fitting., It will be found in actual
data analysis however that the MIR criterion is satisfied by
most of distributions which show the largest correlation coef-
ficient among various candidate functions.
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The MIR criterion requires the formulation of A rwe.. for
various distribution functions, sample sizes and the value of
censoring parameter. An empirical expression same as Bq.(11)
has been applied to the simulation data, i.e.,

Alnean = expla + 5 1n¥ +¢ (In¥ )2 ] (12)
and the coefficients a, b, and ¢ have been formulated as list-

ed in Table 5. The difference between the estimate of A rncan
by Eq.(12) and the simulation data was mostly within + 3%.

Table 5 Empirical Coefficients for & Inean in The MIR Criterion

Distribution Coefficient a Coefficient & Coef. ¢
FT-O (k= 2.5) -2.470+0.015v 32 -0.1530—0,0052v %72 0
FT-T (k= 3.3) -2.462—0.009v 2 -0.1933—0.0037v 372 -0.007
FT-T0 (k= 5.0) -2.463 ~0.2110—0.0131v %72 -0.019
FT-T (4 =10.0) -2.437+0.028 v 372 -0.2280—0.0300v %72 -0.033
FT-1 -2.364+0.054v 572 ~0.2665—0.0457v 572 -0.044
Weibull (4 =0.75) | -2.435-~0.168 /2 -0.2083+0.1074v /2 -0.047
Weibull (4 =1.0) | -2.355 -0.2612 -0.043
Weibull (& =1.4) | -2.277+0.056p /2 -0.3169—0.0499 v -0.044
Weibull (4 =2.0) -2.160+0.113v -0.3788—10.0979v -0.041
Log-normal -2.1534-0.059v 2 -0.2627—0.1716v '7* -0.045

Application of New Criteria to Wave Data around Japan

Japanese islands have various wave climates along their
coasts owing to their topography. As seen in Fig. 8, one side
of the long stretched islands faces the Sea of Japan, the oth-
er side faces the Pacific, and the southwestern side is in the
East China Sea. Waves in the Sea of Japan are fetch-limited
wind waves, while waves from the Pacific are typhoon-generated
seas and swell. Several dozens of nearshore wave stations at
the depth 20 to 50 m have been operating with cable-connected
acoustic wave recorders. Every 2 hours these wave sensors re-
gister surface wave records for 20 minutes. Most of the wave
data which are under control of the Ministry of Transport are
collected at the Port and Harbour Research Institute, analyzed
and filed in a database. From this archives of wave records,
extremal data of storm waves up to 1984 were selected and
analyzed. (Further analysis with addition of recent data will
be made in near future.)
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Table 6 Distribution Fitting to Storm Wave Data around Japan

(1) ((2) (8) | (4) | Rejection Test of Dist.
No. | Location

A N v I3 I IOV | V| VIVIVIIX
A Monbetsu 7.4 75 0.42 [ 3.62] XOOO | O OOOO
B | Rumoi 13.1284 [ 0.44 (3. 70 VYYY | V]| V¥VOO
C | Setana 4.31153 | 0.73[3.07| VYVYVY |V |VYOO
D | Fukaura 4.21156 | 0.78(3.58| YYYO | O | VvYOOO
E Sakata 10.1 | 361 0.72 ] 3.19/ VYVY | ¥V VYVYO
F Hajiki-zaki 5.7]1173 0.622.69| YYVYY |V VYVYYO
G Wajima 5.9 196 0.68 | 3.13] YVYVYVY |V iVVYVO
H | Kanazawa 12.0 263 0.44 1 3.02 | YYVY | [V ([ VVYVYV
1 Fukui 3.6 94 0.523.18] Y¥YVO | O|VOOO
J Tottori 4.9 143 0.60 4.7} XOQOO | O | O000A
K | Hamada 8.01194 [0.4914.22|] YVYVYO (O | XOOQOO
L | Genkai-nada 3.0 78 [0.52[3.00] YYVO | O|VOOO
M | Naze 7.6 166 | 0.44|3.16| YVVY |V | ¥YVOO
N Naha 9.9 283 0.59[5.111 ¥XXQ|O| XO0A
a | Tomakomai 13,91 213 [ 0.47[4.78] YOOO | O | OOOX
b | Mutsu-Ogawara | 10.4/| 250 [ 0.50 [ 3.07| VVVVY |V VVVV
¢ | Hachinohe 10.6 368 | 0.614.14] VYVVYV | O YOOX
d Miyako 3.0 138 0.7714.05| YOOO | X | OOX X
e | Kamaishi 3.3 81 [0.43]2.91] VYVV [O|VOOO
f Sendai 5.311176 0.5713.94|1¥VVO | O|OQOOX
g | Onahama 3.7[102 | 0.49[3.48| YYOO | O OOOX
h Hitachi-Naka 4,81 121 0.4313.22| YVYVV | O | VOOX
i Kashima 9.4 407 0.7314.71 1 YYVO | O| YOOX
J Habu (Ohshima) 9.9 401 0.60]5.37 YVOO | O OOXA
k Shiono-misaki 11.8 | 365 0.56 [ 4.94| VYOO | O | O0O0OX
1 Kochi-offshore 3.6 149 0.75[ 5.08 OQOOQ | X | OX XA
m | Aburatsu 7.5 11 0.18 4.94| OOOOQ | O | OXAA
n Shibushi 4.5 91 0.41]5.221 QOQO | X | OX A A
p | Nakagusuku 8.9/270 [0.68/4. 74| VVOO | X | OOXA
REMARKS:

Column (1) : Effective duration of observation in years.
2) : Number of storm wave events above a threshold value.
(8) : Censoring parameter (=#/¥r).
(4) : & value of storm wave data.

Distribution Functions :

I = FT-0 (4= 2.5), VI = Weibull (4 = 0.75),
I = Fr-0 (4= 3.3), VI = Weibull (4 = 1.0),
m = FT-0 (k= 5.0), VI = Weibull (4 = 1.4),
IV = FT-I (4 =10.0), X = Weibull (& = 2.0).
vV = FT-1,

Distribution Fitting :
O = Fitting acceptable,
A = Rejected by the upper DOL but not by the REC criteria,
A = Rejected by both the upper DOL and the REC criteria,
V = Rejected by the lower DOL but not by the REC criteria,
¥ = Rejected by both the lower DOL and the REC criteria,
X = Rejected by the REC but not by DOL criteria.



STORM WAVE DATA 29

Table 6 lists the location names of wave stations, the ef-
fective durations of wave observations in years excluding the
periods of downtime, the number of storm wave data analyzed,
and so on., The locations of these stations are shown in Fig. 8
with the alphabet. The average number of storm wave events at
these stations was about 50 to 80 per year, and the threshold
wave height for censoring varied from station to station; thus
the censoring parameter ranged from 0.18 to 0.78. In total,
wave data at 29 stations were analyzed, and. the duration of
wave observation ranged from 3.0 to 13.9 years.

] ° °F
2O iz a0g,
2T 50°N

40°N

20°N

20°N

0 500 1000 km
—]

Fig.8 Location map of wave stations used in the analysis.
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The dimensionless dcviation € of the largest data at each
station is listed in the column (4) of Table 6, and the rejec-
tion test of the distribution functions of Egs. (1) to (3) has
been made with this € value and the residue of correlation
coefficient A r. The result of rejection tcst is marked with
various symbols for each distribution. The upper DOL criterion
is applied when the sample &€ value exceeds the & 354 value
of the distribution being fitted, while the lower DOL criteri-
on is for the case of & < &€ 54. The marks except for the open
circle indicate that the distribution fitting should be re-
jected with the probability of misjudgment being less than 5%.
In other words, one sample out of 20 samples would be rejected
even if all the 20 samples are drawn from the same population.

Although the rejection test for the storm wave data of in-
dividual stations yields versatile answers, the results point
out the presence of a characteristic distribution which is un-
rejectable in a group of stations located in the same region.
For example, the stations ‘A’ to ‘I’ along the Sea of Okhotsk
and the upper part of Japan Sea seems to support the Weibull
distribution with 4# = 2.0 as the common distribution. For the
stations ‘J’ to ‘N’, the Weibull with # = 1.4 seems more ap-
propriate, probably because of occasional high waves generated
by typhoons. In the region covering the stations from ‘a’ to
‘i, the Weibull distribution with 4# = 1.0 has the least
frequency of rejection., This area is exposed to swell from
typhoons, but direct attack of typhoon waves 1is infrequent.
The region for the station ‘j’ to ‘p’ where typhoon-generated
waves dominate extreme wave climate seems to accept three dis-
tributions of the Weibull with 4 = 0.75 and the FT-I with £ =
5.0 and 10.0 as the candidates for the population distribu-
tions.

The analysis of Table 6 will require further examination
with additional data after 1985, especially from the viewpoint
of the data homogenuity. Analysis of seasonal or monthly ex-
tremal wave data will be the easiest way to separate storm
waves generated by different types of meteorological disturb-
ances. Nevertheless,  the result of Table 6 indicates the
possibility of identifying the parent distribution for the
regional population of storm wave data by filtering out vari-
ous candidate functions with the new rejection criteria,

Concluding Remarks

Choosing a distribution function for a sample of extremal
data sample is always a troublesome task, because no steadfast
guidelines exist. It will be very difficult and almost impos-
sible to establish such guidelines for affirmative recommenda-
tion, The present paper 1is intended to enable to issue nega-
tive recommendations for distribution fitting by establishing
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objective rejection criteria for extreme statistics. Two empi-
rical criteria introduced herein well function in identifying
possible regional population distributions of storm waves
around Japan.

A question often asked is the minimum size of extremal
sample at which an analyst «can answer with confidence which
one of candidate distributions is the true distribution of the
population for that sample. An answer can be obtained by ex-
amining the sample size at which the lower DOL criterion £ 54
of a longer-tailed distribution becomes equal to or greater
than the upper DOL criterion € ss5% of a shorter-tailed distri-
bution, Beyond that sample size, the two distributions could
be safely discerned. However, this sample size turns out to
be quite large. For example, the FT-I and FT-I with & = 3.3
are only discernible at the sample size greater that 900 for
an uncensored sample and greater than 1900 for a censored sam-
ple with v = 0.25. The FT-I and the Weibull with & = 1.4 are
very difficult to distinguish each other by means of the DOL
criterion alone.

In the extremal analysis of storm wave data, emphasis
should be placed on the effort of collecting as many data as
possible over a period as long as feasible, so that the danger
of choosing a distribution not belonging to the population
will be minimized and the range of confidence interval of the
return wave height will be lowered.
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CHAPTER 2

A MODEL FOR SURF BEAT
P.J. van Leeuwen! and J.A. Battjes1

Abstract

A model is presented for the generation of low-frequency waves propagating
normal to the beach. The input parameters are the bottom profile and the variance
spectrum of the incoming wind waves. The model predicts the variance spectrum
of the low-frequency waves. Also correlations between e.g.wind wave envelope
and low-frequency surface elevation can be calculated. Results of the model are
compared to field data.

1 Introduction

When wind waves approach mildly sloping beaches, a significant amount of energy
can be found at frequencies an order of magnitude lower than those of the incoming
wind waves. Part of this low-frequency energy can be ascribed to edge waves, whose
phase variation is alongshore. An important part however can be assigned to
two-dimensional shorenormal waves, which are here called surf beat.

The first observations of surf beat were made 40 years ago by Munk (1949). He
found a linear relation between the amplitudes of the low-frequency waves and
those of the wind waves. Looking at the time records of both types of waves he
found that the low-frequency waves lagged behind the wind wave envelope with
about 140 seconds, which he attributed to the time needed for the wind wave
envelope to travel to the surf zone and for the low-frequency waves to travel back
to the wave recorder. Tucker (1950) reported the same kind of measurements, but
he used correlograms to analyze his data. He also found that the low-frequency
waves are lagging behind the wind wave envelope, and that the largest absolute
value of the correlation coefficient occurs when this coefficient is negative. This
means that the wind wave envelope and the low-frequency waves are 180 degrees
out of phase, apart from travel considerations.

Biésel (1952) proved theoretically that groups of short waves are accompanied by
nonlinear long waves, bound to these groups. Longuet-Higgins and Stewart (1964)
clarified this theoretical result with the concept of radiation stress. Due to this
nonlinear effect, water is pushed away from areas with high waves and accumulated

1 Delft tech. Univ., Dept. of Civil Engineering, Delft, The Netherlands.

32



SURF BEAT MODEL 33

under low waves. This results in long waves, bound to the wind wave groups. An
important feature is that the bound long waves are 180 degrees out of phase with
the wind wave envelope. A way to explain the observations by Munk (1949) and
Tucker (1950) qualitatively is to suppose that the bound long waves are reflected
in the surf zone, and propagate seaward as free long waves. Since the paper pays
no attention to the mechanism of reflection, itisdifficult to compare the theoretical
results with experiments.

Quantitative models were lacking until 1981. The relatively simple case of
bichromatic wind waves is here addressed first. Lo (1981) presented a bichromatic
model which calculates in the time domain and in which he could explain the linear
relation between the low-frequency wave amplitude and the wind wave envelope
height by taking the generation of low-frequency waves due to the breaking of the
regular wave groups into account. He found that the surf zone region was very
important for low-frequency wave generation, and that the smaller the beach slope,
the higher the surf beat wave heights. The reason for this is that more time is
available for the energy transfer from the wave groups to the low-frequency waves.
Lo (1981) did not mention how the forcing of the low-frequency waves due to wave
breaking was modelled.

Symonds et al. (1982) investigated the forcing of low-frequency waves by the time
variation of the location of the break point. This variation gives rise to a
time-varying set up and hence produces low-frequency waves. The analysis was
performed for bichromatic short waves with periodic wave groups. The difference
between this model and that of Lo (1981) is that the calculations are done in the
frequency domain and that the bound long waves are ignored. Kostense (1984)
verified this model in a wave flume and found good qualitative agreement.

Schiffer and Svendsen (1988) presented a spectral bichromatic model in which
they allow for wave height modulations after the waves are broken by taking a
fixed (in space) break point. The model uses both the bound long waves and the
long wave generation due to wave breaking, but because of the wave modulations
inside the breakpoint bound long waves are generated in this region too. In a later
paper by Schéffer and Jonsson (1990) the model is compared with the Kostense
(1984) data. An overestimation of the outgoing low-frequency wave amplitude was
attributed to bottom friction, which is not included in the model. This is the only
model which allows for wave height modulations inside the surfzone and the
consequent generation of low-frequency waves in this region.

The calculation of surf beat using random wind waves was first addressed by Lo
(1981). He uses both types of forcing of low-frequency waves and calculates in the
time domain. A comparison of his model with field data by Goda (1975), using a
full wind wave spectrum as input, showed the right order of magnitudes for the
low-frequency spectral components.

List (1990) also proposed a model for random wind waves in which both generating
mechanisms are present and in which the calculations are done in the time domain.
The model uses as input measured wind wave envelope time series, from which
low-frequency wave time series are calculated. A comparison with field data
showed results for the low-frequency wave energy levels which are 5 to 50% off,
and good qualitative results for the correlation between wind wave envelope and
low-frequency surface elevation.
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The present paper also deals with low-frequency wave generation by random wind
waves. The main difference with the models of Lo (1981) and List (1990) is that
the calculations are here performed in the frequency domain. The input of the
model is the energy spectrum of the wind waves, the idea being that the
low-frequency energy spectrum is not dependent on one specific realisation of the
process described by the energy spectrum of the wind waves.

In the present paper the theoretical model is developed first. Then a few remarks
are made about the collection and the processing of the field data, used for
comparison with model results. The next section deals with the comparison and a
discussion of the results. Some concluding remarks close the paper.

2 The model

The basic philosophy behind the model isto combine the ideas of Longuet-Higgins
and Stewart (1962) and Symonds e.a. (1982), and to extend them to the case of
wind waves with a continuous spectrum. A spectral approach will be followed,
because usually input information isin that form, and not in the form of time series.
The basic equations are the linearized shallow water equations. After elimination
of the velocity a second order partial differential equation results for the
low-frequency surface elevation (see e.g.Symonds e.a. 1982):

1 1
gCn g g a0

in which ¢, is the low-frequency surface elevation, &z the mean water depth, p the
water mass density, g the acceleration of gravity and S the radiation stress. The
subscripts denote partial differentiation. The driving term for the low-frequency
waves isthe second space derivative of the radiation stress. Because the wind waves
have a continuous spectrum the radiation stress is randomly varying.

The idea is now to expand the variables in a Fourier-Stieltjes (FS) integral
according to

©

a= fei“"dA

[

in which d Ais a random increment function for an interval d w .It can be seen as
the complex amplitude of the waves in a frequency interval dw and is related to
the variance spectrum G, of aby

Gaadw=%<dAdA*> (2)

where < ..>indicates ensemble averaging, and the asterisk denotes the complex
conjugate.

For the FS transformed long wave equation one now finds
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2
%—dZ(x,uo)+hxd2x(x,w)+hd2xx(x,w) =—db, (x,W) (3)

in which d Z is the FS transform of the low-frequency surface elevation ¢ ,and d ¢
the FS transform of the forcing. First note that equation (3) is a second order
ordinary differential equation, which is much easier to solve than its partial
counterpart. For instance in the case of a plane sloping bottom, the solution of (3)
is found as a combination of integrals over Bessel functions of first and second
kind.

The calculation of the forcing term in equation (3) needs extra attention. Because
itis a complex quantity its absolute value as well as its phase has to be calculated.

The phase will be space and frequency dependent. The frequency dependence of
the phase cannot be determined because only the wind wave variance spectrum is
given. However, we want to calculate the variance spectrum of the low-frequency
waves so this frequency dependence is of no importance. The space dependence

of the phase of the forcing will be important. The forcing will have a phase shift
along the spatial coordinate due to the fact that the forcing is related to the wind
wave envelope squared via the radiation stress. Because it takes the wind wave
envelope some time to pass through the surf zone, a certain distance Ax
corresponds to a phase shift Awin the forcing. A way to calculate this phase shift
is to assume that the wind wave envelope travels with group velocity C, of the
peak frequency. The phase shift due to the finite travel time of the wind wave
envelope now becomes

[€V)

D (x=xg)=arg(do(x,w)}= [ Sdx (4)
Xo g

The absolute value of the forcing term in equation (3) will be calculated from the
variance spectrum of the forcing which in turn willbe determined from the variance
spectrum of the wind waves. As mentioned above, the forcing term is proportional
to the second space derivative of the radiation stress, which in turn is proportional
to the wave envelope R squared. Consequently, the variance spectrum of the
envelope squared has to be determined to obtain the variance spectrum of the
forcing. A way to calculate the variance spectrum of the wind wave envelope
squared is to start from the covariance of two squared envelopes:

CLR*(t),RZ(t+1)]1=E[R3(OHRE(t+)]- E2[R3*(D)] (5)

in which C ..is the covariance, and F ..is the expected value operator. The Fourier
transformation of the covariance gives the required variance spectrum.

The expected values in equation (5) can be found from the joint probability density
P(R.,R>) oftwoenvelopes at atime lag v. For a narrow-band Gaussian process,
this probability density has been derived by Rice (1944, 1945). It has since been
called the 2-D Rayleigh distribution. This density has been used successfully by
Kimura (1980) in his description of wave groups. In the case of breaking waves
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the probability density p(R,, R,) has to be modified because the wave height is
limited to a critical value, mainly determined by the local depth. A truncated 1-D
Rayleigh distribution developed and used successfully by Battjes and Jansen (1978)
to determine the mean energy dissipation in breaking waves is adopted here,
extended in a straightforward manner to the two-dimensional case.

Now that the variance spectrum of the forcing has been found in which both
breaking and nonbreaking waves are incorporated, the variance spectrum of the
low-frequency waves can be obtained by solving the ordinary differential equation
(3) and using (2).

The method outlined above also gives one the opportunity to calculate correlation
coefficients, for instance for the correlation between low-frequency surface
elevation and wind wave envelope. At first sight this may seem impossible because
the frequency dependence of the phases of the spectral components of e.g.
low-frequency surface elevation is not known. To solve this problem it is noted
that only the phase difference between the FS transform of the low-frequency
surface elevation and the FS transform of the wind wave envelope at each frequency
has to be known, not the phase difference between different spectral components.
The required phase differences at each frequency follow directly from differential
equation (3).

3 Data collection and processing

The data used are from a field experiment conducted at the U.S. Army Corps of
Engineers Field Research facility in Duck, North Carolina, U.S.A., on September
9, 1500 EST 1985. The beach was approximately two-dimensional. A cross-shore
array of eight pressure sensors and bi-axial horizontal current meters provided
time series with a sample rate of 2 Hz. Figure 1 shows the bottom profile with the
positions of the sensors. The pressure sensors were of the diaphragm type and the
current meters were Marsh McBirney electromagnetic meters.

The data describe swell with highly grouped waves and a narrow spectral peak
near 0.08 Hz. The root mean square wave height was 0.4 m. This data set was
chosen because of the profound group structures present during the measurements
and the nearly shorenormal incidence.

The low-frequency wave band isdefined as 0.007Hz <f <0.03Hz, because outside
this region the waves were found to be uncorrelated with the wave groups.
Low-frequency standard deviations were calculated from the pressure sensors at
each of the sensor locations. The cross-correlation coefficient between wind wave
envelope and incoming and outgoing low-frequency waves at a sensor location
outside the surfzone (x=222m) was calculated. The wind wave envelope was found
by calculating the Hilbert transform of the time series, using an approximate
temporal Hilbert filter given by McClellan et al. (1979), with 95 points (Pierce,
1985). The low-frequency waves were obtained by lowpass filtering the time series
and separated into incoming and outgoing waves using the method proposed by

Guza et al. (1985):
g+ /iU SN
= 2 ’ cout: 2 (6)

in
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in which ¢ is the low-frequency surface elevation and U is the low-frequency orbital
velocity defined positive offshore.

As mentioned before, the model needs as input the variance spectrum of the wind
waves. This was obtained by a Fourier transform of the time series from the
scawardmost sensor.
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Figure 1 Bottom profile, arrows indicate sensor locations.

4 Comparison and discussion

To verify the model, both field data and laboratory data willbe used. In this paper
only field data are used to test the model. The first test uses the standard deviation
of the outgoing low-frequency waveso, .The second uses the correlation between

wind wave envelope and surface elevation of the incoming and outgoing
low-frequency waves.

The ratio of breaker height to local depth, v ,isa free parameter in the model. It
has been set equal to 0.4.However, a change in v does not give a strong change
in the results presented here.

The reason for the test using the standard deviation of the outgoing low-frequency
waves is the following. The outgoing low-frequency waves are a combination of
low-frequency waves of three different origins: waves, which were first incoming
and bound to the wave groups, and then reflected on the beach to become outgoing;
waves which are produced by the time-varying breakpoint mechanism as outgoing
waves, and finally waves which are produced by the time-varying breakpoint

mechanism as incoming waves, and which then are reflected by the beach to
become outgoing. If a model can reproduce the energy level of this complicated

mixture within the error margins (5% in this case) without tuning parameters

(except maybe v), the physicsin that model can be close to the real physics involved.
Of course, more situations have to be used as test cases for the ’can’ to be a 'must’.



38 COASTAL ENGINEERING — 1990

0.04
003 4
olm(m)
0.02 .
+
00T T G0 200 300
x(m)

Figure 2 Standard deviation of surface elevation of outgoing low-frequency waves as
function of distance from the water line. (+) data, (-) theory.

In figure 2 the standard deviation of the outgoing low-frequency surface elevation
is given as function of the distance from the shore line. The surfzone extends to
about 60 m from the water line. The model shows good agreement with the data
from six sensors. Unfortunately the two innermost pressure sensors have spurious
energy in the low-frequency band, so that the comparison in this region is not
conclusive. The reason that some energy must be spurious is that these sensors
both show a large peak at a different frequency, with a spectral energy density as
high as that of the wind waves, while outside the surfzone these peaks are not
observed. In principle it could be possible that some unknown forcing mechanism
for low-frequency waves is active inside the surfzone, the waves of which are
cancelling each other somehow when they try to leave the surfzone. It is noted
however that the beach does not have a certain length scale, like a bar, so this
might be unlikely to happen on this beach.

Figure 3a shows the correlation coefficient for the wind wave envelope and the
surface elevation of the incoming low-frequency waves. The 95% confidence
interval on zero correlation was found to be below 0.09 for the data. A strong
negative peak can be observed at zero lag, which must be attributed to the bound
low-frequency waves. The fact that the peak from the field data is not that
pronounced shows that the bound low-frequency waves are not the only
low-frequency waves with a shorenormal particle velocity component. Probably
edge waves and shore-oblique leaky mode waves are present.

Figure 3b shows the correlation coefficient for the wind wave envelope and the
surface elevation of the outgoing low-frequency waves. Again the 95% confidence
interval on zero correlation was found to be below 0.09 for the data. A strong
negative peak can be seen in the theoretical curve at a time lag of about 100 s,
which is precisely the time needed for the bound long waves to travel to the beach
(at the still-water line), reflect from the beach, and travel back as free waves to
the pressure sensor again. The data also show a peak at this time lag. The theory
additionally shows significant oscillations at smaller and larger time lags. The
reason for this is not entirely clear yet. The negative peak at about 62 s time lag
may be associated with the outgoing waves produced by the time-varying
breakpoint mechanism. This time lag corresponds to the time needed for the wave
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envelope to travel to the *mean’ breakpoint and for the generated low-frequency
waves to travel back to the sensor. The 'mean’ breakpoint is here defined as the
point in which the rms wave height is maximum. The data do not show significant
correlations at this time lag.

0.5 0.5 ]
Pre,, ] Pre,,
~0.4 -0.8
~100 0 100 0 100
time lag (s) time lag (s)

Figure 3 Cross correlations between wind wave envelope and low-frequency surface
elevation at x=222 m. a) incoming low-frequency waves, b) outgoing
low-frequency waves. The thick line represents the data, the thin line
represents the theoretical results.

5 Conclusions

A model has been developed for the generation of shorenormal low-frequency
waves by random wind waves. The model needs as input the energy spectrum of
the wind waves, and calculates in the frequency domain. The results of the model
are compared to field data.

The comparison showed that the measured low-frequency standard deviations at
a range of distances from the water line are predicted within their error margins.
However the innermost pressure sensors are believed to contain spurious
low-frequency energy, so the comparison was not conclusive in this region.

The time lag of strongest cross-correlation between wind wave envelope and
incoming and outgoing low-frequency waves is predicted correctly, although the
magnitude of the correlation coefficient is overestimated. The remaining structure
of the theoretical cross-correlation function requires further investigation.

Acknowledgements

The investigations were supported by the Working Group on Meteorology and
Physical Oceanography (MFO) with financial aid from the Netherlands
Organization for the Advancement of Research (N.W.0.).The U.S. Army Corps
of Engineers is thanked for the DUCKS8S5 field data from their Field Research
Facility in Duck, North Carolina, U.S.A..



40 COASTAL ENGINEERING — 1990

References

Battjes J.A.and J.P.F.M. Jansen (1978), Energy loss and set up due to breaking
of random waves. Proc. 16'h Coastal Eng. Conf. ASCE, 569-587, Hamburg.

Biésel F. (1952), Equations générales au second ordre de la houle irréguliere. La
Houille Blanche, 7,372-376

Kimura A. (1980), Statistical properties of random wave groups. Proc. 17" Coastal
Eng. Conf. ASCE, 2955-2973, Sydney.

Kostense J.K. (1984) Measurements of surf beat and set down beneath wave
groups. Proc. 191 Coastal Eng. Conf. ASCE, 724-740, Houston.

List J.H. (1990) A model for two-dimensional surf beat. Submitted for publication.

Lo J-M. (1981) Surf beat: numerical and theoretical analysis. Ph.D. Dissertation,
University of Delaware.

Longuet-Higgins M.S.and R. W, Stewart (1964), Radiation stresses in water waves;
a physical discussion, with applications. Deep Sea Res., 11, 529-562.

Munk W.H. (1949), Surf beat, EOS Trans. AGU., 30, 849-854.

Rice S.0. (1944, 1945) Mathematical analysis of random noise. Bell System
Technical Journal, 23, 24.

Schiffer H.A.and I.A.Svendsen (1988) Surf beat generation on a mild-slope beach.
Proc. 215t Coastal Eng. Conf. ASCE, 1058-1072, Malaga.

Schiffer H.A. and I.G. Jonsson (1990) Theory versus experiments in
two-dimensional surf beat. Presented at the 22"% International Coastal Eng.

Conf. ASCE, Delft.

Symonds G., B.A. Huntley and A.J. Bowen (1982), Two-dimensional surf beat:
Long wave generation by a time-varying breakpoint, J. Geophys. Res., 87,
492-498.

Tucker M.J. (1950), Surf beats: Sea waves of 1 to 5 minutes’ period, Proc. Roy.
Soc., Ser A, 202, 565-573.



CHAPTER 3

EVALUATION OF EMPIRICAL MODEL FOR WAVE RUNUP ELEVATIONS

Robert J. Hallermeier', Kevin B. Nosek’,
Christopher J. Andrassy’

Abstract

Predicted runup elevations for given waves and nearshore
profile are confirmed as accurate by large tank and field
studies with over 400 published measurements, the majority
exceeding 1 m above static water level. Predictions are
provided by a public-domain computer code incorporating
detailed empirical guidance for smooth slopes developed
by Stoa (1978). This model examines the geometrical match
with specified situations, applies the composite-slope
method of Saville (1958) where necessary, treats barrier
texture using standard runup-reduction coefficients, and
executes suitable interpolation and iteration for a fully
consistent runup estimate. With irregular wave action,
basic empirical guidance for uniform waves gives the mean
runup elevation from the mean wave description. There is
definite agreement between predictions and measurements
for smooth or rough barriers with uniform waves, for
controlled irreqgular waves, and for field situations.

INTRODUCTION

Runup may define the landward 1limit to wave effects,
defined as a vertical distance above static water level
on the shore barrier. Expected runup elevations can be
important in forecasts of flooding hazards due to storms
and in designs of coastal structures meant to halt wave
action. The improved prediction of wave runup has been

‘Dewberry & Davis, METS Division, 8401 Arlington Blvd.,
Fairfax, Virginia 22031-4666

‘Now with: Los Angeles District, U.S. Army Corps of
Engineers, P.0. Box 2711, Los Angeles, CA 90053-2325
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a continuing engineering concern, with progress assisted
by data collection programs, analytical approaches, and
developments in numerical modeling. This paper describes
evaluation of a convenient prediction model implementing
long-available guidance with an extremely detailed basis
in laboratory runup elevations.

Measurements with breaking waves indicate that runup
elevation normalized by wave height is primarily related
to the value of the surf similarity parameter (ratio of
the barrier slope to the square root of wave steepness).
With reflecting waves, peak water elevation at the barrier
is more susceptible to theoretical treatment but still has
an empirically defined dependence on the type of barrier
surface. Within an individual study of certain shore
geometries, runup effects for a range of wave action may
often be summarized by some relatively simple expression
spanning the two regimes of behavior. However, runup
exhibits appreciable dependences on detailed wave charac-
teristics such as nonlinearity, and on geometrical
particulars such as the seaward extent to the shore
barrier and its approach slope. Thus, the most accurate
runup guidance consists of empirical curves pertaining to
a specific range of situations. Examples include the
curve sets provided by Horikawa (1978), the U.S. Navy
(1982) Coastal Protection Design Manual, and the U.S. Army
(1984) Shore Protection Manual.

The detailed guidance utilized here is that originally
documented by Stoa (1978), where each set of runup curves
pertains to a precisely specified two-dimensional geometry
at small scale. Ten distinct configurations of smooth
shore barrier and approach have been addressed for wide
ranges of barrier slope and wave steepness, with mean
runup elevation indicated for uniform incident waves
described in deep water. A computer code provides
automated application of the Stoa guidance to a given
situation, for an estimate of runup elevation with a
definitive empirical basis.

COMPUTER CODE

In 1979, the Federal Emergency Management Agency con-
tracted Stone & Webster Engineering Corporation to develop
a consistent method for determining wave runup elevations
associated with extreme storms. Such methodology was
required within the National Flood Insurance Program to
assess coastal wave hazards additional to stillwater
inundation during the 100-year flood. The product was a
computer code giving an empirically based estimate of
representative runup elevation for a profile of linear
segments with specified incident waves (Stone & Webster,
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1981). Later tests demonstrated that the original code
was liable to provide inaccurate results because of
oversimplifications in following the basic guidance given
by Stoa (1978). The effort reported here has consisted
of an extensive upgrade to the code details, along with
verification of computed results using the large data base
now available.

Automated implementation of detailed runup guidance meant
for manual application informed by engineering judgment
has entailed the development of several objective analyses
to summarize basic shore geometry. The code is fully
documented in a comprehensive report on the present study
(Dewberry & Davis, 1990), but Figure 1 shows a flowchart
indicating the level of detail in these analyses. Each
decision block relates to a separate consideration
affecting runup estimation, according to basic guidance
given by Stoa (1978). This suite of decision-making has
required several dquantitative distinctions in charac-
terizing shape, and these choices treated shore geometries
in documented runup investigations as typical. Results
generally show smooth variations of runup for changed
input, but the automatic analyses are not foolproof; runup
estimates will be most appropriate if engineering judgment
is applied in idealizing the actual profile, by taking
into account the code's operations.

Initial analysis within the code effects a separation of
the specified profile into a steep shore barrier, an
appreciably inclined approach, and a seaward portion; for
example, the designated barrier sequentially incorporates
additional profile segments which do not lower the overall
slope appreciably (cotangent increases less than 20%).
A major distinction is whether the approach is effectively
horizontal or sloped, since there are separate curve sets
for these cases; an overall approach slope steeper than
1 on 15 is regarded as eguivalent to the 1 on 10 specified
by Stoa (1978). Other factors considered in detail are
the length of the approach slope, since Stoa specified a
minimum extent, and the expected breaker location, to
check congruence with basic laboratory situations where
waves do not break seaward of the approach.

The strategy implemented in the code is full reliance on
Stoa's runup guidance where it is fully appropriate, i.e.,
where the situation of interest falls within the range
covered by that specific guidance. In such cases, runup
elevation is defined by wave dimensions along with the
overall slope from barrier toe to runup limit, the water
depth at the barrier toe, and the approach geometry.
Where the geometrical match to tested situations is found
to be inexact, some reliance is placed on the original
composite-slope method of Saville (1958) with the entire
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FIGURE 1. FLOWCHART OF ANALYSES WITHIN THE COMPUTER CODE.
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breaker zone considered in estimating runup. Then the
geometrical parameters are the overall slope from break
point to runup limit, along with water depth and approach
slope at the break point. The code incorporates Goda's
guidance on uniform wave breaking, presented in Horikawa
(1978) as normalized water depth versus wave steepness and
bottom slope. An allowance for a runup scale effect on
smooth slopes is applied using the multipliers proposed
by Stoa (1978). Roughness and permeability of the runup
surface is treated by means of usual values for a reduc-
tion coefficient (r) shown useful in considering barrier
texture for wave runup and overtopping computations.

Although all might be utilized, four basic alternatives
arise in runup determination: applying a barrier slope
or a breaker-zone slope, and treating the approach as
horizontal or inclined. The runup curves in Stoa (1978)
are used in each case, but with different entry points.
Transitions between these distinct computation bases
provide finite ranges where runup elevation is determined
by more than one viewpoint; Figure 1 indicates the various
possibilities in blends of empirical results. Each
contribution to the runup estimate is defined where
possible by interpolation between separate curve sets
bracketing the given situation. In addition, a runup
elevation is extracted from an individual curve set by
suitable interpolation between results originally provided
in logarithmic format. The controlling slope can depend
on runup limit, so the computation procedure is repeated
until it converges to a self-consistent runup estimate.

For a specified profile and water level, along with wave
height and period, the automatic procedure gives a runup
prediction firmly based on detailed empirical guidance.
Simple geometrical approximations are applied in treating
the profile, and results generally reflect a blend of
pertinent viewpoints in runup estimation. Computed runups
are confirmed to be accurate by the following comparisons
with large runup elevations measured in many studies.
Data are considered in order of increasing complexity of
the situations investigated.

VERIFICATION FOR UNIFORM WAVES

Figure 2 displays measurements versus computations for
large tank tests with (a) smooth barriers and (b) rough
structures in uniform or monochromatic wave action. These
results exhibit extremely strong correlation for runup
elevations typically on the order of 1 to 3 m, i.e., of
common prototype magnitudes.



46 COASTAL ENGINEERING — 1990

@er 5 F 2 vex
/-
g
g
v
-
a
L o/
G
4 s
A7
4
4
%
2
7
= il
Z /
= 3+ /
g x
i /
o]
o * 2"
o a
O
2 c L
g 2 A 4
i} Ne? *%
T x
5 oS x,
2 IS A REFERENGES
g v O¥ { SPARBOOM (1987)
Ondix A SAVILLE (1987)
1+ k) O FUHRBOTER (1986)
o O KRAUS (1988)
% STIVE (1965)
a W ULICZKA (1987)
A
[a]
0 1 1 I L i
0 1 2 3 4 5
CALCULATED RUNUP ELEVATION, M
Y=X
B8 S ©
(2B) Ox 7
//
Ve
o 4
~
OO o
o [ ]
= (]
g O
c T .
E ®
— o e
i} o) &l
o 4
z + A
[u]
& p adkro
n Y
A
=) /§X>A ¢
2 1| . Dgﬁow REFERENCES
w 0 '
=3 ’5 0§ O DeBOK (1978) “0.60
2 W3 DAI(1969) 0.50,0.60
A A AHRENS (1975) 060
* van den BERG {1985) 095
& /%?0®° + McCARTNEY (1975} 085
S /@(&) ¢ @O FUHRBOTER (1989)  0.90,0.95
7’
0 L [ |
0 1 2 3

CALCULATED RUNUP ELEVATION, M

FIGURE 2. BUNUP MEASUREMENTS VERSUS PREDICTIONS FOR LARGE, UNIFORM WAVES.



WAVE RUNUP ELEVATIONS MODEL 47

For the hydraulically smooth surfaces of plywood, sand,
or asphalt, almost all these 96 test situations are fully
congruent with the shore configurations treated in the
Stoa guidance: either a horizontal or a 1 on 10 approach
to a plane barrier. Thus, the nearly ideal agreement in
Figure 2a isolates the appropriateness of interpolation
procedures for runup curves, along with the accuracy of
scale~effect allowances up to 12% used for these barrier
slopes of 1 on 3, 4, 6, 15, or 40. Differences between
measurements and computations may be summarized best as
random and about *0.1 m, rather than as some percentage
error. These results are for fairly simple geometries
with no very steep barriers.

The results for rough structures in Figure 2b reflect more
comprehensive tests of computations. Barrier cotangents
are 1.5, 2, 2.5, 3, 3.5, 5, and 6, with surfaces of loose
or fitted stones, quadripods, various concrete blocks, or
artificial grass. Approach geometries include a notable
range in tests by DeBok and Sollitt (1976). The stated
r values of runup reduction relative to a smooth barrier
conform to standard guidance for these roughness types.
There is marked correlation between the 199 measurements
and computations, but differences amount to about +0.15
m; this is appreciable in view of the reduced runups.

Along with the greater uncertainty in runup measurements
for rough, permeable structures, some of the increased
error in Figure 2b is due to the often noted inaccuracy
in assuming a constant r value for each given surface.
Runup elevations on rough barriers are not 1linearly
related to those on smooth slopes of similar geometry.
The large data set of Ahrens (1975) clearly indicates
greatest runup reductions relative to smooth slopes for
collapsing breakers, with surf similarity parameter near
3 and minimum stone stability. However, other data sets
do not show such notable error introduced by taking r as
a constant for uniform waves and more stable structures.
In addition, constant r may improve as an approximation
in irreqgular waves, where an appreciable variation of surf
similarity parameter must arise for a given case.

Addressing the actual variations in r would appear to
require detailed empirical investigations, rather than use
of a general expression. Since runup elevations are well
defined over a broad range of smooth geometries, for some
applications the convenience of taking r as constant can
outweigh inaccuracies typically introduced. The evidence
of Figure 2 manifests notable predictive capability for
runup elevation in independent tests similar to those
providing the basic guidance.
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APPLICATION TO IRREGULAR WAVES

There is modest variability in runup elevations with
uniform waves on a given barrier, but a greatly enlarged
runup range occurs for irregular waves. The probability
distributions of runup elevation must have some common
value for comparable uniform and irregular wave action
with a similar shore geometry. In fact, the mean runup
.elevation for irregular waves is predictable if mean wave
condition is taken as the appropriate description to use
with empirical guidance for uniform waves. This finding
contradicts a runup treatment in terms of significant
conditions presented in the Shore Protection Manual, but
a recent publication (Walton et al., 1989) has described
that methodology as "untested.” Actually, measurements
from small tests with smooth slopes of 1 on 1 through 10
(Kamphuis and Mohamed, 1978; Mase, 1989) demonstrate
clearly that mean conditions provide the correct 1link
between runup curves for uniform waves and effects in
irregular wave action.

To date, only limited data have been openly published on
irregular wave runups measured in large tank situations.
Figure 3a compares the documented mean or median runup
elevations to computed results using the mean wave
description. The major data set here is that presented
by Fihrboter et al. (1989) for 1 on 6 slope and moderate
wave steepnesses with a Pierson-Moskowitz spectrum; only
periods for peak wave energy were reported, and they are
converted into mean wave periods using measured results
for the same spectrum and steepnesses provided by Mase
and Iwagaki (1984).

There is close agreement in trend here, but an apparent
tendency for the 41 measurements to exceed computations.
Other runup data from proprietary Delft Hydraulics tests
have also been examined (Dewberry & Davis, 1990), with
similar agreement between measurements and computations
for additional wave conditions and barriers. All this
evidence might be taken to indicate that the steady
contribution to irregular runup elevation from breaking-
wave setup on steep slopes is not fully represented in
runup guidance for uniform waves. However, empirical
results on wave runup and setup do not appear to permit
a definitive judgment in view of the limited ranges of
test geometries and wave conditions, and Figure 3a does
not demonstrate a significant deficiency in the present
runup computations.

Field data on wave runup provide the final 1level of
complexity in variables and processes. Three sets of
field measurements serve as useful examples covering a
range of situations: Battjes (1971) for a 1 on 3.6 dike,
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Terada (1976) for a 1 on 10 sand foreshore, and Toyoshima
(1988) for a 1 on 5 seawall. Runup computations have
proceeded using documented conditions in a straightforward
way (Dewberry & Davis, 1990), and Figure 3b compares
results to the representative elevations as reported for
76 situations. There is notable agreement in magnitudes
and trend, but also sizable scatter and a marked tendency
to underpredict the large runup elevations of Toyoshima
(1988) . Those results might be taken to corroborate the
finding (Grine, 1982) that runup elevations are increased
as a direct effect of onshore storm winds. However, each
of these field data sets has important shortcomings in
regard to documentation.

Battjes (1971) reported winds but not waves for 7 days of
measurements at two tideless lake sites. Published runup
elevations are apparently with respect to mean water level
at the shore, thus excluding the wave setup contribution.
Presuming a moderate fetch, wave characteristics can be
estimated following procedures in the Shore Protection
Manual, and then converted to a mean wave condition in
deep water; this yields a narrow range in wave steepnesses
and a typical mean period of 3.5 sec, in agreement with
other reported information. Terada (1976) documented
deep-water wave conditions, without directions, and runup
elevations relative to mean sea level, for 7 days on a
Pacific Ocean beach. It is not clear what statistics were
used in reported measurements. Toyoshima (1988) provided
offshore wave conditions, water levels, and runup heights
for 8 days of measurements at a Sea of Japan site. Wave
directions are omitted, and statistical measures employed
are non-standard, mixed, and somewhat extreme (beyond the
significant conditions). Other information pertains to
infragravity wave effects, indicated by the numbers of
incident waves versus runups; however, basic variations
in the numerical ratios with wave steepness are opposite
findings from other field data (Holman, 1986). Finally,
the total range in reported water level is 0.35 m, much
less than the tidal range at the shore, so it appears that
runup elevations refer to offshore not local water level.

Given these perplexing aspects in documentation, perhaps
only simplified analyses are warranted for these data
sets. Note that runup variations in the data of Terada
(1976) and Toyoshima (1988) show definite agreement with
the dependence on wave steepness given by Hunt's equation
for breaking waves, although runup elevations appear
magnified by about 20% above that equation in each field
situation. Nevertheless, Figure 3b confirms that computed
runup elevations over a very wide range are appropriate
in some quantitative sense.
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ADDITIONAL DISCUSSION ON APPLICATIONS

Usual applications may require a more extreme measure than
the mean runup elevation predictable from the mean wave
conditions. The Rayleigh distribution seems to provide
an appropriate, dgenerally conservative formulation for
relating common runup elevations to those occurring only
rarely in a given situation. Battjes (1971) documented
field runup measurements conforming to the Rayleigh
distribution at least for 0.95 to 0.05 exceedance proba-
bilities; he concluded that a submerged berm contributed
to this agreement, and expressed the expectation that
runup elevations with a plane slope would extend over a
narrower range than given by the Rayleigh distribution.
Measured runup distributions now documented for a variety
of situations all support such an effect of barrier
geometry, although other factors may merit consideration
in regard to conformance with the Rayleigh distribution.
For example, a narrow wave energy spectrum or a sizable
contribution from wave setup might act to decrease the
runup range relative to the mean elevation.

The Rayleigh distribution must be expected to become
inaccurate for truly extreme runup values, perhaps on the
order of 0.01 exceedance probability. In addition,
extrapolation from the mean elevation can require multi-
plication by appreciable factors, for example, 2.23 for
the exceedance probability of 0.02 commonly considered.
This may introduce significant magnification of usual
uncertainty associated with a mean elevation prediction.
Where possible, direct empirical investigation at large
scale must be preferred in defining actual extreme runup
elevations for a given situation. Of course, such data
need not be organized using the mean wave description.

Some complications clearly require further consideration
in predicting wave runup elevations for extreme storms.
Several factors ignored in the present treatment seem
unlikely to make an appreciable difference, viewed here
as a 10% change in runup elevations; oblique incidence of

waves is one such factor (Tautenhain et al., 1982), and
one more is the runup scale effect on rough barriers
(subsumed into chosen r values). Notable difficulties

may be involved in the specification of deep-water wave
conditions as input to predictions, since runup guidance
is fundamentally based on incident wave characteristics
at the approach to the shore barrier. Determining those
waves and converting to offshore conditions may involve
appreciable uncertainties in some situations. However,
the most significant questions appear to require further
measurements for storm conditions, to clarify effects of
winds, wave setup, and infragravity motions.



52 COASTAL ENGINEERING — 1990

CONCLUSIONS

The present computer code provides mean runup elevations
based on detailed empirical guidance for uniform waves on
smooth slopes (Stoa, 1978). The specified situation is
analyzed to identify suitable prediction procedures, with
interpolation and iteration automatically executed for a
consistent runup elevation. Published data sets confirm
computations of runup elevations to be usefully accurate
for wide ranges of wave action and geometry. Despite the
notably larger errors to be expected for increasing
complex situations, appropriate magnitudes and trends
demonstrate that there is no definite defect in present
runup predictions.

This verification of automated computation procedures
supports the model's applicability for the full coverage
of incorporated runup guidance. Appreciable refinement
in empirical runup predictions for steep barriers and
storm waves appears to require additional data sets from
large tank investigations of realistic situations and from
field studies with complete documentation.
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ABSTRACT

The predictions of linear and nonlinear (Boussinesq) shoaling wave mod-
els for nonbreaking unidirectional surface gravity waves are compared to field
observations, with particular emphasis on quantities that may be important
for cross-shore sediment transport. The extensive data sets were obtained on
two natural beaches, span water depths between 1-10 m, and include incident
wave power spectra with narrow, broad, and bimodal shapes. Significant wave
heights varied between approximately 30 and 100 cm and peak periods be-
tween approximately 8 and 18 seconds. Only the nonlinear theory predicts
the increasingly asymmetric sea-surface elevations and horizontal velocities
(pitched-forward wave shape) and the weaker variation of skewness (differ-
ence between crest and trough profiles) which are observed to occur during
shoaling. The nonlinear theory also models qualitatively well the large skewed
accelerations which occur during the passage of asymmetric waves.

INTRODUCTION

Because nonbreaking shoaling waves are both weakly nonlinear and weakly
dispersive they are frequently described by models based on the nonlinear
Boussinesq equations (Peregrine 1967). In general, the Boussinesq equations
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include the effects of shoaling, refraction, reflection, and diffraction for arbi-
trary wave fields (i.e. directionally spread and broad banded in frequency).
Most implementations of Boussinesq shoaling models include a subset of these
phenomena, and have been successfully tested against a variety of laboratory
data and analytical results. Freilich & Guza (1984, FG) and Liu et al. (1985)
have respectively derived one- and two-dimensional nonlinear shoaling models
based on perturbation solutions to the Fourier transformed Boussinesq equa-
tions. The models clearly identify nonlinear near-resonant triad interactions as
the primary cause for evolution of third moments of the wave field. The one-
dimensional, many mode (i.e. broad banded in frequency) Boussinesq model
has been compared to a limited set of ocean field data (FG, Elgar and Guza
1985 (EG), 1986, Elgar at al. 1990).

The Boussinesq equations require both shallow water depths ((kh)? << 1,
where k is the wavenumber and h is the water depth) and small wave ampli-
tudes (a/h << 1, where a is the wave amplitude) such that the Ursell number,
U = (a/h)/(kh)? is approximately unity. The one-dimensional shoaling model
assumes that the waves are normally incident to a beach with plane-parallel
contours, and neglects dissipation and reflection.

The one-dimensional model is cast in terms of coupled, nonlinear, ordinary
differential equations with the (temporal) Fourier coefficients of the wave field
as the dependent variables. Since the model describes the spatial evolution
of the Fourier coefficients (i.e. both the amplitudes and phases), it contains
information relating to wave shapes and instantaneous oscillatory velocities.

Freilich and Guza (1984) give details of numerically implementing the non-
linear model. Fourier coefficients used as initial conditions for nonlinear model
predictions are provided by measurements at the seaward edge of the region of
interest. The model equations are then integrated numerically, yielding pre-
dicted values of Fourier coefficients of sea-surface elevation in shallower water.
The predicted and observed Fourier coefficients can then be manipulated and
compared in various ways. Alternatively, after inverse Fourier transforming
the predicted coefficients, comparisons can be made between predicted and
observed time series.

The present study evaluates the performance of the 1-D shoaling model for
nonbreaking waves in 18 data sets obtained from month-long field experiments
at two beaches. A variety of incident wave conditions were observed, including
swell from a distant storm, locally generated sea, and combinations of swell
and sea. The model performance is good. The spatial evolution of sea surface
elevation (SSE), velocity, and acceleration statistics are at least qualitatively
well predicted for a wide range of ocean conditions.
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FIELD EXPERIMENTS AND DATA REDUCTION

Two field experiments conducted in 1980 (Torrey Pines and Santa Bar-
bara, California) provide the data used for model verification. The bottom
contours were relatively straight and parallel at both experimental sites, and
the mean beach slopes through the shoaling region were 0.022 and 0.050 at
Torrey Pines and Santa Barbara, respectively. Data were obtained from wave
staffs and bottom-mounted pressure and electromagnetic current meters. The
field experiments, including representative beach profiles and descriptions of
the sensors and data reduction are presented in FG, EG, and Thornton & Guza
(1986). Measurements from cross-shore arrays extending for approximately
267 m (Torrey Pines) and 56 m (Santa Barbara) are used in the model-data
comparisons presented below.

Initial conditions for the nonlinear Boussinesq shoaling model were gen-
erated with data from a bottom-mounted pressure sensor in 10 m depth at
Torrey Pines and in 4 m depth at Santa Barabara. Short sections of data were
Fourier transformed and converted to Fourier coeflicients of sea-surface eleva-
tion using linear finite depth theory. Results of integrations of the Boussinesq
shoaling wave model for consecutive short sections were averaged together for
statistical comparisons. The maximum frequency considered is 0.234 and 0.4
Hz at Torrey Pines and Santa Barbara, respectively. The different cutoff fre-
quencies reflect the requirement that the waves be relatively long compared to
the depth, and the relatively deeper water at Torrey Pines.

All pressure and current meters were positioned within 80 cm of the sea
bed, and the pressure data were converted to sea-surface elevation using linear
theory. Because linear theory accurately relates local values of near-bottom
pressure and elevation in nonbreaking waves (Guza & Thornton 1980 and
references therein), hereafter no differentiation will be made between direct
measurements of sea-surface elevation and sea-surface elevation inferred from
pressure data. Comparisons between model predictions and current meter data
are made at the known depth of the current meter sensing element (i.e. no
theory is applied to the current meter data).

Energy dissipation was not important in the model-data comparisons
discussed here because the evolution distances were relatively short, white-
capping was not pronounced, and the comparisons were terminated when
measured energy losses owing to wave breaking were significant. The Tor-
rey Pines experiment was designed to study nonbreaking waves, and thus all
sensors were seawards of the breaking zone and dissipation was found to be
negligible. Many of the Santa Barbara sensors were sometimes within the surf
zone, and the estimated dissipation was sometimes significant in depths less
than 1.6 m. Model-data comparisons are presented only for sensors where the
total shoreward energy flux (integrated over all frequencies) was at least 85%
of the value measured at the most seaward instrument.
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The effects of directional spread and/or non-normal incidence in the in-
coming wave field on the nonlinear evolution of shoaling waves are not yet well
understood. Boussinesq models appropriate for this case (e.g. Liu et al. 1985)
have not been applied to random ocean waves. The data sets discussed here
include locally generated wind-driven seas having broad directional spread, as
well as wave fields composed of swell and sea arriving from different directional
quadrants. Although the incident wave field was neither unidirectional nor nor-
mally incident, 1-D Boussinesq model predictions are possible because funda-
mentally nondirectional statistics are considered here. Moreover, as refracting
surface waves propagate into shallower water they are strongly polarized in the
cross-shore direction and thus the approximation of normal incidence often is
not grossly violated. A longshore array of sensors in 10 m depth at Torrey
Pines and a colocated pressure sensor-bidirectional current meter pair in 4 m
depth at Santa Barbara showed that the principal wave directions at the off-
shore, initial conditions for the model predictions are less than 20° relative to
normal incidence (FG, EG, Thornton & Guza 1986, Freilich et al. 1990)

MODEL-DATA COMPARISONS

As a primarily swell wave field (S11 and F2 in fig 1) shoals, the power
spectrum undergoes significant evolution, with harmonics of the spectral peak
increasing in power with decreasing water depth (fig 2). Linear finite depth
theory (LFDT) does not predict the growth of harmonics, but the Boussi-
nesq model accurately predicts the observed spectral evolution, except for
high frequencies {(e.g. f > 0.3 Hz for the data considered here). Along with
cross-spectral transfers of energy (e.g. harmonic growth) owing to nonlinear
interactions as the waves shoal, there is also substantial nonlinear phase evo-
lution of the individual Fourier components (equivalent to a nonlinear effect
on the phase speed). In shallow water where nonlinear effects are largest,
phase differences between the nonlinear model and the data are small, while
the phase differences between data and LFDT are large (fig 2). The coherence
between the nonlinear model predictions and data is high (fig 2), except for
a decreasing coherence with increasing frequency, which can be explained by
directional spreading of the wave field (FG). Boussinesq model predictions for
wave fields with broad band and bimodal spectra are also more accurate than
LDFT predictions (not shown). LFDT predictions that include the effects of
the directional distribution of energy (EG) are not substantially better than
the unidirectional LFDT predictions shown in fig 2.

As waves shoal, their profiles evolve from nearly sinusoidal shapes in deep
water to positively skewed (sharp peaks and broad troughs) shapes to verti-
cally asymmetrical, sawtooth shapes just prior to breaking. The change in
wave form during shoaling is statistically described by the skewness, S and



NONBREAKING SHOALING WAVES 59

108

Spectral Density (cm®/Hz)

|02LL ! | )

0 0.0 0.20
Frequency (Hz)

Figure 1. Initial power spectra of sea surface elevation for the model predic-
tions. Top, Torrey Pines, A ~ 10 m (solid line, $11, H,;;, = 90cm; dashed
line, 516, H,;, = 56cm); bottom, Santa Barbara, h ~ 4 m (solid line, F2,
H,iy = 63cm; dashed line, F12, H,;, = 57cm; dotted line, F15, H,;, = 66¢cm),
where H,;, is the significant wave height at the depth indicated.
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Figure 2. Comparison of model predictions (based on initial conditionsin 4.5 m
depth, F2in fig 1) to swell data in 1 m depth. Coherence and phase differences
between Boussinesq (solid line) and LFDT (dotted line) model predictions and
observations are shown in the upper and center panels, respectively. The power
spectra predicted by the Boussinesq (solid line) and LFDT (dotted line) models
are compared to observed values (dashed line) in the lower panel.
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asymmetry, A (third moments of the wave field, which measure deviations
from symmetry about the horizontal and vertical axis, respectively (Masuda
& Kuo 1981)). A sawtooth shape has S = 0 and A # 0, while a “Stokes wave”
shape (broad, low troughs and narrow, tall crests) has S # 0 and A = 0.

The observed and predicted evolution of skewness and asymmetry for swell
is displayed in fig 3. Third moments are small in deep water (A = .5 = 0 for
linear waves), and increase owing to nonlinear interactions as the waves shoal.
In both the observations and the model predictions, skewness of SSE and ve-
locity attains a maximum and starts to decrease before the waves break (wave
breaking is significant only for the shallowest sensor shown in fig 3). Asym-
metry increases approximately monotonically, consistent with the steepening
shape of shoaling waves. The random phase assumption underlying linear the-
ory results in sinusoidal waves, and thus LFDT cannot predict the changes in
wave shape as the wave field shoals. On the other hand, the Boussinesq model
accurately predicts the observed evolution of third moments of the wave field,
as shown in fig 3.

Observed and predicted third moments for a broad band wave field (i.e.
locally generated sea, F15 in fig 1) are shown in fig 4. Although the shape of
the power spectrum at the seaward edge of the shoaling region differs from the
narrow band wave field discussed above, many aspects of the evolution during
shoaling are similar. In particular, the wave shapes undergo similar shoaling
evolution from sinusoidal to sawtooth profiles.

For broad band wave fields, the total skewness and asymmetry are not
dominated by contributions from a few isolated harmonic triads, as is the case
with narrow band wave fields. Rather, nonlinear interactions significantly cou-
ple many frequencies within the wind wave band, with each triad of coupled
waves contributing to the overall third moments. The assumptions underlying
the Boussinesq model become invalid at high frequencies where the lowest order
Boussinesq dispersion relation deviates significantly from the exact finite-depth
solution. Thus, it is not surprising that nonlinear model predictions of third
moments for broad banded conditions (fig 4) are not as accurate as those for
swell-dominated spectra (fig 3). This is especially true for acceleration statis-
tics (fig 4c), where high frequency motions are even more important (Elgar
et al. 1988). Nonetheless, the nonlinear model correctly predicts the depth-
dependent trends in the third moments of sea-surface elevation, Lorizontal
velocity, and acceleration.

Observed and predicted third moments for a wave field consisting of both
sea and swell, 516 and F12 in fig 1) are shown in fig 5. The sea and swell arrived
at the outer edge of the shoaling region from different directions, separated
by about 45° at Santa Barbara and about 25° at Torrey Pines. As in the
narrow- and broad-band cases discussed above, the steepening of the wave
profile during shoaling is fairly well predicted by the Boussinesq model, as
shown in fig 5a. The predictions of near-bottom velocity third moments (figs
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Figure 3. Predicted and observed normalized third moments versus depth for
the narrow band swell data (h > 4 m, Torrey Pines (S11); A < 4 m, Santa
Barbara (F2)). a) sea-surface elevation; b) near-bottom horizontal (e.g. cross-
shore) velocity; c) near-bottom horizontal acceleration. Solid and dashed lines
are model predictions of skewness and -asymmetry, respectively. Circles and
asterisks are observed values of skewness and -asymmetry, respectively.
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Figure 4. Predicted and observed normalized third moments versus depth for
the broad band data, Santa Barbara (F15). a) sea-surface elevation; b) near-
bottom horizontal velocity; ¢) near-bottom horizontal acceleration. Format is
the same as Figure 3.
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(F2)). a) sea-surface elevation; b) near-bottom horizontal velocity; ¢) near-

bottom horizontal acceleration. Format is the same as Figure 2.
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5b,c) are considerably less accurate, perhaps owing to directional effects.
From the model-data comparisons discussed above it is clear that the one-
dimensional Boussinesq model predicts the evolution of shoaling waves for the
conditions considered at least qualitatively well. In addition, model-data com-
parisons for many more data sets are displayed in fig 6, where predictions of
SSE and near-bottom horizontal velocity third moments are compared to ob-
served values. The Boussinesq model predictions of SSE skewness are accurate
for both field sites. The predictions of SSE asymmetry for the Torrey Pines
data are qualitatively correct, but somewhat less than observed values, while
the predictions of SSE asymmetry for the Santa Barbara data are accurate
(fig 6a). Model predictions of third moments of near-bottom velocity in 4.5 m
depth, 250 m from the initial conditions (A = 10 m) at Torrey Pines and for
12 and 56 m from the initial conditions at Santa Barbara are compared to ob-
servations in fig 6b. Overall the predictions are good. The Boussinesq model

also provides accurate predictions of acceleration skewness and asymmetry (fig
6¢).

CONCLUSIONS

Given measurements of the incident wave field, low-order statistics of the
shoaling wave field seawards of the surf zone can be accurately predicted by
the Boussinesq equations, as demonstrated by the model-data comparisons
presented above. The Boussinesq model has no free or adjustable parameters,
is not limited to any particular spectral shape, and accurately predicts the
evolution of the wave field for swell, locally generated sea, combinations of
swell and sea, and other typical field conditions. The nonlinear model also is
not dependent on the particular field location, as long as dissipation outside
the surf zone and reflection from the beach face are negligible. Although the
two beaches discussed here were nearly planar, more complex bathymetry can,
in principle, be incorporated into thie nonlinear model.
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CHAPTER §

Transition Zone Width and Impiications for
Modeiiing Surfzone Hydrodynamics

Robert B. Nalrn? , J.A. (Dano) Roelvink2 and Howard N. Southgate3

INTRODUCTION

The surfzone associated with a wave breaking on a piane slope may be
subdivided into three regions: the transition zone, the Inner zone and the swash zone.
The transitlon zone is the region just shoreward of the point of wave breaking and is
characterised by rapid wave decay and aiso by constant wave setdown (and thus
constant radiation stress). In this paper, an emplrical expression for the width of this
zone Is developed from monochromatic wave data. Two techniques are proposed for
the conslderation of this phenomenon in the numerical modeliing of surfzone
hydrodynamics for random waves. The Impiications of a zone of nearly constant
radlation stress inside the breakpoint are examined with respect to wave-Induced
current generation - both cross-shore and longshore - and sediment transport prediction.
Comparisons are made to both field and laboratory data from plane and unduiating
proflies.

BACKGROUND

The exIstence of a zone of transition between the unbroken wave shape and the
turbulent bore form of the broken wave was first reported by Svendsen et al (1978)
based on visual observations of wave breaking. Svendsen (1984) proposed a definition
of the transition zone as the region of nearly horizontal or very weakly sloping water
level Inslde the breakpolnt before the beginning of a steep gradient in the water ievel
due to wave setup.

Both Svendsen (1984) and subsequently Basco and Yamashita (1986), were
concerned with the influence of the transition zone on the description of wave height
decay and mean water level variation In the surfzone through the solution of the energy
and momentum balance equations. The transition zone features rapid wave decay
wlthout an assoclated Increase in energy dissipation. Svendsen (1984) suggested that
the large amount of potential energy lost In this region is converted to forward

1Department of Civil Engineering, imperiai Coliege of Science, Technology and Medicine.
London, Engiand. SW7 2BU.

2Delft Hydraulics. P.O. Box 152, 8300 Emmeloord, The Netherlands.

3Hydraulics Research Limited. Wallingford, Oxon., England. OX10 8BA.
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momentum flux, specifically In the surface roller. Basco and Yamashita (1986) viewed
the process In the transition zone as a transformation from oscillatory wave motlon to
highly rotational (turbulent) motion. Thus, the region is essentially a development zone
where the just broken wave lIs transformed Into a turbulent bore. Basco (1985) notes
that both plunging and spliling breakers feature this same development process, albeit at
much different scales. Two approaches for consldering the role of the transition zone
processes In the prediction of wave height decay are presented in the above-noted
papers.

A zone of nearly constant mean water level, through conslderation of the
momentum balance equation, Implles that the radiation stress Is also constant.
Consequently, the generatlon of wave-induced cross-shore and longshore currents by
the reduction in radiation stress due to energy dissipation does not commence untll the
Inner limit of the transition zone is reached. In a comparison of numerical model
estimates to laboratory measurements of the distribution of longshore currents across a
proflle for plunging waves, Visser (1984) found that It was critically Important to delay the
Initlation of the Influence of energy disslpation on the generation of longshore currents
until the plunge point. As noted by Basco and Yamashita (1986), the distance from the
breakpoint to the plunge polnt Is a significant fraction of the transition zone width. A
simllar Influence of the transition zone has been observed in the prediction of
wave-induced return flow in the surfzone (or undertow) by Roelvink and Stive (1989),
Nairn (1990a) and Okayasu et al (1990).

TRANSITION ZONE WIDTH

Basco and Yamashita (1986) proposed that the width of the transition zone would
vary with the surf simllarity parameter; the zone would be wider for spilling breakers
than for plunging breakers. Whilst this may be so in an absolute sense, considering that
the plunging breaker must undergo a much greater change in wave shape, it Is more
likely that the dimenslonless width of the transition zone (normalised by the depth at
breaking) will be larger for plunging breakers. An empirical expresslon can be
developed for the dimensionless transition zone width using dimensional analysis
techniques. The ratio of the depth at the Inner limit of the transition zone, d,, to the depth
at breaking, d,, is found to be a function of two parameters as follows,

d - g { ™y b l (n
d, l (Hy/L,) 05 L, ]

The first varlable Is the surf simllarlty parameter, where m, ls the bottom slope In the
vicinity of the breakpoint, H, Is the wave helght at breaking and L, Is the deepwater
wavelength; the second variable Is the ratio of the depth at breaking to the wavelength
at breaking and provides an Indication of the scale of the wave with respect to the width
of the surfzone. A data set on the width of the transition zone was gathered from
laboratory experiments with monochromatic waves - the width was defined as the
distance from the breakpolnt to the abrupt change in slope of the mean water level (an
example of one of these laboratory experiments Is given in Figure 1). By combining the
two variables of Equation 1 Into a single parameter and performing a regression analysis
on the data set, the following relationship was derived,
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d/d, = 047 &, | for &, > 005

djd, ~ 1, for &, <005

& = my/(Hy/Ly) 05 (2)

Note that the dimenslonless translition zone depth Is glven as a function of the surf
simllarity parameter evaluated entirely with breakpoint values. This differs from the
conventlonal surf simllarlty parameter In that the local wavelength at breaking Is used In
the deflnition of wave steepness Instead of the deepwater value (thus accounting for the
second variabie in Equation 1). A comparison of this relationship to the data set is glven
In Flgure 2, the correlation coefficient for the regression analysis was 0.85. As
anticlpated, the dimenslonless width (which varies from 5 to 50 % of a plane sloplng
surfzone) Increases with the surf similarity parameter and consequently Is greater for
plunging breakers than for spliling breakers. In a random wave climate, the transition
zone width wlll vary according to the surf simliarity parameter of each individual wave at
breakling.

MODELLING THE INFLUENCE ON WAVE-INDUCED CURRENTS
1) Emplrical Approach

A numerlcal model has been deveioped for the prediction of cross-shore and
alongshore sediment transport on a beach proflle. The principal components of the
model inciude: 1) wave transformation based on the technique of Battjes and Janssen
(1978) for random waves; 2) a desctiption of the mean cross-shore flows under random
waves using an adaptation of the method presented by DeVriend and Stive (1987); 3)
prediction of the longshore current varlation across the profile employing the technique
of Southgate (1988); 4) calculation of the central velocity moments based on the
non-linear Vocoldal theory (after Swart, 1978) for ime-varying orbital velocities; and 5)
prediction of the cross-shore and alongshore sediment transport rates across the profile
using a modifled version of the Energetics approach which was originally deveioped for
coastal applications by Baiiard (1981) and Bowen (1980). The influence of the transition
zone primatily affects the caiculation of the mean wave-induced cross-shore and
longshore currents of steps 2 and 3 above. Of course, thls Influence willl also be
transmitted to the caicuiatlon of sediment transport rates based on the modified currents.

The Battjes and Janssen (1978) description of random wave transformation at each
polnt across a profile conslsts of two parameters, the root mean square wave helght,
H,,.. and the fractlon of broken waves, Q,. In this time-averaged approach to modelling
random waves, the fraction of broken waves represents the proportion of time that
waves are breaking at a glven point on the profile over a model time step. Both the
techniques of DeVrlend and Stive (1987) and Southgate (1989) for wave-induced
cross-shore and longshore currents respectively are based on a slmilar approach to
random waves. The princlpal driving force for currents under breaking waves Is
represented by the reductlon in radiation stress, which In turn may be related to the
disslpation of wave energy. Therefore, In a time-averaged sense, a driving force for the
currents between any two points on a profile Is derlved from the local decay In the rms
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wave height muitipiied by the fraction of broken waves. However, the stipuiation of the
transition zone infiuence suggests that the incrementai increase In the driving force due
to the locai Initiatlon of wave breaking - represented by the increase in the fraction of
broken waves between the two points - shouid be deiayed by a distance equivaient to
the transition zone width. Therefore, at each point across the profiie a revised value of
the fraction of broken waves is determined by deiaying the incremental increase in Q,
for a distance equivaient to the locai transition zone width (i.e. using the iocai wave
height, waveiength and beach slope In Equation 2). The revised Q, Is treated as a hew
variabie and is used In the calculation of energy dissipation for the driving force of
radiatlon stress related quantities such as mean currents and wave setup. A comparison
of the revised Q, to the actual Q, Is presented in Figure 3 which shows the detalis of the
prediction of wave transformatlon across a profile corresponding to Case 5§ of the
DUCKS85 sediment transport fieid experiments (this experiment is discussed in more detalil
iater). The revised @, distribution is shifted onshore approximately 10 m for this
exampie.

2) Anaiytical Approach

The mean wave energy baiance equation:

P Ec, =S (3)

where E is the mean wave energy, C, the group velocity and S a (negative) source
term, has been used successfully to describe the decay of organised wave energy by
means of a bore modei. Battjes and Janssen (1978) extended the formulation to the
case of random waves by assuming a parametric shape for the wave height distribution.
if it is assumed that the organised wave energy is instanty converted to Isotropic
turbuience energy, the horizontal cross-shore momentum baiance reads:

2 Sutpgh M b, =0 (4)
ox ox

where §,, with a tiide is the radiation stress reiated to the organised wave motlon , p Is
the density of water, g the acceleration of gravity, h the water depth,  the mean water
level and 7, the bottom shear stress. Since the term 1, is generally smali, the setup
shouid respond directiy to the radiation stress gradlents. As has been noted previousiy,
this is not the case; this means that an additionai term shouid exist In the momentum
baiance equation.

Svendsen (1984) suggested that part of the organised wave energy Is first

converted into forward momentum flux in the roiler, and accounted for this roller
Influence both in the energy balance, by means of a term:

E, = pACY2L = pAC/2T (5)

where A Is the roller area, C Is the phase velocity and T the wave period, and in the
momentum baiance by means of a term:
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Sxx, roller = pACz/L = pAC/T = 2Er (6)

The equations for the energy balance and the momentum baiance can then be written
respectively as:

EC,+ _ EC = -D (N

where D Is the dissipation per unit area, and:

2 St 2B 40 i g =0 (8)
ox

ox oax

Svendsen (1984) then relates the roller area directly to the local wave helght H by using
the emplrical finding:

A =09 H? (9)

When this formulation Is used, the absolute magnitude of the setup changes, but the
spatlal distribution of the setup remains directly linked to the wave energy decay, and no
transltion zone lag effect is found.

On the other hand, Roelvink and Stive (1989) suggested that the organised wave
energy Is first converted to turbulent kinetic energy which Is not dissipated Immediately.
They proposed to use a k-equation in which the productlon of turbulent kinetic energy Is
equal to the decay of organised wave energy:

9 9
_ EC 4+ __ BpkhC = —p Bk (10)

ox ox

where £ Is the depth- and time-mean turbulence intensity and g, and g, are coefficients
of order one. The second term In this equation represents a storage term, whereas the
term on the right is the actual dissipation. Due to the storage term, which Is positive in
the area of Initial decay of wave energy, the dissipation lags behind the production of
turbulence energy. The Influence of the turbulence on the momentum balance was
estimated as:

L/
Sxx. turbulence — f (pu'2 - pwlz) dZ -~ /35 pkh (11)
—d
s0 the momentum baiance in this case reads:
D S+ 2 Bpkht pgh® 41, = 0 (12)
ox ax ox

The value of g, depends on the ratio between the turbulence Intensities in the x, y and
z-dIrectlons; based on the analogy of a wake, a value of 0.22 was suggested. The result



MODELLING SURFZONE HYDRODYNAMICS 73

was that hardiy any Infiience on the setup distribution was found, aithough there was a
significant lag between the production and dissipation of turbulence energy. This ieads
to the conciusion that either the turbuience which Is generated is much more anistropic
than assumed, or that the wave motion is converted into a different form of motion.

A synthesis of these two approaches can be developed using Svendsen’s concept
of a rolier as a 'biock’ of water moving at the phase veiocity, dropping the empirical
Equation 8, and assuming the sink term S of the organised wave energy to be a known
function of the local wave parameters, as for instance in the Battjes and Janssen model.
The roiier energy, E,, In this case becomes the unknown parameter,; if the dissipation can
be reiated to this parameter, E, can be solved from Equation 7. In this way the roiler wiii
serve as a storage of kinetic energy, ieading to a lag effect similar to that modeiied by
Equation 10.

The dissipation in this case can be modeiied according to Delgaard and Fredsoe
(1989) as the work performed by the shear stress, 1,, between the roiler and the
organised wave motion:

D=71cC (13)
The shear stress can be deduced by considering the verticai force baiance equation on
the roiier, which leads to:

T, = B pgA/L (14)

where g is the mean siope under the roiier. Combining Equations 13 and 14,

D = p pgA/T = 28 gE,/h (15)
so Equation 7 can be written as:

° Ec, +° E.c= —2pgE,/C (16)

5; ox

This equation is quite simiiar to Equation 10; if It is assumed that E,. = p kA, C = \/gh and
the order of magnitude estimate & ~ Y B, C2is taken, the resuit is:

2 Bc, + 2 pkic = — (2v2 p/vBYp KV (a7

ox ox

The above expression, with g ~ g, ~ 0.10, ieads to Equation 10 with g, ~ 1.

Comparison of Equations 6 and 11 now shows that the roller contribution to the
radiation stress is 0.22 E, in the turbulence model, against 2 E, according to the
Svendsen concept. In view of the fact that for the first estimate no significant transition
zone iag effect in the setup was found, the second estimate seems more reailistic. in
order to check this, two tests documented in Battjes and Janssen (1978) were hindcast
with respect to wave energy decay and setup, specificaily, Test HJ2, with a piane beach,
and HJ12, with a schematised bar-trough profile. A Battjes type model was used to
predict the sink term 5 the rolier energy E, was solved both from Equation 10 and from
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Equation 16 and the setup was computed from Equation 8. A value for the roller slope
of 0.10 was applled In Equation 14. In Figures 4 and 5, the results are presented for the
wave energy, represented by H,,.. = vV (8E/pg), and for the setup, without the transition
zone lag effect and with the lag effect according to both formulations. There Is a
conslderable Improvement In the setup prediction In the area of incipient breaking; also,
Equatlons 10 and 16 produce very simllar results. WIith respect to wave-driven currents
It Is likely that the disslpation rate should be the term D In Equation 7, rather than the
sink term § In Equation 1, however formal proof of this has not yet been derlved and
should be the subject of further study.

The analytical approach described above can be applled to predict the general
behavlour of the transition zone width as a functlon of beach slope and wave steepness.
The model was tested for a plane beach with slopes In the range of 0.005 to 0.05 and
Incldent wave steepnesses - defined as H,, /L, - In the range 0.01 to 0.04. The
transition zone width was defined as the distance between the peak of the sink term §
and the peak of the dissipation term D, as the peak In S deflnes the location of
maximum gradlent In H,,,. and the peak In D a location of rapid water level Increase.
Though thls definition differs slightly from that used for the empirical approach, the
general behaviour can be expected to be quite similar. The analytical approach may
also be applled to elther monochromatic or random waves.

The dimenslonless transition zone width (l.e. the ratlo of the depths at the dissipation
peak and the sink term peak) is plotted agalnst the deepwater surf similarlty parameter,
&, the simllarity parameter at breakpoint vaiues, &, and agalnst the bottom siope In
Figures 6a, b and ¢ respectively. The emplrical approach is also piotted In Figure 6b
and reasonable agreement with the analytical approach Is apparent. Figure 6¢
demonstrates that the analytical approach Is almost entirely dependent on beach slope
(there Is very little dependence on wave steepness). in contrast, the empirical approach
does have a signlificant dependency on wave steepness based on the monochromatic
wave data. The existence of a steepness Influence In random waves Is Indirectly shown
In the next sectlon; however, a direct proof of thls should be the topic of further study.

COMPARISON TO DATA ON WAVE CURRENT PREDICTION

In this section, examples of the Influence of the transition zone width on the
predictlon of undertow and longshore currents under random waves using the emplrical
approach are presented. However, the first example reiates to the measurement of
mean cross-shore flows generated by monochromatic waves. The vertical distributions
of mean flow for five locatlons across a laboratory proflie (Case § of Nadoaka and
Kondoh, 1982) are shown In Figure 7 along with the predicted extent of the transition
zone width. Clearly, the measured distribution located between 2 and 3 m on the
basellne - which Is shoreward of the breakpoint and In the transition zone - bears more
simllarity to the seawardmost distribution (which relates to the mean flow under an
unbroken wave) than to the shoreward breaking wave undertow distributions. This
apparent lag between wave breaking and the generation of undertow has been noted
on several occasslons In the literature (lLe. Nadoaka and Kondoh, 1982 and
Longuet-Higgins, 1983 among others). Within the transition zone, the forcing of the
undertow due to the reduction In radlation stress Is not yet reallsed; this demonstrates the
Importance of consldering the Influence of the transition zone shift on the prediction of
mean return flow.

The predictions of undertow under random waves for two laboratory tests with and
wlithout the use of a revised @, are shown In Figures 8 and 9 (the data for these two
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tasts were given by Roelvink and Stive, 1989 and Sato et al, 1988 respectively). In both
cases, the Influence of the transition zone has a conslderable effect on the predictions;
the results with a revised Q, provide a much better match to the measured data. Field
measurements of the cross-shore distributions of undertow (along with the Important
recordings of proflle shape and Inshore wave climate) are generaily unavailable,
however, as a demonstration of a fleld case, the predicted undertow for the DUCK85
Case 5 example (corresponding to Flgure 3) is compared to the measurements from two
electromagnetic current meters in Figure 10. It Is difficult to assess the validity of the
predictions from thls data, however, the exercise does reveal the Importance of
accounting for the the transltion zone shift In the predictions.

It has become abundantly clear that the distribution of undertow across the profile
Is a primary factor In the reshaping of beach proflles during eroslon events (see Nalrn,
1990a and Roelvink and Stive, 1989). A brlef example of the Influence of the transitlon
zone shift on proflle development Is shown In Flgure 11. This laboratory test
corresponds to the undertow prediction given In Figure 8, the test duration was 12 hours.
Again, the Importance of considering the transition zone effect is revealed by a
comparlson of the predictions with and without the shift to the measured profile change.
Specifically, the bar position Is shifted too far seaward in the numerical model test
wlthout the transltion zone Influence (l.e. using the unrevised value for the fraction of
broken waves, Q,)

A field experlment to measure aiongshore sand transport in the surfzone was
conducted at the Fleld Research Facllity of the Coastal Engineering Research Centre, U.S.
Army Corps of Engineers at Duck, North Carolina (see Kraus et al, 1989). Eight tests
were performed in September of 1985 as part of the DUCK85 programme using a series
portable sand traps deployed across the surfzone (the traps consisted of polyester sleve
cloth streamers suspended on a rack). Two electromagnetic current meters were also
deployed to monitor the cross-shore and longshore fiow veiocities In the surfzone. For a
selected test, the cross-shore flows were presented In Figure 10 and the wave
transformation prediction inciuding the revised fraction of broken waves accounting for
the transition zone influence were given in Figure 3. A demonstration of the effect of
using the revlsed fraction of broken waves in the prediction of longshore currents for the
same DUCKSS5 test Is shown In Figure 12. The peak longshore current Is reduced and
predicted veiocities In the outer part of the surfzone have been considerabiy diminished.
The Influence Is large due to the low steepness of the incldent wave (H,,,, = 0.31 m, T =
9.7 s), Indlcating that a plunging breaker and a correspondingly large transition zone
wldth would have existed. The predicted velocities compare well with the field
measurements, however, the two Isoiated recordings are not sufficient to verify the
transition zone phenomenon.

In the numerical model used for these investigations, both the longshore and
cross-shore sediment transport rates are calculated using a modified version of the
Energetics approach adapted for coastal sediment transport by Bowen (1980) and
Ballard (1981) from the original formulation of Bagnold (1963) for sediment transport In
rlvers. Modiflcatlons to the cross-shore and alongshore components of this approach are
given In Nairn (1990a) and Nairn (1990b) respectively. Simply stated, the Energetics
approach Is based on the concept that the wave action acts to support the sediment in
bed and suspended 1oad which Is then advected by mean currents, orbital veloclty
asymmetry and gravity. Therefore, the distrlbution of the longshore current across the
profile Is a critically Important element of the alongshore transport estimate. This Is
reflected In a comparlson of the predicted (with and without the transition zone Influence)
and measured alongshore transport rates given for the seiected test of the DUCKS85 fleid
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experiment In Figure 13. Clearly, this figure serves indirectly to confirm the extent of the
transition zone infiuence on the generation of iongshore currents.

DISCUSSION

The existence of a transition zone where wave decay and turbulent energy
production occur unaccompanied by energy dissipation is clearly evident for
monochromatic waves. The processes which are associated with the reduction In
radiation stress (caused by the dissipation of wave energy) - including wave setup,
undertow and iongshore current - are initiated at the inner limit of the transition zone
instead of at the breakpolnt due to the lag between the production and the dissipation of
wave energy from wave decay after breaking. The transparency of the probiem in
monochromatic wave situations allows for an empirical expression to be deveioped
relating the dimenslonless transition zone width (Le. the depth at the Inner IImit of the
transition zone divided by the depth at breaking) to the surf similarity parameter
evaiuated entirely with breakpoint parameters (see Equatlon 2). The dimensionless width
is found to be greater for plunging breakers than for spiling breakers.

The ciarity of this phenomenon Is obscured for random waves since the width of
the surfzone and the transition zone varies with each individuai wave in the incident
ciimate. However, If wave-wave interactlon is ignored In the surfzone, it may be
assumed that each individual wave behaves as a wave from a monochromatic wave
traln and the expression derived for transition zone width should be equally applicable to
this situation. Neglecting wave-wave Interaction is probably an acceptabie assumption
since the iarger waves will have a ceierlty proportional to the depth based on the
shailow water assumption and thus the possiblility of one wave overtaking another Is
iimited. Therefore, whiist the influence of the transition zone shift Is less transparent in
random wave surfzones, it is nonetheless very important to consider In the numericali
prediction of the time-averaged values of wave setup, undertow and longshore current.
With the ald of fieid and laboratory experiments It has been demonstrated that transition
zone infiuence has a signlficant effect on the generatlion of time-averaged currents and
the associated sediment transport (l.e. both alongshore and cross-shore).

Two techniques are presented for the description of the transition zone infiuence on
random wave processes. The empiricai approach has the benefit of responding to
different incident wave conditions. However, the deveiopment of the analyticai
technique wili uitimately allow for a better understanding of the physicai phenomena.

Caution is advised In applying Equation 2 to sltuations of waves with very low
steepness breaking on steep slopes - especially for surging and colilapsing breakers (i.e.
high vaiues of the surf similarity parameter at breaking) - as there are indications that the
transition zone width Is over-estimated for these cases. More data on the
monochromatic transition zone width is required to Improve the reiiablity of Equation 2 In
these instances. There is aiso a need to verify directly the transition zone influence in
random waves through the analysis of a time series of simultaneous measurements of
velocity, turbulence and water surface elevation.

REFERENCES

Bagnoid, R.A. (1963). Beach and Nearshore Processes. in The Sea. Vol. 3. ed., M.N. Hlii.
interscience, N.Y.



MODELLING SURFZONE HYDRODYNAMICS 77

Bailiard, J.A. (1981). An Energetics Totai Load Transport Modei for a Piane Sloping Beach.
J.of Geophys. Res. Voi. 86, No. C11. pp. 10938-10954.

Basco, D.R. and Yamashlta, T. (1986). Toward a Simple Model of the Wave Breaking
Transition Region In Surfzones. Proc. of the 20th Conf. on Coastai Eng., ASCE. pp.
955-970.

Basco, D.R. (1985). A Qualitative Desctlption of Wave Breaking. J. of Waterway, Port,
Coastai and Ocean Eng., ASCE. Voi. 111, No. 2. pp. 171-188.

Battjes, J.A. and Janssen, JP. (1978). Energy Loss and Setup Due to Breaking of
Random Waves. Proc. of the 16th Conf. on Coastal Eng., ASCE. pp. 569-588.

Bowen, AJ. (1980). Simpie Modeis of Nearshore Sedimentation. Beach Profiles and
Longshore Bars. in The Coastline of Canada. ed. S.B. McCann. pp. 1-11.

Deigaard R. and Fredsoe J. (1989). Shear Stress Distributions In Dissipative Water
Waves. Coastal Engineering. Vol. 13. pp. 357-378.

DeVriend, H.J. and Stive, MJF. (1987). Quasi-3D Modelling of Nearshore Currents.
Coastail Engineering. Voi. 11. pp. 565-601.

Kraus, N.C, Gingetich, K.J. and Dean Rosati, J. (1989). DUCK85 Surf Zone Sand
Transport Experiment. CERC Rept. No. 89-5. 48 pp.

Longuet-Higgins, MS. (1983). Wave Setup, Percoiation and Undertow in the Surfzone.
Proc. of the Royal Soclety of London. A390. pp. 283-291.

Nadoaka, K. and Kondoh, T. (1982). Laboratory Measurements of Veloclty Field Structure
in the Surf Zone by LDV. Coastal Eng. in Japan. Vol. 25. pp. 125-145.

Nairn, R.B. (1990a). Prediction of Cross-Shore Sediment Transport and Beach Profiie
Evoiution. Ph.D. Thesis. imperiai Coiiege, Unlversity of London. 391 pp.

Nairn, RB. (1990b). Vaiidation of a Detalied Aiongshore Transport Model. Proc.
Euromech 262, Sand Transport in Rivers, Estuarles and the Sea. Wallingford.

Okayasu, A, Watanabe, A. and isobe, M. (1990). Modeiing of Energy Transfer and
Undertow in the Surf Zone. Proc. of the 22nd Conf. on Coastali Eng., ASCE.

Roeivink, J.A. and Stive, M.J.F. (1989). Bar Generating Cross-Shore Fiow Mechanlsms on
a Beach. J. of Geophys. Res. Vol. 94, No. C4. pp. 4785-4800.

Sato, S, Fukuhama, M. and Horikawa, K. (1988). Measurements of Near-Bottom
Velocities In Random Waves on a Constant Slope. Coastal Eng. in Japan. Voi. 31, No. 2.
pp. 219-229.

Southgate, HN. (1989). A Nearshore Profile Model of Wave and Tidal Current interaction.
Coastai Eng., Vol. 13. pp. 219-245,

Svendsen, i.A. (1984). Wave Heights and Setup in a Surfzone. Coastai Eng., Voi. 8. pp.
303-329.



COASTAL ENGINEERING —1990

78

Wave Characteristics In the

, Madsen, P.A. and Hansen JB. (1978).
Surfzone. Proc. of the 16t Conf. on Coastal Eng, ASCE. pp. 520-639.

Svendsen, lA.

National

Derivation.

Vocoidal Water Wave Theory, Volume 1:
Research Institute for Oceanology, South Africa. CSIR Rept. No. 357. 137 pp.

Swart, DH. (1978).

Visser, P.J. (1984). Uniform Longshore Current Measurements and Calcuiations. Proc. of

the 15th ¢

onf. on Coastal Eng., ASCE. pp. 2192-2207.

—
Bel yim pojotpesd Be] ou ‘peyojpesd _ _

pRINEESL RWIH o peoIngRow dnjee

(w) @ouBISIP
C oz St Ok s [o]

Cw

VOO - ¥00

zoo|- 800

€00 cLo

¥00 ———J 810
{w) dnjas (w) 4By ansm

2rH 18aL (8.61) usssuer pue safijeq
dnjeg pue JyblaH aAep\ wopuey - b Big

‘ge’0 ®l g uo|iend3 o 1|} uoiereiBes
24} JO} JURIO}E0D UON0I0II00 B L

7861 "JoRRIA o 9261 ‘uog URA o S'786L ‘Mug  x
B16L°'S B H [ QB'UGEDUBMBUORURK x  B6L ‘¥ 19 Uemog
Jojawesed A}UBIILIG Jine JuIodyeaIq
90 §0 1AY £0 20 Vo [o]
T T T T T ¥0
- §0
e
v 90
Z uopenb3z

- . 40

80

&0

L

9
(Uidap Jayeasq / Yidop uoIiBuR])

yoeoiddy [eorndwa
UIPIM 2UOZ uoilisuely - Z ainbiy

{(w) a0ueyBip
0st O0L [ [o]

0 . L-
pevjAar @O —

L JVTR [Y S 0
yidep

UO110BI} SABM UDXOJQ PUB (W) TJY IABM {w) yidap

$ /6 =1 WIEO = SUIH - § 858D SBYONG
UONBWIIOJSUBL] BABMA - € ainbig

‘UOLIB}1i0 JOHRBI] (ZB6L) @IOOW eyl Pue
Agoep aaBm (Gebt) ¢ 10 Kl1eq 8yl UilM

?2:-».5 dmee PRINRGOW "1y SARM pedipasd

{(w) aoumelp
4] [ 8 9 14 4 [
Y000~ T — Y T — [s]
o g oo 9 Fha
SIS Py g N Jzo00
[
¥00°0 |-
8000
2100
(w) dnjas {w) 14Biay anem

N 8§85 (6461) U9SPUSAS pUB UISUBH
dnjog pue Y5184 anepp tejnbay - 1614



79

MODELLING SURFZONE HYDRODYNAMICS

adoje yoeaq
900 S00 #0°0 €00 200 100 [¢]
— — T ————— 80
_!co‘o «VH-g~ 100 = TH
-4 90
-~ L0

—~80
~60
1
{uidep saxea.q 7 yidap uoijisued})
ado|g yoeag "sa yoroiddy |[ponAjzuy
UIPIAA 2UOZ uoilsuelf - 99 ainbig
Jojawesed Ajue|ws jins Jejemdaap

S0 (4 e0 z0 o [

: r T . S0
Y00 =1UH-5 ©00« UVH-% 200=TVH—+~ LOO=TVH {\_

g z - T Jg0
420
4 20
460

L
{4103pP J123ESIq / YIdap UOIBURLY)

J19jsweled Alfelung jing i1ajemdaaq 'sA
yoeouddy |eonAjeuy
YIPIAA BUOZ uollisuel] - eQ ainbi4

solaweasd Ajuejwie yuns juiodyea.q
€0 s20 (4] S0 o §00 [¢]
— T §0

— T —

2 uoenb3z jeopnpdwe »0°0 = U/H 5

00 = VH — 90

£00 = VH 200 = VH —~

20

80

&0

L 3
2303 Joqed.q / yidap udiieuR.y)
Jgjaweied AHJBIIUNS $4nS julodyeaig ‘sA
yoeouddy |eonAeuy
YIpIM 3u0Z uonisuelf - q9 amnbig
Be| yim poydtpuad Be| ouU 'pelojpesd .
poINEReN SWIH ¢ pouNgERw dnyee
(w) 2ousysIp
oe se oe o oL S [¢]
100~ T T T T T o
800~
so0- |- {ro0
¥00-
goo-} 800
200-
too-| - 4 gLto
[¢]
(w) dnjoe (W) JyBiay aasm

2If'H 1891 (8.161) uessuel pue saflieg
dnjag pue yblaH anep wopuey - g B4



COASTAL ENGINEERING —1990

80

{w) dousysip

ose 002 oSt ook 08 [}
80°0- T T — T S-
90°0- - 1%
lg-
y00- peineeew
QD pesjAd Inoym .
4=
q0 PeSIATI yym
200- yidep
I”
0 o]
a
200 +
{8/W) A}10019A uUSSW {w) yydep
§26=L1L"WIED=H -G 988D ¢8ONQ
MOYLIBpUn SABAM wopuey - QL @._Jm_m
pangRow o qQ PosAes JNOYI M
qO PoRiARI UM wdep
(w) dovesIP
oe :14 [ ot o S o]
L'0- T — s T T
m.cuvv s e TR R . i Q00—
g0-F R N
vo-| 2 BN
o - - - %00~
€0-} > N
g0~ For =
L0- [}
o]
B
L0 v00
(w) yidop (8/w) A300j0A

SZ=1'WEZLD = H- | 35ED 112Q
MOLIBPUN SABM wopuey - g ainbiy

-] s 9 g ¥ € [4

“ T T T T — T

{w) J0uB}SIP

[v]3 -] 9 ¥ k4 o]
§0- : S T ; 80°0-
. ’ N pomevew
¥0-F Dm_ﬂ 1y QD PeejARl jnoym - 1yo0-
QD peRIAGL Ym
£0-
-30°0-
20~
N 8~ 5 _ o
0- - o a
o - 4200
0 v00
(w) yidap (8/w) A310010A

§ 260~ L ‘WOED0 = SWIH - € 9SED 0jeg
MOJIBPUN SABM wopuey - ¢ ainbig

“A1|9019A 0482 JUBeRIded POU|| |9D)110A

‘WY dasm pojoipasd ... yidop .
3
—

BON|BA pPAINSEAW

(w) 9ousISIP
o]

¥°0-
48°0-

{zo-

e/mge0 [
. m M 5 410~
] o 0
yb/f.,.m. $——e—b U0z uolileVEl} | LD

(w) yidap pue Jybiay aasm

EJEP (2861) YOPUO) PUB BIEBOPEN
molispun aAep sejnbay - 7 ainbiy



81

MODELLING SURFZONE HYDRODYNAMICS

(w) oue}sp

008 0sZ ost oot os 0
§- ————— r T ———0
p-L

- 48
[>T
ponsesw %
QO PevjAel YyyMm
z-|- ot
QO PevIABS INOWIM .- -
wdep
-k
. 151
of— :

1 L - 0z
(w) yidap {S-31) (8/wWn3) ji0dsues) JUaMIpas
yoeoiddy sonabiaulg - g 288D GBUONA
odsuel] aloysbuoly - g1 aunbi4
{w) aoueysip

008 052 ost 0oL os o
S- > r — T o
-l 440
e-+ Z0

peJsnsEel
qy PeRiAGI WM .
e-r QD POS|AGL INOYLIM . _ . €0
wdep
-t ¥o
o S 50
3 g0

{w) yidap {8/w) £3100)19A

§.6=1'WlE0=H-G ased §8X0NA
waung aloyssuo - g anbi4

(w) douriEp
o33 14 [o24 s ot )

90-

peinseew .
193
pejojpesd

N

40 PEMASI InoUIIM

QD pemIAM ypm

;o

|

(w) widap

'sJy gi Jeye | ased ylog
abueyn a|old - 1} ainbi4



CHAPTER 6

THE GROUP CHARACTERISTICS OF SEA WAVES

Yu-xiu Yu‘and Shu-xue Liu*

Abstract —- A review concerning the methods of studying and describing wave groups
is presented in this paper. After analysing 73 field records oollected in Shijiu
Port, China, the measured parameters of wave groups and some factors describing
wave groupiness and their variations are given, Moreover, these results are
compared with that of theory.

1. INTRODUCTION

It is found that the higher waves often appear in group in a continuous
record. The existence of wave groups has been known to sailors for a long times
but the phenomena had not been studied systematically until the first year of
1970’s. Many experiments have shown that the wave groups are not only more
disastrous to the rubble mound breakwaters, the moored floating bodies and
capsizing of shipss but also important for harbour resonance. Therefore wave
groups received more attentions and they are studied by field experiments,
simulation (physioal and numerioal) tests and theoretical analyses. In this
paper, the existing methods for studying wave groups and some factors describing
wave groupiness are summarized. Then, the 73 field records collected in Shijiu
Port are analysed. Based on these analyses,» the wave group parameters and the
factors describing wave groupiness and their variations are investigated, and
their results are used to examine the existing theoretical methods. It may be a
good reference for theoretical study and engineering practice.

2. METHODS OF STUDYING WAVE GROUPS
2.1 Theory of wave envelope

The ooncept of wave group has been proposed in classical hydrodynamics. ¥ave
groups can be formed by two trains of waves of the same height propagating in the

1. Prof., Department of Civil Engineering
Dalian University of Technology, Damlian, 116024, CHINA
2. Assistant Researcher, Department of Civil Engineering
Dalian University of Technology, Dmlian, 1168024, CHINA
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same direction with slightly different frequencies. But the sea waves are
considerably more complicated. Nolte (1972) and Ewing (1873) used the envelope
theory proposed by Rice and Longuet-Higgins to study the sea wave groups and
obtained many results. In Fig.1l, the crest and trough envelope can be obtained by
linking the top and bottom points respectively. Making a horizontal line at the
specified level to cross the crest envelopes t;» t2 etc. are obtained which are

leoeo— 2

‘\ crest envelope
~

A
IS

T /\__trough envelope

1

mean water level

Fig.l Sketch of wave envelope

called the time durations of wave groups at £ level. One can also use the wave
number £; included in a wave group to describe the time duration. In the case of
narrow-band spectrums the mean wave aumber of wave group expressed by the
spectral moment can be derived using the envelope theory, i.e.,

Ti=Imy/ (2R 4 )11 /2n472/ @, )

where m, is the rth moment of wave spectrum and M is the rth central spectral
moment.

¢ ——
A =}<w-—w>' S(@rdw @
0

where W =my/mo
The mean wave number between two successive wave groups is def ined as

To=ln o/ QRHM)II?0b"%/ Porexpl Pa /Qno)] ()

2.2 Statistical theory of runs

Goda (1978) determined the wave heights by means of the zero-up-crossing
method and defined successive waves whose heights exceed a specified threshold He
as a run. As shown in Fig.2, the threshold Ho=H,,, and the first run contains 3
waves in a group (j;1=3). He also defined the wave number between two successive
wave groups exceeding He as the total run length jz. For example, jz = 8 in
Fig.2. Assuming the change of successive wave height is stochastic and
independent, and letting the occurrence probability of H > He be denoted as  po
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and non-occurrence probability by qo =1-po» the mean run length and its standard

2

i

wave height

He

wave number

Fig.2 Sketch of run
deviation can be obtained by the probability distribution method as
Tt =l/q0 0}j1)=J [ 4

Je=1/poti/qo Uiz 2fpo/ad Tqo/pd ()

In the case of Ho=H;,s5» according to the Rayleigh distribution po=0.1348,
90=0.8852, one can obtain that 7;=1.18, ((j,)=0.42 and j,=8.57, 07(j,)=6.91.

Goda pointed out that in the case of wide~band spectrums the run length
got by Eq.(1) is probably less than 1, which is irrationable. He tried to modify
it and derived the relationship between the average number of wave in a wave group
71 and the mean length of the group @, as follows

71 =1/{1-expl-1/ Ty B )

Goda used the spectral peakedness parameter Qp to describe the spectral width,
i.e»

[~ ]
0p=2/m§jf~s2(f)~df N
0

He obtained that 7Jjincreases with increasing Op from field data and numerical
simulation. But the values of j; from field data are very scattered and they are
greater than that from Eq.(8) generally. It is because the successive wave heights
in field are not independent, The average value of the correlation coefficients
between successive waves heights is 0.324 (see Table 2) from our data.

Kimura(1880) gave the probability theory of wave run length by considering
the correlation of wave heights. Assuming the distribution of wave height obey
Rayleigh distribution, he derived the joint probability function, p(HysH2) of two
successive wave heights (H; and Hy) as

p(HisHo)= 4H Ha/CC1-4 £ ) Hrms*] exp(~(HFHIZ) /C(1~4 P D lrns? D)
To{4H,Hz /E(1-4 P*)Hrms21) @®

where Hrms is the root-mean-square value of wave heights, I, denotes the
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modified Bessel function of zeroth order and P is a correlation parameter and
can be defined as a function of the correlation coefficient Yyy(1) between
Hy and H; si.e.,

Yuu (D=L EQ@P)-(1-4 Pz YK(2P)/2-7 743/ (1- 1 /4) ®

where K and E are the complete elliptic intergrals of first and second kinds
respectively. YPuu(1) will be defined by the following Eq.(21).

Let the probability that neither H, nor H. exceeds the threshold H* be
denoted as p;; and that of Hy and Hy simul taneously exceed as p2ps i.e.»

B* H* H*
P11=j jp(“p“z) dH; de//q(Hl) dH;
00 0 } 10

@ 00 @
P22~ fp(“p“z) dH, de//q(Hl) dH;
</H* Tl

where q(H;) is the wave height distribution which Rayleigh distribution can be
used si.e»

q(Hy)=2xH; /Hrnsxexp( -H /Hifns ) an
Then the probability of the run with the length of j; can be given by
p(i1)=pad " (1-paz) (12)
The mean and the standard deviation of run length are
J1=1/(1-pz2) IGo= , fP2a/ (1-p22) (13

The probability of the total run length is
(1-p;1) (1-p22)

Ty (pif* lopadr™H (14)
117

plj2)=
The mean and the standard deviation of total run length are

J2= 1/(1-py)+1/ (Q-pe2) } 15)
0020= L 1/7U-py D2/ (1~pe2) 2 -/ (1-p 41/ (1=pp) 1172

The agreement between Kimura’s theoretical results and 31,32 obtained from field
swell record ( Yyu(1)=0.881) is quite good.

2.3 Wave energy history method

Because the wave energy is directly proportional to the variance of the wave
records the energy at the crest of a crest envelope is greater than that at its
trough (Fig.1). The wave groups can be described effectively by the wave energy
history. Funke and Mansard (1979) and Nelson (1980) proposed some similar methods.
Here, Funke’s method is illustrated.

Calculate the mean square of the wave surface elevation within a time
duration (time window) Tp and define it as the instantaneous wave energy E(t) at
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the middle time t of Tp.

Tp/2
E(t)= 1/Tp 22+ Hde
T =-Tp/2

It can be rewritten as follows after smoothing above E(1).

Ip
E(H= 1/Tp 13(1+7)Q,(T ))dz (18)
C=~Tp
Tp g t & Tn-Tp

where Tp is the wave period at the spectral peaks Tn the total length of wave
record and Q{(¥) +the smoothing function. A superior smoothing function is the
Bartlett window which is given as

Q,@=1-1zl/T, “Te KT Tp amn
=0 others

E(t) defined by Eq.(16) is called smoothed instantaneous wave energy history
(SIWEH) and can describe the extent of wave groupiness (Funke and Mansard, 1980,
Yu,19868) effectively (Fig.3). Let & (f) denotes the speotral density of SIWEH,
i.e.»

Tn
€(£)=2/Tn| | [E()-E1 expliot)dt |2 as)
0
Tn o
E =1/Tnj E(t)dt=/ Spy¢ WIdw =no 19
()} 0

Funke and Mansard used the groupiness factor GF to describe the extent of wave

groupinesss i.e.»

n
GF=/;I1[EH)—E 12dt / E = /ngs0/ mo (20)
0

where Mg,g and Mo are the zeroth order moments of SIWEH speotrum and the wave
spectrum respectively. The field data of wind waves from the Sea of Japan during a
period of six months gave the value of GF in the range of 0.48 and 0.94. From our
data, GF changes from 0.38 to 0.93.

Rye (1982) also studied the wave groups by the correlation function.

3. WAVE GROUOPINESS FACTORS

The parameters mentioned above such as the number of wave 1, in a wave group
whose heights exceed the specified threshold He {or run length j; ) and the number
of waves I, between two wave groups in succession (or total run length j, ) and
so on.» are insufficient to represent the wave groupiness. So some factors have
been proposed to describe the wave groupiness. In this paper, the following five
factors will be studied.
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(1), Correlation coefficient between succeeding wave heights YHH(I)
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where H is the average wave height determined by zero-up-crossing method., Larger
Yuu{l) means that high wave follows high wave. Rye computed Yuu{(l) for 80 wave
records from the North Sea and the average value of Yuu(1) was 0.24. Su reported
that it was 0.329 for 8 records of wind waves from the Mexico Bay. For swell,
Yuu(D) is up to 0.88.

(2). Correlation coefficient between succeeding wave periods YTT(IL

_)kr(l) is defined in the same way as Yuu(1) by replacing H, and H with T,
and T respectively. Existing observed results show that ?TT(I) varied between 0
and 0.5,

(8). Correlation coefficient vHT between the wave height and the period.

——————— H; -0 (T;-D (22)
Voro i & B -

where Ox and (1 are the standard deviations of wave height and wave periods
respectively. YHT is generally greater than zero.

{4). Wave groupiness faotor GF
It has been defined by equatin (20),

(5). Another parameter representing wave groupiness Tsxveu

TsrvEH Vi ? (Tsrven)j 23

where Tsivey is the zero-up-crossing period of the time trace of LE(t)-E1. TSIVEH
is the average of Tsriveu normalized to peak petiod of wave spectrum and can
represent the wave number in one group approximatelly.

4, THE CHARACTERISTICS OF THE WAVE GROUPS IN SHIJIU PORT
4.1 General description of field data

During September to November, 1984, a ENDECO 949 recording buoy made in
U.S.A. was installed in Shijiu Ports Shandong Province, China,at 14.8m of water
depth (d) by the First Design Institute of Navigation Engineering, Ministry of
Communications. Wave data were collected for about 17 minutes every three hours.
The sampling of record was done at the interval of 0.5 sencond and the data
length was 2048 points in every record. In this paper» only 73 records whose
signifioant wave heights are greater than 0.6m are analysed. The average wave
heights are in the range of 0.42 and 1.34m, the maximum wave heights of 1.10
and 3.98m, and the average wave periods of 3.444 and 6.04 second. The wave
number in one train varies from 167 to 296. f/d is equal to 0.03~0.09. So the
field situation is basically close to deep water. The wave spectra showed that
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some records are of mixed wave with wind wave and swell, but most are wind waves
only.

4.2 Parameters of sea wave groups

Letting the threshold height He equal to Hy,3» the statistical analyses are
conducted for every record and the average number of waves Tx in a group
(i.e.sthe mean run length 7;) and the average number of waves T2 ¢ i.e.» the
mean total run length Jz ) between two successive wave groups are listed in
Table.1.  The results ohtained from the theoretical methods are also given in the
Table. 1t is shown by comparing these results that the values from the wave
envelope theory, Eq.(1) and Eq.(3)s are evidently smaller than measured results,
the values calculated by the statistical theory, Eq.(4) and Eq.(5), are also on
the small side and ji ohtained from Eq.(8) is smaller yet. The average values of
the Kimura’s cesults J1» Jo are quite close to the observed valuess but the
caleulated distribution are more concentrated.

Table.l Observed and theoretical parameters of wave group

! Theory | Parameter ! the ranges means deviations

i | Ji ! 1.15~2.07 1.47 0.18

: Observed I' U S, ﬂ_._.._~t
! | ja | 7.25~14.90 10.77 .75 :
1_..*..-.__5_ - I.. S — .1_ e et 4t At g e 5 A 2 e A 7§ 1 e e = e I
! wave ! T, ! 0.40~0.52 0.45 0.03 !
| envelope |—— i il B - - e i e |
! theory | [P | 1.44~3.05 2.83 0.37
:__.._.____ _._..._I —— : o 1 e ittt e e e 4 e b B e A 1% 1 S e i e e _.‘
! theory | 1 1.18 0.42
Ioof ! o e e !
! runs | 1 8.57 §.91

e el ! ——— i
! Eq.(8) | | 1.12 0.02 1
oo | - 1 e e m e
! Kinura’s | Tt : 1.28~1.73 1.51 0.12 !
: :,.__ [ I_._. .t e e e e e o e e 3 s 1 e et e e s :
| theory | T2 1 8.47~12.89 10.22 0.92 !

The relationships between 31; ]} and Qp are more scattered than that between
J1» J2 and GF ¢ Fig.4 ), Ji1 and J, increase with the increase of GF generally.

4.3 Factors of wave groupiness

The factors of wave groupiness are analysed by above equations for T8
records, and  their results are listedin Table.2. The spectral peakednesses Qp
determined by equation (7) are also given in Table.2. The Table shows that some
values of Yrr(l) are negative. but are positive mostly. It wmeans that there are
"memory” effect between successive wave heights and periods, which causes the wave
grouping phenonena,
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Thale.2 Observed wave groupiness factors and the spectral peakedness

tofactors | Yuw(D1 Yrr(! Yar ! G ! Terven ! G |
Ve e —— | R, 1 1 t —_ 1 i
; ranges ; 0,103~ ; ~0. 149~ ; 0.147~ ; 0.360~ ; 3.661~ ; 0.704~ ;
| ! 0.472 ! 0.346 ! 0.852 | 0.932 | T.778 ! 2.821 !
1 Ve eV eV e i e Y ) e )
| average | 0.324 | 0.085 | 0.413 | 0.673 | 4.955 | 1.597 !
t ] ] —— e ) [ 1 1]
| deviations! 0.083 | 0.100 | 0.110 { 0.013 | 0.801 | 0.393 !

4.4 Relationships between the wave groupiness factors and the spectral width
paraneter

Many scientists pointed out that the wave groupiness is directly ocorrelated
to the width of its spectrums i.e.» the narrower the spectrum is» the more strong
of groupiness the wave is, Scientists used to judge the width of the spectrum by
the width paramter &€ . But Rye’s work showed that the parameter € is not able
to exptess the spectral width definitely and it also varies significantly with
the choice of the high cut-off frequenoy. However, Qp defined by Eq.(7) is more
stable and reliable than € . So the relationships between the five previously
defined wave groupiness factors and the spectral peakedness parameter Qp are
given in Fig.5 acoording to the field data. In general, ¥ yy(1), GF and Ts1ven
increase while Yyt decreases as Op increases although the points are scattering.
But Y1r(1) is not evidently correlated to Qp. It proves that the wave groupiness
is strengthened as the spectrum becomes narrower. But the effect of Qp on the
wave groupiness gradually becomes weaker as Qp increases.

However, Van Vledder and Battjes (1990) pointed out that Qp can be affected
by the smoothing method and the number of smoothing when estimating the spectrum
and suggested a parameter K to express the speotral width, i.e»

0
K= ! /o s (Dexp@MifTo)df ! /mo @0
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where Toz is the mean period calculated using the spectral moments. But the
correlation function method is used to estimate the spectrum and the spectrum was
smoothed by Hamming window once in this paper. The relationships between Qp, GF
and K are given in Fig.8. It is shown that Qp and K can give similar results in
case and both Qp and K can be the spectral width parameters for wave group
characteristics.
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Fig.8 Relationships between Qp, GF and K
4.5 Relationships between wave groupiness factors and GF

The relationships between Yuy(1)» Yrr(1)s Yurs Tsiven and GF are given in
Fig.7. All factors are evidently correlated to GF except Yrr(l). It means that
GF is the main factor for representing the wave groupiness.

5. CONCLUSIONS

(1). At present, there are several methods for studying the wave group phenomenon.
The results of analysis from the field data in this paper indicate once again that
the wave envelope theory is not available because its results are far less than
the field values. The results obtained from the statistical theory of runs are
also smaller. Kimura’s probability theory of run length based on the correlated
wave heights can give the average values of the wave group parameters which agree
with the field values quite well. but the distribution of calculated values
more concentrated than that in field.

(2). There are close relationships between the wave groupiness and the spectral
peakedness ( or width ), the groupiness is strengthened as the spectrum
becomes narrower. Most of the factors representing the wave groupiness are
correlated to the spectral peakedness Qp to some extent, Yyy(1), GF, and TSIVEH
increase and Yyr decreases with the increase of Qp. K is also a spectral width
parameter for wave group characteristics.

(3). Among the factors describing the wave groupiness,

are

ie€es

the wave groupiness
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factor GF defined by Eq.(20) is the principal parameter. The other factors are
correlated to GF to some extent except Yor(1) which is not available. The
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Fig.T Relationships between wave groupiness factors and GF

mean length of runs ( the mean length of wave group ) and the mean total length of
run { the average number of waves between successive groups )} also increases with
the increase of GF.
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CHAPTER 7

Field Observation on Wave Set-up near the Shoreline

Shin-ichi YANAGISHIMA' and Kazumasa KATOH?

Abstract

To understand the actual condition of the abnormal rise
of sea water on the beach in a storm, the field observation
has been carried out at Hazaki Oceanographical Research
Facility for about one year under the comprehensive
conditions. The relation between the sea level rising and
the external forces such as waves, deviations of
atmospheric pressure and the winds are examined. The
contribution of the wave set-up on the sea level rising is
large, while those of the atmospheric pressure and the wind
are small. The observed wave set-up near the shoreline
agrees well with the predicted value by the Goda's theory.
There are other factors which slightly affect the sea level
changing, that is to say, a time lag behind the storm, the
ocean currents, and the wave steepness.

1. Introduction

Since the sea level rising near the shoreline 1is
considered to be strongly related to the beach erosion in
a storm, it 1is important for predicting the changes of
heach and for developing more reliable shore protection
technique to estimate the precise result of sea level
rising in the field.

The incident wave raises the sea level in the surf zone,
that is the wave set-up. The mechanism of wave set-up has
been already theoretically explained by introducing the
concept of radiation stress ( Longuet-Higgins and Stewart,
1962 ). It has been experimentally proved in the
laboratory, for example by Bowen, Inman and Simmons(1968).
The wave set-up on the complicated beach topography could

‘Littoral Drift Lab., Port and Harbour Research
Institute, Nagase 3-1-1, Yokosuka, Kanagawa, Japan

*Chief of Littoral Drift Lab., Port and Harbour
Research Institute
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be also calculated by using a electric computer. So far,
several fields observation on the wave set—up have been
done ( eg., Hansen, 1978; Holman, 1986 ). They were,

however, not sufficient to verify the predicted wave set-
up by these method.

On the actual beach, in addition to the wave set—-up, the
wind and the depression of atmospheric pressure have also
the effects on sea level rising in a storm.

In this study, the field observation has been carried
out at Hazaki Oceanographical Research Facility ( HORF )
for about one year to understand the actual sea level
rising near the shoreline and to examine the theory of wave
set-up by using the field data.

2. Field Observation

The site of the field observation is a entirely natural
sandy beach, being exposed to the full wave energy of the
Pacific Ocean, and is classified as micro tidal beach with
the tide range of about 1.4 meters ( see Figure 1 ). On
this beach, Port and Harbour Research Institute, Ministry
of Transport, has constructed the Hazaki Oceanographical
Research Facility ( HORF ) in 1986 for carrying out the
field observation in the surf zone even under sever sea
conditions. The research pier is a 427 meters long
concrete structure. It is supported by 0.8 meter diameter
concrete-filled steel piles in a single line, at 15 meters
interval. The pier deck is 2.5 meters wide and 7 meters
above L.W.L. In this facility, the field observation on
the wave set-up had been carried out near the shoreline for
about one year from 14 January to 2 December in 1987.

In Figure 2, although many instruments are permanently
installed along the research pier, only the locations of

>

—+=
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Kashima Port
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Figure 1 Site of field observation
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Figure 2 Locations of instruments

instruments used in this study are shown.

In order to measure the mean sea level at the shoreline
with a good precision, it is necessary to measure the wave
run-up and down on the beach by the tedious technique such
as taking pictures by using 16 mm motion-picture camera (
Holman, 1986 ). It is, however, very difficult to measure
the mean sea level by this method for a long time, which
will be the main cause of losing the chance to measure the
most desirable situation in a storm. Furthermore, this
method will take much time to analyze the many films.
Then, an ultrasonic wave gauge was installed to the pier
deck at the reference point +22m ( see Figure 2 and 3 ).
The latitude of installation was 6 meters above the mean
water level. The mean grand level at the observation point
was 0.3 meter above the datum line. The mean water depth
was about 0.4 meter in M.W.L. Since the observation point
was fixed, its relative position from the shoreline changed
with time due to the change of tide level. The measurement
had been done during 20 minutes of every two hours with the
sampling interval of 0.3 second.

The wind direction and velocity was measured at the tip
of research pier by using the two~component type ultrasonic

anemometer. The installed latitude of anemometer was 10
meters above the mean water level. The atmospheric
pressure was measured in the laboratory by using a
barometer. These measurements had been also carried out
every two hours. Measuring point +22m

The measurements
described above were o 0L+iﬁm
automatically controlled U.S.W.

by using a mini-computer
in the laboratory at the
base of research pier.
The offshore waves have
been measured at the mean
water depth of 23.4 meters
near the Kashima Port (see

Figure 1).This measurement pjgure 3 Ultrasonic wave gauge
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offshore significant wave periods during about one year
observation. The periods distribute in the wide range from
3.9 seconds to 13.5 seconds, being about 7.6 seconds in
average.

Figure 6 shows the combined distribution of significant
wave heights and periods, that is, the wave steepness. The
high waves greater than 2 meters have two modes at about
0.015 and 0.032 in the steepness. The former 1is
corresponding to the swells, and the latter is to the wind
waves.

Figure 7 shows the wind rose by distinguishing the rank
of wind velocities which range from 0.6 to 19.8 m/s. The
symbol 6 in this figure is a wind direction defined in the
later analysis.

Figure 8 1is a fregquency distribution of atmospheric
pressures which range from 987 to 1030 mb, being about 1010
mb in average. On the upper abscissa, the deviation of
atmospheric pressures from 1013 mb is also shown.

Figure 9 is the frequency distribution of non-
dimensional water depth at the observation point. The mode
for all data is at about 0.2 to 0.5, while it is at about
0.1 to 0.2 for the offshore waves greater than 2 meters.

As we have seen so far, the field observation of sea
level rising near the shoreline had been carried out under
the comprehensive sea and whether conditions.

4. Data Analyses on Wave Set—up

The mean sea water level near the shoreline was
estimated by calculating the mean value of the wave profile
data measured at the reference point +22m. The mean water
depth during the each measurement period of 20 minutes can
be estimated with the daily beach profile data. The case
that the mean water depth is less than 50 cm has never been
included in the total number of available data sets of
1305, since the Dbottom at the observation point
occasionally emerged when the swash run down in this
situation.

In order to evaluate the rate of sea level rising, it is
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Figure 10 Comparison of Fiqure 11 Relation between
astronomical tide level still water level and
with mean sea level at a measured water level
tip of pier

necessary to know the still water level. In the

laboratory, it is easy to measure it by stopping the wave
generator. It is, however, impossible to control the wave
characteristics in the field. One method to estimate the
still water level is to measure the offshore sea level
where there is no wave set—up due to the waves. There was,
however, no facility to measure it in the offshore. The
mean water level measured at the tip of research pier is
not considered as the still water level, because the
research pier is located entirely inside the surf zone when
the large waves came to the site. Then, the astronomical
tide levels at the site were calculated by composing 40
tidal constituents which is the result of harmonic analysis
with the tide data obtained in the Kashima Port, to
consider it as the still water level.

Figure 10 is the comparison of the predicted
astronomical tide level on an abscissa with the mean sea
level measured at the tip of research pier on an ordinate.
In this comparison, only the cases which satisfy the
following conditions simultaneously are plotted, that is to
say; the significant wave height was less than 1 meter,
under which the tip of pier was located far offshore from
the surf =zone; the absolute deviation of atmospheric
pressure was less than 5 mb; the wind velocity was less
than 3 m/s. There is a good agreement between them in
Fiqure 10 which encourage us to consider the predicted tide
level as the still water level.

In Figure 11, the measured mean sea levels near the
shoreline are plotted on an ordinate against the predicted
still water level on an abscissa for 1305 cases. Almost
all of the measured sea levels are higher than the still
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levels. In short, there were &
usually some amount of sea E 4L -
level rising.
Figure 12 shows the changes T 2}
of heights,

offshore wave

atmospheric pressures, wind
velocities and the sea levels {w 4033
in the storm due to the typhoon &3
in september, 1987. In the g&
lowest figure, the solid line %&
is the predicted still water 20
level and the plotted data are
the measured mean sea levels.
When the measured sea level was &
maximum, being about 80 cm *
higher than the still water
level, the offshore wave height
was maximum; the atmospheric
pressure was minimum; and the
wind velocity was maximum.
That is to say, the sea level
rising depends on not only the
incident waves but also the
deviation of atmospheric
pressure and the wind velocity. o
Therefore, to examine the wave
set-up with the field data, we
must take these factors into
account at the same time in the
analysis as follow;
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Figure 12 Sea level rising
due to typhoon in 1987

n = f (wave) + f,(atmo. pressure) + f,(wind). (1)

Concerning to the wave set-up due to the incident waves,
the theoretical treatments had been developed since
Longuet-Higgins and Stewart (1962) introduced the concept
of radiation stress. In the early stage, the rate of wave
set-up was expressed by only the wave height. In contrast
to this, Goda(1975) theoretically investigated the effects
of the beach slope and the offshore wave steepness on the
wave set-up, based on his model ¢ 3

of the random wave deformation e Goda's theory
in the surf Zzone. ‘o :::“ tan®=1/50
Figure 13 shows the Goda's I(.2 \\%f(

theory on the wave set-up for x
the sea bottom slopes of 1/50 g
and 1/100, by taking the non- &

dimensional wave set-up at the tan9-ih06§§§w.
shoreline normalized by the 0.1 T a SRS
offshore wave height on an 0.001 0.01 0.1
ordinate and the offshore wave ' Ho'/ Lo
steepness on an abscissa. To Figure 13 Goda's theory on

introduce his theory into the wave set-up
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analyses, let's inspect the natural conditions. The mean
sea bottom slope at the observation site is about 1/60 as
shown in Figure.2. The value of wave steepness distributes
in the range from 0.005 to 0.047 for all wave data, and in
the range from 0.01 to 0.047 for the waves greater than 2
meters in height as shown in Figure 6. Therefore, in this
scope of conditions, the Goda's theory can be approximated
by the straight line in the Figure 13. Taking only the
inclination of this line into account, we have

f.(wave)/Ho' = a (Ho'/Lo)™, (2)

where a is a coefficient, Ho' and Lo are the offshore wave
height and wave length respectively.

As the deviation of atmospheric pressure, AP, induces
the statistical rising of sea level, let's assume the
following proportional relation between them;

f,(atmo. pressure) = b AP , (3)

where b is a coefficient.
Since the shear stress exerted by wind on sea surface is
proportional to the square of wind velocity, the relation

f,(wind) = c U'cos® (4)

is usually assumed, where ¢ is a coefficient, U is the wind
velocity at the altitude of 10 meters above the sea
surface, and 6 is the wind direction ( see Figqgure 7 ).

By substituting Egs.(2), (3), and (4) into Eq.(l) and
adding one more coefficient C, we have

n = a(Ho'"’LoY*)>* + bAP + cU’cos8® + C . (5)

The physical units of the term in EqQ.(5) follow the general
customs, that is, cm for n, mb for AP , m/s for U, and m
for Ho' and Lo.

Using the multiple regression analysis with 1305 sets of
data, we decided the values of four coefficients as
follows;

a=5.20(cm/m),b=0.69(cm/mb) ,c=0.04(cm/m*/s?) ,C=—4.85(cm) . (6)

By using Eq.(5) with the coefficients in Eq.(6), the
total sea level risings have been calculated for 1305
cases. Furthermore, to have mean sea level, the predicted
still water level ( astronomical tide level ) has been
added to every total sea level rising. Fiqgure 14 is a
comparison of the measured sea level with the calculated
one, by taking the abscissa for the calculated values.
There is a close agreement between measured and calculated
values, excepting that the measured sea levels are slightly
higher than calculated one when the sea levels are low.



104 COASTAL ENGINEERING — 1990

[ ' ' . o 0.4 Goda's theory
1680 °: AN tan6=1/60
o Y L —— h/Ho= 0.02
R e =0.1
P { 1 © 3\ — =
5120 . o2 T 0‘2 \ = = 0,2
; °® E" § :-\.~‘
& g0} g 4 N
() P#§:EE.\\\'
wof JF {4 o NSN
o 8 \;h'-
o/ . ) . 0.07
o 40 80" 720 180 0.001 igévLo 0.1
c {cm)
Figure 14 Compariggn of Figure 15 Comparison of
measured sea level Eq. (8) with Goda's
with calculated one theory

The exception is due to the reason that the observation
point was shifted relatively to the onshore-side when the
sea level was low, which induced the higher rate of wave
set-up.

Now we have the empirical relation between the wave set-
up and the wave characteristics, that is,

Nwave = 0.052(Ho'*Lo*)"! (7

or
Nwave /Ho '

0.052(Ho'/Lo)™; (8)

where Nwave is the rate of wave set-up near the shoreline.
Please pay attention to the physical unit in these
expression, that is to say, in meter.

Let's compare Eq.(8) with the Goda's theory in Figure
15. The solid straight line is Eg.(8). The three curved
lines are the Goda's theory for the wave set—up rate at the
non-dimensional water depth of 0.02, 0.1 and 0.2
respectively on the beach sloping of 1/60. In the storm,
the range of non-dimensional water depth at the observation
point was from 0.1 to 0.2 as shown in Fiqure 10, and the
wave steepness distributes in the range from 0.01 to 0.047
as shown in Figure 6. Considering these conditions, there
is a well agreement between Eg.(8) and the Goda's theory.

The interesting modification can be done by substituting
the energy flux of incident wave in the offshore,

Ef = { wO/)(g/zTr )1/2H012Lol/2’ (9)
into Eq.(7), where E, is the wave energy flux and wo is

the density of sea water. 1In short, the rate of wave set-
up near the shoreline can be expressed with the incident
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wave energy flux, ooz
J
Totat g
Nwave = 0.14 E,. (10) 1305 cases - 60.2
o F40T
Based on the empirical frequency z
relation obtained, the r209
contribution of each factor on -om
the sea 1level rising has been
estimated for 1305 cases and
shown in Figure 16. For ”
example, the level rising of 80E
about 80 cm occurred in eleven o
cases, in which the averaged Wo'e 60@
wave set-up rate is 57 cm, the 40 5
level rising due to the wind is 20 &
about 9 cm, and that due to the 9
atmospheric pressure is about 14 0w
cm. According to this figure,
the contribution of the wave yq 20
set-up 1is predominant, which __Ffr_r_r_r—r—{
occupies about 75% portion of 0
the total sea level rising. ﬂ—

20

Atmos. pressure
5. Contribution of Other Factors C_ﬁfj—ﬂ——F—T“T—IT] 0
| R

on Sea Level Rising

Figure 16 Contibution

So far, to explain the sea ©f wave on wave set-up
level rising, the waves, the
atmospheric pressures, and the winds have been considered
as the external forces in the regression analysis. As the
result, the real sea level rising have been practically
explained by these three factors as shown in Figure 14.
There are, however, a little scatter in the plotted data
in Figure 14, which may be due to not only the errors in
measurements but also the other factors we did not

considered. Figure 17 shows the difference between the
measured sea levels and the calculated ones in a time
series. If the measured and the calculated ones agree
precisely, the data should lie in a zero line. The plotted
1987 _HORF

T 20

& 0

£

&-20

P
Month

Southerly ocean current
m::i slrong}ﬁ]{{ strong wyl'ong

Figure 17 Difference between the mesured sea levels and
calculated ones in a time series
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data, however, scatter around T T T
the line. According to this
figure, three items can be
pointed out.

First, the data are
scattered in a belt of about 15
cm in width., Although the

Wave height(m)
Period(s)

: . . — ("
observation point was fixed, = °°°ﬂx§% -

the distance from the shoreline 0 ' ' ;
to the observation point %, ~Calculated |
changed with time since the :K:
shoreline position changed with .

the tide level, yielding the 601
change of wave set-up rate.
The tidal range in the site is
about 1.4 meters, which
introduces the fluctuation of
about 13 cm in the wave set-up 20
rate, according to the Goda's
theory ( see, Katoh et al., 0 1 1 s
1989 ). Therefore, it 1is 16 17 18 19
considered  that the data Day in Sep. 1987
scattering in the Dbelt 1is Figure 18 Time lag between
mainly due to the change of measured set—-up and
tide level. calculated one

Secondly, there is a large
difference between the measured sea levels and the
calculated ones, which is denoted by an arrow in Figure 17.
In order to investigate the cause of it, it is necessary to
inspect more precise data during these days. Figure 18
shows the changes of offshore wave height, wave period, and
the measured and the calculated sea level rising during the
corresponding days. The measured and the calculated rising
change in the similar manner. There is, however, the time
lag between them. That is to say, the change of actual sea
level rising is 2 to 3 hours behind the calculated one in
both the development and decrement of incident waves during
the storm, which introduces the large difference on the day
denoted by the arrow in Figure 17.

Thirdly, the belt, in which the plotted data are
scattered, fluctuates with a period of about one month. To
investigate this cause, the ocean currents must be
considered since two ocean currents from the north (
Oyashio ) and from the south ( Kuroshio ) come across in
the offshore area just in front of the observation site.
When the Oyashio, the southerly ocean current, is
relatively stronger as shown in Figure 19, the Corioli's
force due to this current should raise the sea level near
the coast. Then, we have inspected the weekly averaged
patterns of these currents which are issued by Ibaraki
Prefectural Fisheries Experimental Station every week (
Figure 19 is an example ). The strength of southerly ocean
currents have been decided and shown in the lower in Figure
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17. During the period when
the southerly ocean current
was strong, the measured sea
levels were higher than the
predicted ones, and vVvice
versa. Then, it can be said
that the long period
fluctuation of the
difference between the
measured sea levels and the
predicted ones are due to
the changes of the Corioli's
force which depends on the
strength of southerly ocean
current.

Next, the dependency of
wave set-up on the offshore
wave steepness will be
examined. According to the
Goda's theory, the wave set-—
up depends also on the
offshore wave steepness. 1In
order to confirm this
dependency, we had selected
the data which satisfy the
following three criteria at
the same time.

(a) The offshore significant
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Figure 19 Pattern of ocean
currents

wave height is greater than 2 meters.

(b) The non—-dimensional wate
0.2, which is a conditio
close to the shoreline.

(c) The absolute difference

r depth, h/Ho', is less than
n to select the data measured

between the measured sea level

and the predicted one is less than 5 cm, which is a
condition to omit the data containing the unknown

effects in it.

Figure 20 shows the comparison of the selected data with

0-3 T T T
Ho>2m, h/H0<0.2 ,ITm -Mcl<5cm

~0-2] .
<
E 2 oo ° °
3 o o % 8% Wy, o
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(0] 0)] 002 0.04

Ho/Lo

Figure 20 Effect of wave steepness on wave set-up
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the Goda's theory which is the straight line in the figure.
The rate of wave set-up weakly depends on the offshore wave
steepness. The non-dimensional wave set-up becomes to be
slightly larger with decreasing of the wave steepness.

The dependency of wave set—up on the incident wave angle
to the beach have not been examined, since the wave
direction had not been measured.

6. Conclusions

The conclusions obtained in this study are as follows:
(1) The wave set-up measured near the shoreline in the
field strongly supports the Goda's theory.

(2) The rate of wave set-up, which becomes to be larger
with decreasing of the wave steepness, can be expressed
with the incident wave energy in stead of wave height.

(3) In total sea level rising, the contribution of the wave
set-up is large, which occupies about 75% portion,
while those of depression of atmospheric pressure and
the winds are small.

(4) There are other factors which slightly affect the sea
level changing as follows:

a. The actual sea level rising ( or changing ) is 2 to

3 hours behind the development and decrement of
incident waves during the storm.

b. The strength of ocean current velocity in Oyashio in

the offshore area induces the sea level changing with
the period of about one month.
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CHAPTER 8

Modelling Shoaling Directional Wave Spectra
in Shallow Water

James T. Kirby!
Abstract

This paper describes the development of a model for the shoaling and re-
fraction of an incident directional spectrum over beach topography. The present
model is limited to topography which varies only in the on- offshore direction,
but no restriction is made on allowed angles of incidence with respect to the
shore-normal direction. The model is verified in comparison to laboratory data
for Mach reflection of cnoidal waves from a vertical plane wall. It is shown that
the model provides a more accurate representation of the evolving wave field than
does an earlier parabolic approximation, using the same laboratory data.

Introduction

As ocean surface waves propagate towards shore, they pass through a shoaling
zone prior to breaking in which nonlinear interactions become strong and can
significantly modify the wave train. This zone is characterized by weak frequency
dispersion, since waves become relatively long compared to local water depth. In
addition, the weak dependence on wavelength in the wave phase speed leads to
the occurrence of strong nonlinear interactions at second-order in wave height.
The combined effects of weak dispersion and nonlinearity may be modelled by
the Boussinesq equations, which serve as a reasonably accurate general purpose
model for the domain in question as long as waves do not become too high.

Since the area being studied here can be quite extensive in comparison to the
characteristic wavelength of the waves being modelled, the choice of an efficient
numerical solution technique is crucial. The Boussinesq equations may be suc-
cessfully solved by time-stepping techniques, but these methods are too mefficient
for the spatial and temporal spans being considered in applications to an open
coastal zone. Instead, various prior studies have found that it is efficient to de-
compose the time-dependent wave train into a stack of frequency components by
Fourier decomposition, and then solve for the spatial evolution of each frequency
mode. This is exactly the same kind of manipulation that is done in Fourier
analysis of data, and is valid as long as the wave train satisfies the requirements
for the transform to exist. In field applications, the Fourier decomposition into
a finite set of discrete frequencies under the assumption of periodicity is exactly
the same as applying an FFT to data. Assumptions about stationarity of the
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process are implicit and should be kept in mind when determining if the present
approach is useful.

The solution for the spatial behavior of each frequency component is itself in-
volved. A number of studies (Freilich and Guza, 1984; Elgar and Guza, 1985 and
1986 and subsequent contributions) have considered only the shoreward propaga-
tion in one space dimension, and have shown that the resulting one-dimensional,
first-order coupled mode equations are capable of modelling the evolution of the
spectrum and bispectrum of shoaling waves, as verified by comparison with field
measurements. Liu, Yoon and Kirby (1985; referred to here as LYK) alternately
proposed a parabolic model for the shoreward propagation of each frequency
component over two-dimensional topography, and verified the method in com-
parison to a laboratory experiment on the focussing of periodic long waves by
topography. The parabolic model approach has also been used to study a field
application (Freilich et al, 1990), with successful results.

In this study, we derive a model for the evolution of each frequency mode in
two dimensions, based on the angular spectrum approach. This approach has
been applied to the study of intermediate depth waves by Dalrymple and Kirby
(1988) and Dalrymple et al (1989). For the case of linear theory, the angular
spectrum is usually posed as the continuous Fourier transform of the wave field
in the longshore direction. Here, in keeping with the mental framework associ-
ated with the discrete transforms being employed in time, we impose longshore
periodicity as well and obtain a discrete spectrum in longshore wavenumber. This
frequency - longshore wavenumber spectrum is subsequently referred to as the
discrete angular spectrum.

The model developed here is applicable both to simple periodic waves gener-
ated in the laboratory environment and to irregular, “random ” waves in the field
environment. In this paper, we concentrate on a model verification conducted
from the first viewpoint. The model is tested against laboratory data obtained
by Hammack, Scheffner and Segur (1990), who investigated the development of
a Mach stem arising during the glancing-angle reflection of a cnoidal wave by a
vertical wall. Results obtained using the parabolic equation model described in
LYK are also compared to data. (The case of Mach reflection of a cnoidal wave
has been studied using the parabolic approximation by Yoon and Liu (1989);
however, no comparison to data was provided in that study.) The spectral model
is shown to give a more accurate representation of the data than the parabolic
model over the entire range of angles of incidence considered.

The Boussinesq Equation Model

We first establish the form of a model for waves in a laterally unrestricted
domain. A Cartesian coordinate system is adopted which has z pointed in the
onshore direction and y pointing alongshore. Depth is assumed to vary as h(z)
only. We take as a starting point the variable depth Boussinesq equations as
given by Peregrine (1967):

ne+ Ve (hu) 4+ (V- (qu) =0 (1)

et (u-Vut gV = (W)(FV(Y (b)) - V(v 0} (@)

Here, 5 is the surface displacement and u is the horizontal wave- induced velocity.
The equations are kept in dimensional form; the scaling parameters ¢ = max(n)/h
for nonlinearity and p? = w?h/g for weak dispersion are present only schemati-
cally and will be subsequently dropped. We will assume that either bottom slope
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or the amplitude of bottom features (as scaled by water depth) are also small and
hence the model will be developed to leading order in nonlinearity, dispersion,
and domain inhomogeneity. This leads to immediate neglect of bottom slope ef-
fects in the dispersive terms of (2). Using the linear portion of (1), we may then
write (2) in the reduced form

h
ut+u-Vu+gVn+§th = (. (3)

We now make the following assumptions. First, the model will be applied to
time-periodic wave trains, where periodicity is in the sense of either a regular
wave train, or of a discrete FFT over a finite length of sampled data. Secondly,
the wave field will be assumed to be periodic in the transverse y direction. This
corresponds again to a fixed longshore wavelength in the regular wave case, or to
periodicity over a long spatial interval in the spectral sense.

The governing equations are first split into coupled elliptic models for separate
harmonic components. Following LYK, we write the surface displacement and
velocity as

N

n=y. ————n"(w’y)e’i"“’t +c.c (4)
n=0 2
N

u = Z u"(;7 y)e—-inwt +ee. (5)
n=0

Substitution of (4) and (5) in (1) and (3) and subsequent elimination of the
velocity leads to the following model equation for the 7, in the horizontal plane:

n2win, + V(G V) + lt], =0 n=1,.,N (6)

Here, [n.lt], denotes the nonlinear interactions with other discrete frequency
components which are sorted by means of the rules for triad interactions applied
to the time dependence. (Omutted details may be found in the more complete
paper; Kirby (1990).) The mode n = 0 corresponding to the steady, wave-
induced setdown is neglected since it is at most second order in the largest wave
amplitudes present (see LYK). Also,

Gu(w) = gh(z) ~ —;-nzwzhz(x). 7)

We now apply a spectral transform to the y dependence of the wavefield,
assuming propagation is to be considered in the on-offshore (£z) direction. We
consider here the case of an unbounded lateral domain and a wavefield which is
periodic over the basic interval L. We then represent 7, (z,y) as

M .
Mz, y) = Y. n(z)emo 8)
m=-M

where
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Substituting (8) in (6) and neglecting z - derivatives of small terms in G, then
leads to a set of coupled second-order ODE’s for the 5, given by

aq

n_m h:cm m2m122222m ! m . ().
ghnn,x:c'i' hnn,x+(7n) M +3m n /\Ok h nn +gh[nlt]n —07

n=1,..N; m=-M,., M. (10)

where [n.l.1.]™ now represents triad interactions satisfying resonance conditions
in t and y. Here, k is the wavenumber determined by the lowest order dispersion

relation
w? = gk*h. (11)

Also,

() = n’k? = m?A7 (12)
For fixed n, k, Ao, large values of m will make 47 imaginary, which corresponds -
to modes which are exponential rather than osciﬁatory in « in the linear approx-
imation. In the linear case, the presence of these modes in the initial conditions
would be interpreted in the same light as the presence of evanescent modes in
the general wavemaker problem (see Dalrymple and Kirby, 1988). However, the
interpretation in the case of possible nonlinear forcing of the offshore portion of
trapped modes in the nearshore region is non-trivial and will need to be con-
sidered carefully in applications where the inclusion of this effect is desired. In
addition, nonlinearity could force the propagation of modes that would not be
present in a linearized wave field, and which could affect a detailed representation
of an individual wave. At present, the range of M at each value of n may be
restricted to M, < nk/X, in order to eliminate forcing of these modes arbitrarily.

Shoaling Waves

Based on the linear, nondispersive portion of the model (10), we assume that
the incident wave may be written in the form

i (e) = An(z)e™ ] KX (13)

where it is assumed that the @ dependence of A, £ and 4 is on a slow scale of
O(e), and where

37 = (- (e = 2 (1)

" n’ "k nk

(where the positive root is taken). The amplitudes A represent the discrete angu-
lar spectrum being considered here, and are allowed to vary owing to refraction,
shoaling, dispersion and nonlinear interaction. (It would be possible to absorb
shoaling and refraction effects by the use of the usual linear refraction formulae;
this step is not taken here.) Substitution of (13) in (10) leads to the spectral
model for incident waves, given by

kR, 1, ik [r B
&;ﬂAnm,x + —( 227;:-——) AZZ - ‘62n3k3h2A;n + +"'—8h {Z Z n,l’pAfAZL__]pe f@)"’,pdx
=1 p=P
N-n Py , .
+25 ) ,T,'f{pAf”Ax',”e’mel axl o,
i=1 p=PF

n=1,..,N; m=—M,,..,M,(15)
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Here, (-)* denotes the complex conjugate. The limits of summation Py — P, are
determined by the range of allowed modes taking part in each interaction. The
interaction coeflicients I and J are given by

mp ~pam—p Em"p ﬁ 2], Zl_ 2 & 2 1
A+ (n - l)‘rl‘i")’]
n?
T = I (17)

The phase arguments © and T represent the basic mismatch in the z direction
of the triads chosen based on perfect matching in y and t. Generally, the only
components which experience complete resonance in the long wave Limit must
have parallel propagation directions; all obliquely interacting components are
somewhat detuned. The phase arguments are given by

P
nyd

= k3] + (n = DEFP — nkA (18)
P = e (19)

The spectral model (15) is a set of coupled first order ODE’s which are solv-
able by standard techniques. Results presented in sections 4 and 5 were obtained
using a standard 4th-order Runge-Kutta scheme with fixed step size and no error
checking. Presently, extensions of the model using error control and adaptive
step size are being tested and will likely be the vehicle for further field testing of
the model beyond the scope of the present study.

Comparison with Data and a Parabolic Model Approximation

In order to verify the basic computational model provided by (15) and to test
whether the present angular spectrum provides a more accurate representation
of the wave field relative to earlier parabolic models (LYK; Yoon and Liu, 1989),
we have compared model predictions to laboratory data obtained by Hammack
et al (19902 for the case of glancing, or Mach, reflection of a cnoidal wave by a
vertical wall. The experimental tests were conducted using the directional wave
maker at the Coastal Engineering Research Center, Vicksburg, MS. A prior use
of this facility to study the properties of intersecting cnoidal waves is described
in Hammack et al (1989), referred to here as HSS.

Layout of Experimental Facility

For the tests considered here, the wave basin was operated with a water depth
of 20¢crn in a constant depth region extending 12.55m in front of the wavemaker,
after which a beach with 1:30 slope provided an efficient wave absorber giving
little reflection. The basin floor was leveled to a tolerance of 0.01f¢ in order to
remove some of the spatial irregularity of the waves reported in HSS resulting
from local refraction effects. For the Mach stem tests, two parallel false walls
were installed perpendicular to the wavemaker axis in order to provide a closed
channel. The channel walls were situated 13.26m apart, which fixes the width of
the numerical domain to be considered.

[nstrumentation and data aquisition are described in HSS, and readers are
referred there for greater detail. In the present tests, an array of 18 wave gages
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Figure 1: Basin configuration, Mach reflection experiments

were installed in the basin as shown in Figure 1. In this figure, the directional
wavemaker occupies the y-axis, and the channel sidewalls lie along the z-axis and
the line y = —13.26m. The positions of the gages are given in Table 1. The linear
gage array 13—9—-8—-7—-6—4—3—2—1 provides a transect perpendicular to
the reflecting sidewall which allows a determination of the width and structure
of the Mach stem and additional crests in the reflection pattern. This array is
used to provide most of the information described below. An additional array
18 —17—16 — 15 — 14 — 13 — 5 provides measurements of the evolution of the
reflected stem wave along the wall. For each gage, data consists of a time series

of 1250 points with a sampling rate of 25H z.

gage | z(m) | y(m) || gage | z(m) | y(m) || gage | z(m) | y(m)

1 11 -5 7 11 -1.5 13 11 | -0.07

2 11 -4 8 11 -1 14 10 | -0.07
3 11 -3 9 11 -0.5 15 8 -0.07
4 11 -2.5 10 8 -1 16 6 -0.07
5 12 [-0.07 | 11 6 -1 17 4 -0.07
6 11 -2 12 10 -1 18 2 -0.07

Table 1: Wave gage positions in Mach reflection experiments
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test || CR15 | CR22 | CR30 | CR38 | CR48 | CR58
@ 145 [ 220 | 30.0 | 385 | 475 | 57.6
B/ || 10.13 } 15.48 | 21.34 | 27.84 | 35.18 | 44.32

Table 2: Paddle phase angles and directed wave angles; Mach reflection experi-
ments

Specification of the Incident Wave

The generation of oblique cnoidal waves using the directional wavemaker has
been described in HSS. In the present laboratory tests, waves were initially spec-
ified as having a wavelength of 2m and a crest elevation 4¢m above mean water
level. The algorithms given by Goring and Raichlen (1980) were used to generate
a time series of paddle displacement corresponding to one- dimensional genera-
tion. Oblique waves were then generated by phase lagging adjacent paddles. The
relation between paddle phase shift angle § and directed wave angle « is given

by
B = arcsin(aL/360W) (20)

where L is the wave length and W = 45¢m is the individual paddle width. Tests
were conducted for six paddle phase lags, and are denoted C Rzz0204, where zz
denotes paddle phase lag. Note that (48) corrects a typographic error appearing
in HSS. Table 2 gives a list of @ and 8 values for the six tests.

Prior to running the Mach reflection experiments, the nominally 4cm high
wave was generated in the normally incident direction (traveling parallel to side-
walls) in order to study its characteristics. It was found that the wave actually
had a crest elevation close to 3.3¢cm above mean water level. This value was used
to specify incident waves in the numerical computation, along with a wave period
of 1.478s as specified by KdV cnoidal wave theory. We note that it is uncertain
whether the value of 3.3em was invariant under changes of angle of incidence in
the laboratory experiment. Variation of this quantity would add an untraceable
source of error in model-data comparison.

The computed wave angle and the Fourier coefficients for the input cnoidal
wave were used to compute the surface displacement for oblique cnoidal waves
along the boundary z = Om corresponding to the wavemaker. For parabolic
model calculations, information in the range —13.26m < y < Om was used to start
the computation. The model was run with reflective sidewalls at y = 0, —13.26m.
For the spectral model, a periodic interval was constructed by using a mirror
image about y = Om; the computational domain thus corresponds to the region
—13.26m <y < 13.26m. The computed waveform was then Fourier transformed
over this interval and the resulting frequency-wavenumber spectrum was fed into
the spectral model. (It is noted that the problem as stated could be handled
directly by means of a cosine transform over the true model domain; this was
not done)because of the reprogramming of the basic model that would have been
required.

For the examples shown here, the parabolic model was run with a grid spac-
ing Az = Ay = 0.0625m, and N = 9 frequency components were used. Tests
were performed for two cases for both half the grid spacing and twice the number
of harmonics to insure that convergence was adequate for the parameters finally
used. In the spectral model, we used N = 9 and M = 64. The large value of M
insures that all freely propagating modes of the solution are retained for the high-
est harmonic considered. The forward grid space step was also Az = 0.0625m.
Again, these parameters were found to give sufficient convergence of solutions
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Figure 4: Measured and predicted time series for test CR150204, perpendicular
transect. , model; - - —, data. Spectral model

the incident wave at a small angle of incidence. In this plot, model predictions
are indicated by solid lines and experimental data by dashed lines. At the op-
posite extreme, Figure 5 shows spectral model predictions and data for the case
CR580204. This figure indicates the structure of a short crested wave field, with
one complete diamond over the range of gages 13-9-8-7-6-4-3, whereas the sig-
nal in gages 3-2-1 indicating a strong progressive phase lag, corresponding to a
wave travelling away from the wall at close to 45°. The structure of the plots in
Figures 4 and 5 may be further clarified by comparison with the surface plots in
Figures 2 and 3, respectively.

In order to quantify the comparison between model predictions and measure-
ments, an rms error measure was constructed. This measure ¢ is given by

6 = 35 (m2,5() — m,;(9))?
T \f '}ZL, (771,3‘(1'))2 (21)

for each gage, where the normalization of the mean square error is with respect
to the true (data) standard deviation. A composite value € for each angle or test
is constructed from the ratio of the rms error for all points divided by the total
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Figure 5: Measured and predicted time series for test CR580204, perpendicular
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standard deviation for all points. Table 3 gives the computed error estimates
for all tests, and Figure 6 shows the composite error as a function of incidence
angle for the two models. In this case, the trend towards increasing error with
increasing angle is clear in the parabolic model results. The spectral model also
shows an increasing trend in this case, which would not necessarily be expected.

One possible reason for an increase in error in the spectral model as wave
angle becomes large rests in the fact that the reflected wave crests at the wall
and in the short-crested wave pattern away from the wall result from the inter-
action between waves that are colliding head on to the same extent as they are
interacting colinearly. Tests and analysis of head on collision and vertical wall
reflection of solitary waves have indicated that the leading order theory (as in
the Boussinesq model employed here) is not capable of predicting the height of
the runup or maximum elevation, or the phase lag associated with the opposite-
going interaction. See Su and Mirie (1980§)f0r an example of this type of analysis.
Effects of this nature may be present in the experiments being considered here.
It is also possible that the increase in error with incidence angle in the spectral
model is due to a change in the incident wave height with angle, as mentioned
above. This error, if present, would tend to increase the wave height with angle,
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spectral model

gage 13 9 8 7 6 4 3 2 1 average

CR15 | .089 ] .109 | .078 | .076 | .177 [ .296 | .386 | .349 | .285 193

CR22 || .228 | .292 | .281 | .305 | .326 | .496 | .346 | .148 | .526 .296

CR30 || .208 | .234 | .168 | .214 | 1.250 | .306 | .317 | .124 | .196 .250

CR38 (| .276 ) .535 | .578 | 1.060 ] .206 [ .275 | .442 | .520 | .190 .383

CR48 || .128 | .137| 636 | .206 | .216 | .524 | 953 | .162 | .124 273

CR58 || .194 | .277 | 479 [ .293 | .540 | .717 | .631 | 1.280 | .612 .540

parabolic model

gage 13 9 8 7 6 4 3 2 1 average

CR15 || .113 | .132 | .093 | .103 | .327 | .600 | .713 | .503 | .422 .319

CR22 Jj .191 | .326 | .407 [ .556 | 916 ;1.240 | .678 | .370 | 1.020 | .509

CR30 {1 .242 | .225 ] .418 | .597 [ 1.975] .386 | .231 | .690 | .333 .365

CR38 || .211].324 ] .706 | 1.936 | 430 | .550 | .612 | .713 | .489 494

CR48 || 513 | .743 [ 1.911 | 473 | 398 | .799 | 1.425] .476 | .598 .599

CR58 || .261 | .534 {1.099 | .969 [ 1.611 | .630 | .672 | .697 | .515 .689

Table 3: RMS error coeflicients € for spectral and parabolic model runs

contributing to the deviation between model results and data in the expected way.

Discussion

We have described the development of a solution technique for the Boussinesq
model of long waves, based on a discrete representation of the angular spectrum
for waves incident towards shore from the ocean. The model is similar in intent
to the parabolic model developed earlier by LYK, with the exception that the
present model does not impose a restriction on the range of directions that can
be accurately modelled. This advantage is counterbalanced (at this stage of de-
velopment) by the need to impose periodic boundary conditions on the modelled
problem. This restriction must be alleviated before the various representations of
angular spectrum models (present model; Dalrymple and Kirby, 1988; Dalrymple
et al, 1989 ) become generally applicable as coastal wave models.

Comparison of the present model, a parabolic model and laboratory data
indicates that differences do occur between predictions of a small-angle approxi-
mation and the fully directional expansion employed here, and that the deviation
is apparent even at small angles of incidence. This result indicates that the fur-
ther development of the angular spectrum model is worth pursuing as a means
of providing accurate prediction of coastal wave fields. The first extension of the
present model to include weak longshore topographic variation and on-offshore
reflection is presently underway and will be described shortly.
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CHAPTER 9

MODELING OF ENERGY TRANSFER AND
UNDERTOW IN THE SURF ZONE

Akio Okayasu', Akira Watanabe? and Masahiko Isobe®

Abstract

A model is presented to describe accurately the energy transfer under
breaking waves. In the model, the energy of organized large vortexes as well as
those of wave-induced motion and turbulence is taken into account. The model
allows to estimate the dissipation rate and distribution of energy, and then the
cross-shore two-dimensional distribution of an undertow. The applicability of
the model is confirmed by laboratory experiments.

1. Introduction

In order to predict the sediment transport and the material diffusion in the
surf zone, it is necessary to estimate the distribution of an undertow. Since the
undertow distribution has been evaluated from local properties of waves and
turbulence in most of previous models, additional models are needed to evaluate
the local properties from incident wave conditions. These undertow models
have another disadvantage that they are applicable only to wave breaking in
the inner region of the surf zone. Hence, to complete an undertow model which
is valid through the whole surf zone, it is necessary to combine it with an
accurate description of wave attenuation, energy distributions or generation
of turbulence based on the actual breaking mechanism. However, energy of
the organized vortexes which were pointed out to be formed around crests of
breaking waves was not taken into account in the previous models for wave
deformation in the surf zone.

The first objective of the present study is to describe accurately the en-
ergy transfer process in the surf zone by taking the energy of the organized
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2 Professor, Department of Civil Engineering, University of Tokyo, Bunkyo-
ku, Tokyo 113, Japan

3 Associate Professor, ditto
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large vortexes into account. The second objective is to formulate a model to
estimate cross-shore vertically two-dimensional distribution of the undertow
on arbitrary beach topographies from the energy distributions obtained by the
energy transfer model.

2. Energy Transfer Model
2.1 Energy balance in the surf zone

In order to describe the transfer of energy by wave breaking, a model
is presented in which the organized large vortexes are taken into account as
a transmitter of energy in the energy transfer process from wave motion to
turbulence. The total energy in the surf zone is described as

where E; is the total energy of wave per unit area, £, the energy of wave
motion and F), the energy of organized large vortexes.

The energy of the organized vortexes converted from wave energy is trans-
ferred to smaller size eddies, and then dissipates. It is assumed that the con-
verted energy from wave motion to the large vortexes never transferred back to
the wave motion and the energy which dissipates directly from the wave mo-
tion to heat by wave breaking is negligible. By using the energy flux by wave
motion E,c¢, and energy dissipation rate by bottom and wall friction Dy,
the transfer rate T from the wave energy to the energy of the vortexes per
unit length and unit width is expressed as

Tp = ————*= = Dito (2)

where @ is the horizontal coordinate in the shoreward direction and ¢, is the
group velocity of waves. It is considered that Dy, directly dissipates without
conversion through the large vortexes and is not negligible for wave propagation
in wave flumes.

The organized large vortexes propagate with the wave crests. Since the
phase velocity ¢ is nearly equals to the group velocity ¢, in the surf zone, the
energy flux by the large vortexes can be approximated by E,c,, which satisfies
the following equation:

Al = 75 -y ®
z
where Dp is the dissipation rate per unit area through turbulence by wave
breaking. Since the energy once transferred from wave motion to the organized
vortexes 1s kept by the vortexes for a while, difference appears in the spatial
distributions between the attenuation of wave energy F, and the generation
of turbulence energy.
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2.2 Mass and momentum fluxes by breaking waves

The mass transport by breaking waves consists of those by the wave motion
M, and by the organized vortexes M, [Okayasu et al. (1988)]. By using the
linear long wave theory, the mass flux by the wave motion M,, is described as

c . =2 2¢c
My =07 (-0 = 55 )

where h is the mean water depth, ¢ the water surface elevation and E, the
potential energy of waves.

If the length and velocity scales of the organized vortexes can be repre-
sented by the wave height H and the wave celerity ¢, respectively, the mass
flux by organized vortexes M, satisfies

M, x E—-U— (5)

C

The total mass flux due to breaking waves can be described in terms of the
potential energy and the energy of organized large vortexes as

c 2
M, = 1.6g—hE,, + B, (6)

in which the coefficients were determined so as to fit the measured values.

As for the radiation stress, the total radiation stress Sy can also be divided
into two parts which are the excess momentum flux by wave motion S,, and
that by the organized large vortexes S,. The small amplitude wave theory is
adopted for convenience to calculate S,, in this study. The radiation stress by
the organized large vortexes S, is evaluated as

S-U = _Ev (7)

3. Estimation of Energy Distribution

In the present model, the one dimensional time-dependent mild slope equa-
tion is adopted to calculate the distribution of the energy of wave motion E,,.
The energy of organized large vortexes E, supplied from E,, at a certain point
1s assumed to be transferred to the turbulence energy within some distance
determined in terms of the local water depth. The energy dissipation rate Dp
is obtained by integrating the transferred energy.

3.1 Estimation of energy of wave motion

The time-dependent mild slope equation was originally derived by using
the small amplitude wave theory. However, waves in the surf zone can no more
be regarded as small amplitude waves. In that sense, the time-dependent mild
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slope equation may not be appropriate for waves in the surf zone, but it is also
a fact that there is no wave theory which can express the waves in the surf zone
adequately. It has been reported that the wave energy calculated by the time-
dependent mild slope equation fits well with the measured wave energy [see
e.g. Watanabe and Dibajnia (1988)]. Hence, in this study, the time-dependent
mild slope equation is adopted as the governing equations to estimate the wave
energy variation in the surf zone.

The following time-dependent mild slope equation with the dissipation
term is used after Watanabe and Dibajnia (1988):

oQ ¢ _

-8—t“+cz-8fm+fAQ—-0 (8)
o¢  10(nQ)
3 T om0 ©)

in which ¢ is the time, Q the flow rate, n = ¢,/c. The attenuation factor f4 by
wave breaking is the sum of fr and fy4,,, where fr 1s the energy transfer factor
from wave motion to large vortexes and fy4,, the energy dissipation factor due
to energy loss by bottom and wall friction. fr is expressed as

fr = artanf %(3‘3——_—%) (10)

which was given by Watanabe and Dibajnia. In Eq. (10), a7 is a parameter
which linearly increases from 0 to 2.5 around the breaking point, then takes a
constant value 2.5 in the inner region. The bottom slope tan £ is the average
value of the bottom slope near the breaking point, g the acceleration of gravity,
v the ratio of water particle velocity to wave celerity. The symbols v, and ¥,
are v on constant slope and for wave recovery zone, respectively. The energy
dissipation factor fp4, is obtained from the laminar solution by Iwagaki and

Tsuchiya (1966) as
1./ 1 k
Jorw = SV 2vo ('B‘ + b 2kh> (1

where v is the kinematic viscosity, ¢ angular frequency of wave, k the wave
number, B the width of wave flume. In the surf zone, the bottom and wall
boundary layers may not be laminar flow, but the dissipation by wave breaking
is so large that the damping due to the bottom and wall friction is negligible.

The breaking point z; is determined as the point where the wave height
takes its maximum value. Isobe (1987) approximated it by the following for-
mula:

v =0.53 — 0.3exp(—3y/ hy/Lo)
2

+ 5(tan B)%* exp{—45(\/ hy/Lo — 0.1) } (12)
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where Lg is the deep-water wavelength and subscript b denotes the quantity at
the breaking point.

The breaking points slightly differ depending on its definition. Since the
energy transfer from the wave motion to the organized large vortexes and also
the energy dissipation should occur from the point where the wave crests begin
to break, the coefficient ap in Eq.(10) is set to be 0 at the crest breaking point
2} and to be the maximum value 2.5 at the transition point x;. Considering
the results by Seyama and Kimura (1988), the crest breaking point is given as

z, = xp — 2hy (13)

in this model.

According to the small amplitude wave theory, the value of the potential
energy E, is equal to that of the kinetic energy Ej. However, Ej is larger than
E, for non-linear waves in general. Dibajnia et al. (1988) obtained the result
that the maximum ratio of Ey to E, calculated by the finite amplitude wave
theory is up to 1.2 as far as the calculation converged. Since the breaking waves
in the surf zone can be considered as non-linear, the ratio R, = E,/E) is made
to change linearly from 1 at z} to its minimum value at the wave plunging
point &, in this model. E, is reduced to about 90% of E,,/2 in the inner region
of the surf zone.

The values 7, and v, in Eq.(10) have been determined so that the poten-
tial energy agreed well with the measured value. They should be reduced in
proportion to the decrease of E,, because the variation of R, accelerates the
decrease of F, apparently. Hence, in this study, they are determined as

¥ = 0.35(0.57 + 5.3tan f3) (14)
a .
v = 0.45 (ﬁ)b (15)

where a 1s the wave amplitude.

The time-dependent mild slope equation can deal with wave reflection,
however, a rapid change of the energy transfer factor f,4 generates considerable
numerical reflection in the offshore side of the breaking point. Since the energy
dissipation by wave breaking occurs with little wave reflection, it is necessary
to keep it small for the accurate description of the wave field. Tt is possible to
decrease the energy of the reflected waves by changing the wave number in the
onshore region according to the value of fr. The modified wave number &' is
given as

Bo= —ak g (16)
2 (af +53)

a2

ap = T by = (17)
2v2 2
220y /1 +4/1+ &

12
+ +_1
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If fr = 0, ¥ is equal to k which is calculated by the small amplitude wave
theory. In the surf zone, k' is smaller than & in general. The smaller wave
number results larger wave celerity. Horikawa and Isobe (1980) found that the
wave celerity in the surf zone can be predicted fairly well by the solitary wave
theory. It means that the modification agree with the reality. However, k/k' is
kept to be less than 1.2 to prevent the wave celerity from increasing too much
due to the extremely large value of fr close to the shoreline.

The offshore and shoreline boundary conditions, the method of numerical
computation and the adopted mesh scheme are the same as those employed by
Watanabe and Dibajnia (1989). The solution is assumed to be converged when
the absolute errors between the values obtained from two successive cycles of
the calculation at every point are less than a tolerance error throughout the
field. In the present study, the required absolute error is equal to 1% of the
incident wave height for both the wave amplitudes and the setup calculation.

3.2 Estimation of energy dissipation rate

In order to evaluate the dissipation rate Dpg, the vortex energy supplied
from wave energy by wave breaking is assumed to be equally transferred to the
turbulence energy in a distance I; given in terms of the local water depth h.
The distance [; 1s determined as

Ty — &

4( + Lk (z<ay)

zy —

(18)

.\
Y
f

where z; is the wave transition point which is the boundary between the outer
and inner regions in the surf zone. By using [y, Dp is calculated as

&z

Dg(z) =/ ty(z,2')y do’ (19)

where 0 (2 < )
ty(z,2') = jqu((;,)) (2' <z <2’ +1i(z")) (20)
0 (z' + la(z") < @)

3.3 Determination of transition and plunging points

The determination of the transition and plunging points is necessary for
evaluating the energy distribution in the present model. For that sake, the
transition and plunging points were measured for various incident waves on
different bottom slopes.

Figure 1 shows the relation between the averaged value of {;/hg; and the
bottom slope tan 3, where /;.1s the distance from the breaking point to the
transition point and hg; the still water depth at the breaking point. The marks
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Fig. 1  Relationships between bottom slope and
transition and plunging distance.

in the figure express the averages and the vertical lines express the fluctuations.
The solid line expresses

1
l = 4\ h 21
‘ (Stanﬂ + > o (21)

by which the transition point can roughly be estimated.

As for the plunging points, the averages are nearly constant and do not
depend on the bottom slope. The distance #, from the breaking point to the
plunging point is expressed roughly as

lp = 2.5[1.01, (22)

4. Undertow Model
4.1 Vertical variation of mean shear stress and eddy viscosity

The Reynolds stress and the eddy viscosity coefficient are quantitatively
evaluated from the energy dissipation rate by means of dimensional analysis in
the model. By using dimensional analysis, Battjes (1975) obtained the repre-
sentative velocity of turbulence q as

e (@)1/3 (23)
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The vertically averaged mean shear stress 7, in the horizontal plane and the
vertically averaged mean eddy viscosity v,, are expressed as

Tm = CTP1/3D123/3 (24)
= C,p~Y/3hDY? (25)

respectively. C, and C, are constant and taken to be 0.02 and 0.03, respec-
tively, in this model.

The mean shear stress 7 and the eddy viscosity v, are assumed to be linear
functions of the vertical elevation 2z’ from the bottom [Okayasu el al. (1988)]
and are expressed as

T =a,2 + b = 0—'3%/)1/3D§/3 <E5:z’ - 1) (26)

ve = a,z = 0.06p _1/3D1/3h !
dy

where d; is water depth at wave troughs.
4.2 Vertical variation of undertow

Though the molecular viscosity v is far smaller than the eddy viscosity v,
i the swf zone in general, it cannot be neglected near the bottom or in the
offshore region. The total viscosity is therefore defined as follows:

Vi = Ve + V (28)

By using the eddy viscosity model, the relation between the mean shear stress
t acting on the horizontal plane and the steady current U in a-direction is
expressed as

o
0z
Substituting Eqs. (26), (27) and (28) into Eq. (29), the steady current U can
be expressed as

(29)

T = pY

U= glz’ + &,_b_r_a—;_c-zi/_ log (a,2' +v) + Cy (30)
v v

where C} is an integral constant which is obtained in terms of the mass trans-
port by waves M, as

la, a,b, ~ a,v
C = — 5;:dt — ) (ayd; +v)log(a,d; +v)
1
—vlogy —a,d, — — M, (31)
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In order to obtain the same vertical distribution as what was proposed by

Longuet-Higgins (1953) when Dg = 0, and to give a continuous solution in and
out the surf zone, Eq. (30) is modified as

' P '
U= (z'-— EIL) L by —drv (1+1og Wz TV

a, 2 a? a,d, + v
v a,d; +v 1
~ g ——V—-) - M (32)
2ok inh 2kh
i = ay + 2k <3khsinh2kh+ 3sinh 2k% 4 2)
2h2 sinh” kh 2kh 2 (33)
2ok 6 sinh 2k
o= b, — -—”iif—— (Qkhsmh okh 4 SSinh 2kh +9>
4hsinh” kh 2kh

The values of the second terms in Eq. (33) are far smaller than those of the
first terms in the inner region of the surf zone.
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meas. B.P. l [\ l—¢al T.P.
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--------------- calculated E,
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e

1 <7 f L .
200 200 0 (cm)

Fig. 2 Calculated and measured energy variations (1/20 slope).
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5. Results

Figure 2 shows variations of the calculated values of the potential energy
of wave motion E,, the energy of the organized large vortexes F, and the total
energy of wave E, for wave breaking on 1/20 constant slope. Measured potential
energy is also shown in the figure. The period and height of the incident waves
are 2.00 s and 8.50 cm, respectively. The calculated and measured value of
E, agree well. F, takes almost the same value as £, at the transition point
(indicated by T.P.). E, does not attenuate so much up to the plunging point
(P.P.). The calculated values of the energy transfer rate T and the energy
dissipation rate Dp are shown in Fig.3. The hatched area corresponds to the
rate of change of the vortex energy. The small value of Dy near the plunging
point is consistent with the reality.

x103(g/s%) cal. B.P. Ds
S Y s
10 1
T |
Dy ]
5k q
0 1 ~L A — L 1 1 1 1 1 1 1 1. 1 L 1 Lt
-400 2200 0 (cm)
Fig. 3 Rate of energy transfer and dissipation.
—————— lculated M.W.L.
calcuiate meas. B.P.
(em) T S.W.L. i meas. P.P. meas.T.P.
r ~——e—— measured M.W.L. v \Z B
] U VUSROS >~ e S SN
B meas. U/'
—
-10- cal. U\Z, -20 0(cm/s) R
. U
Zr cal. P.P. 1
_20 s | ] [l L L 1 1 1 ] ) I 1 L 1.
~400 :12_200 0 (cm)

Fig. 4 Calculated and measured undertow distributions (1/20 slope).
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Figure 4 shows a comparison of the calculated and the measured distn-
bution of an undertow together with the bottom profile. The variation of the
mean water level is also given in the figure. The undertow profiles are well
evaluated except near the plunging point. The discrepancy near the plunging
point may be caused by the insufficient accuracy of the evaluation of the energy
dissipation rate or the energy and mass flux by the organized large vortexes in
the outer region. Discrepancy is also found in the variation of setup around
the plunging point, but the accuracy is good near the shoreline.

Figure 5 shows a result on a step-type beach. Period and height of the
incident waves are 1.20 s and 9.24 cm in this case. The agreement between
the calculated and measured values is good, although the calculated energy
oscillates in the wave recovery zone. Comparisons of the distributions of un-
dertow and variations of the mean water level are shown in Fig. 6. They agree
well in the whole surf zone except around the plungiug point, although the
calculations were carried out only from the incident wave conditions. It can be
concluded that the present model can compute the steady current distributions
on various beach topographies with a good accuracy.

5. Concluding Remarks

In order to describe accurately the mechanism of the energy transfer during
wave breaking, a model was presented in which the organized large vortexes
were taken into account as a transmitter of energy in the energy transfer process
from wave motion to turbulence. The mass aud momentumn fluxes by the
organized large vortexes were also discussed.

By using the models of the energy distribution and the mass transport, a
model was presented for the two-dimensional distribution of the undertow. The
Reynolds stress and the eddy viscosity coeflicient were quantitatively evaliated
from the energy dissipation rate on the basis of the dimensional analysis. The
variation of the mean water level in the surf zone was also predicted with a
good accuracy by considering the momentum flux by the organized vortexes.
The model can evaluate the distribution of the undertow on an arbitrary beach
topography from the incident wave condition.
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CHAPTER 10

NUMERICAL SIMULATION OF
NONLINEAR WAVE TRANSFORMATION OVER A SUBMERGED PLATE

Xiping Yu * Masahiko Isobe ! Akira Watanabe

Abstract

The Euler equation of fluid motion is integrated in the vertical direction by
assuming a hyperbolic cosine distribution of pressure, As a result, quasi-linear
hyperbolic equations governing the wave motion above a solid bed are obtained.
The equations are then applied to describing the wave transformation over a
submerged plate.

An algorithm based on the method of characteristics is developed in the nu-
merical computation. The wave reflection and transmission coefficients computed
under various conditions are compared with the experimental data, and the over-

all agreement is found to be fairly satisfactory.

1 INTRODUCTION

Persistent efforts have been devoted to developing efficient and economical breakwa-
ters. The efforts are still needed since new requirements are constantly brought up in
the course of further developing coastal zones. As construction sites advanced offshore
further and further and the water depth to be dealt with becomes larger and larger,
fundamental changes take place even in the design concept of breakwaters. Among
many initiatives, it is found that some simple structures are very promising to lower
the design wave height for main structures and thus to achieve an overall optimum
of the project concerned, or even to stand alone to create a relatively calm area. A
submerged horizontal or slightly inclined plate represents one example of such new

simple types of breakwaters.

*Graduate student, Dept. of Civil Eng., Univ. of Tokyo, Bunkyo-ku, Tokyo 113, Japan.
Dr. Eng., Assoc. Prof., ditto.
Dr. Eng., Prof., ditto.
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When incident waves propagate over a submerged plate, part of the wave energy
is reflected because of the interaction between the flows above and below the plate.
Under certain conditions waves even' break above the plate and the energy is thus
considerably dissipated. It is by virtue of the reflection and dissipation that a sub-
merged plate functions as a breakwater. However, nnlike conventional breakwater, the
effectiveness of the submerged plate is very sensitive to the incident wave conditions
as well as the dimensions and the placement of the plate. Proper design of the sub-
merged plate breakwaters requires reliable evaluation of the wave refiection and energy
dissipation as well as the associated wave transmission under various conditions.

The wave deformation due to a plate has been treated in several previous studies.
For example, analytical solution has been obtained for horizontal plate under long
wave condition (Hattori and Matsumoto, 1977), and a numerical model based on the
time-dependent mild slope equation is also available (Aoyama et al., 1988).

Most of the previous studies are based on the linear wave theory. To ensure the
effectiveness, however, the submerged depth of the plate should not be too large,
and then the wave nonlinearity becomes significant over the plate. Furthermore, wave
breaking, a typical nonlinear phenomenon, is necessary to serve as an energy dissipator
to minimize the wave transmission and reflection. Simulation of noulinear waves is
thus needed. In the present study a set of wave equations including nonlinear terms
is derived to describe the wave deformation over a submerged plate. The nonlinear
equations are solved numerically by the method of finite characteristics. Numerical

results are compared with experimental data.

2 GOVERNING EQUATION OF WAVE MOTION

Wave motion is fundamentally governed by the following continuity equation and

Euler equations.

Ju; ~ Ow
A =0
Oz, dz M
ou; 9, 8., o .p _
o+ Bz,'(wuj) + Bz(ulw) + (9$i(/’) =0 ®
dw d d 9 p
Ty + 5;(10?1';) + 5;(“"“1) + 52'(;) +g=0 ®)

where, u; (§ = 1,2) and w are, respectively, the horizontal and vertical components
of the velocity, p the pressure, p the fluid density, g the gravitational acceleration, ,

and z the horizontal and vertical coordinates, and t the time. Through denoting the
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water surface elevation by 1 and the still water depth by &, the kinematic boundary

conditions on the free surface as well as at the solid bottom are expressed by

9 0
a’;+ w 2L —wf =0 (4)
oh
b
w——+uwb=0 (5)
3oz

in which the superscript f and b represent the values at free surface and bottom,
respectively.
It is known that the small amplitude wave theory gives the pressure as

cosh ky(h + 2) (6)
cosh km(h + )

where a modification has been made to assure that the pressure becomes exactly zero

o

=—gz+gn

on the free surface, which does not violate the small amplitude assumption. The
quantity ky in Eq. (6) is the modified wave number determined by the following
modified dispersion relation:

g
km

in which Cy = o/ky is the modified wave celerity, and o the angular frequency.

= tanh knv(h + 7) (7

It has been shown that the small amplitude wave theory is adequate up to the loca-
tion near the breaking point (e.g., Isobe, 1985). Hencé Eq. (6) is regarded as valid in
the shoaling zone. In the surf zone, while the small amplitude wave theory is no longer
valid, the assumption of hydrostatic pressure distribution may be acceptable. Since
Eq. (6) yields the hydrostatic pressure distribution when the water depth becomes
small, it may still be a rather good approximation at this situation. Thus Eq. (6) is
not erroneous except for a narrow region around the breaking point.

With the assumption of the pressure distribution expressed by Eq. (6), Egs. (1) and
(2) can be integrated with respect to z from the bottom (z = —h) to the free surface
(#z = n). By recognizing that 7 is a function of «; and ¢, and % a function of z; only,
and introducing the boundary conditions (4) and (5), the continuity equation (1) is
integrated as

ot
where, ¢; = [7, u;dz is defined as the component of fluid discharge in z; direction.
In a similar way, the integrated momentum equation (9) can be obtained by further
considering that the pressure on the free surface vanishes.

9% %95 9 & gn oh
6t ('Bh + 77) + (%,-(CMn) B g"az,- cosh kyi(h + n) 0z; ()



NONLINEAR WAVE TRANSFORMATION 139

where § is the momentum factor. By assuming the vertical distribution of u; as:

u; = u?(xjyt) cosh kn(h + 2) (10)
B can be derived as
PR (11)
with

i 2kn(h + 1)
T o 2k (h + n)] (%

Equations (8) and (9) govern the wave motion over a solid bottom. The equations

nM =

are mathematically termed as quasi-linear hyperbolic differential equations, which
have been extensively studied (Courant and Hilbert, 1962). Among many of the
properties discovered, it is recognized that discontinuities are included in the solutions
under certain conditions even if the initial and boundary conditions are continuous
functions. The discontinuity is related to the breaking in wave dynamics (Stoker,
1957).

Since Eq. (9) is derived from the basic equations of ideal fluid flow, the momentum
loss i1s neglected. When waves propagate into the surf zone, the energy loss due
to nonlinearity may become remarkable. However, the mechanical energy loss does
not always mean a noticeable momentum loss. In some cases, the energy loss is
significant but the momentum loss may be negligible, as stated in many textbooks
about hydraulic jump (e.g., Rouse, 1946). In the present study we use Eq. (9) and
neglect the momentum loss.

Since the pressure distribution given by Eq. (6) is assumed, only progressive waves
are considered. Complete or partial standing waves, which are the superposition of two
wave trains propagating in the opposite directions, can also be dealt with. However,
if there are some rapid changes in boundary conditions, which may cause scattering

waves, the validity of Eq. (9) should be reexamined.

3 FORMULATION OF WAVE MOTION OVER SUB-
MERGED PLATE
3.1 Basic equations

In the following we deal with a vertically two-dimensional wave field in the -z plane.

As shown in Figure 1, the flow field is divided into the four regions: (i) the offshore
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S.W.L.

REFLECTION REGION I TRANSMISSION REGION

® (i)

Figure 1: Definition sketch of submerged plate

or reflection region, (ii) the region above the plate, (iii) the onshore or transmission
region, and (iv) the region under the plate. The flow in the regions (i), (ii) and (iii)
can be described by the one-dimensional form of Eqgs. (8) and (9).

In order to simplify the equations, we assume that the bottom slope is mild as

877

| |<<I (14)

Furthermore, we neglect the terms originating from the nonlinearity but vanishing
when the water depth becomes small, because the nonlinearity is considered to become

significant only when the water depth is small. Then Eqgs. (8) and (9) reduce to

dn  0dq
A Rk S 5
FTR T (15)
0
o 2903 + (Gl — o) (16)

where v = q/(h -+ 7) is the sectional mean velocity.

To derive the equation governing the flow under the plate, the procedure for deriving
Eqs. (8) and (9) is followed. If the slope of the plate is small enough, it is expected
that the hydrostatic pressure distribution may be assumed in the region (iv) because
the flow can reasonably be treated as nearly parallel. Hence,

P,
e an
where P, is the total dynamic pressure force on a vertical cross section below the plate,
h and d are the total water depth and the depth above the plate, respectively. Eqs. (1),

(2) and (5) are still valid, whereas the boundary condition on the plate becomes

ad
up%-f-wp:(] (18)
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where the superscript p denotes the values on the surface of the plate. Substituting
Eq. (17) into Eq. (2) and then integrating Eqs. (1) and (2) from z = —h to z = —d

under the boundary conditions (5) and (18), we have

g = const. (19)

g 8 ¢ aPy
5?+5ﬂh~d) 9

Since ¢ is only a function of ¢, Eq. (20) can be integrated with respect to ¢ from

0 (20)

one end of the plate to the other. Therefore, the differential equation for the fluid

discharge under the plate is finally given as:

99 4 tan @ Paqg — Py,
e =0 21
ot P G d)(h—d) T lcost (21)

where [ and 6 are the length and slope angle of the plate and the subscript « and d

represent the values at the upstream and downstream ends of the plate, respectively.

3.2 Boundary Conditions

At the offshore lateral boundary of the reflection region (i), waves are assumed to be

described by the superposition of the incident and reflected waves as
n=m(z — Cat) + nr(z + Cit) (22)

where the subscripts I and R represent, respectively, the incident and reflected waves;
C}, is the wave celerity in the region of constant water depth 4. By differentiating n
with respect to t and z, it is found that

9 on _ om

L, = =9 23

ot "oz "ot (23)
Equation (23) gives the offshore lateral boundary condition. In a similar way, at the

onshore lateral boundary of the region (iii), it can be assumed that
n =nr(z — Cht) (24)

where the subscript T represents the transmitted waves. The onshore lateral boundary

condition can thus be obtained as:

on on
E-}‘Chax =0 (25)

Generally, under the boundary conditions periodic in time, a solution of hyperbolic

differential equation consists of two paris: one is the contribution of the boundary
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conditions and thus also periodic; the other is the contribution of the initial condition
which decays rapidly with time if any damping factor is included. In many practical
problems of coastal engineering, only the periodic solution is important. As a result, it
allows the initial conditions to be arbitrarily specified so far as they will become trivial
after several wave period. In the present case, however, the boundary conditions are
given in terms of differential equations. Hence, arbitrary constants involved should
be determined so as to make the solution unique. Since the constants may implicitly
be specified in the initial conditions of ¢ and 7, there should be certain restriction on
the specification of ¢ and 7 at the initial step. However, the state of still water can
be utilized as reasonable initial conditions if we do not consider any steady current.

The matching boundary conditions at both ends of the plate are

NMh = Na (26)

=+ @ (27)

Pap _ Pan — Paa (28)
P 14

where the subscripts 2, ¢ and b represent, respectively, the values at the region of
constant water depth, above and below the plate. It is obvious that Eqgs. (26), (27)
and (28) physically imply the continuity of the free surface, the conservation of mass

and the balance of the pressure force. The substitution of Eq. (6) into Eq. (28) gives

P,
=2 = (Gl — Chro)n (29)

4 METHOD OF FINITE CHARACTERISTICS

The method of characteristics has been developed as an effective technique to solve
quasi-linear hyperbolic differential equations. By introducing two families of char-
acteristic curves in the z-t plane, partial differential equations are replaced by the
characteristic equations including only ordinary derivatives along the characteristic
curves.

Equations (15) and (16) can be rewritten in a matrix form as:

8 n 0 1 7 ny _
Ho) late mlall)e e

It has been shown that the slopes of the characteristic curves are equal to the two

eigenvalues of the coefficient matrix (Abbott, 1979). Thus,
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d ,
75 = Bu \[B(F- 12+ CY

= & (31)
The characteristic equations are, then
dg dn
L2 =0 32
TRRGT (32)

Several numerical techniques for solving the characteristic equations are available
(Lin, 1952; Freemman and LeMehaute, 1964; Abbott and Verwey, 1970). Here a
scheme, called the method of finite characteristics, is introduced through the improve-
ment of Lin’s method. The improvement, which is to include some higher order terms
in the computation, has been found necessary because the ratio of the grid size to
the wavelength in the computation of sea waves can not be as small as that for flood
waves, owing to the restriction of the computational time.

The method of finite characteristics can be explained by Figure 2. Two finite charac-

t

(h+DAt

nit

A B

T

m-0Ar  mAz (m+Haz

Figure 2: Definition sketch for FCM

teristic curves are issued backward from the computation point F toward the previous
time step. The finite characteristic curves are approximated by straight lines with the

slope determined through the algorithmic form of Eq. (31)
tr~ &g =4, LAL (33)
tp ~ op = {_ pAt (34)
where the subscripts F°, L and R express the values at the points F, L and R. &4 1
and £_ g are computed through linear interpolation of the values at the grid points

A, B and C as follows:

rr —

2L 2 (e a—E40) (35)

E+p =840~ Az
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fep = o+ T p— o 0) (36)

By substituting Eqs. (35) and (36) into Egs. (33) and (34), the positions z, and zg

are explicitly expressed as:

§+,08
T, =2 — . (37)
T+ RE(Ero ~ €4.4)
IR=Zp — £ ot (38)

1+ 4 p—E-0)
Provided that the positions of the points L and R are determined, the values of # and

g at these points are computed through the following second order interpolation.

n n
_ (zrp — 2c)(er,Rr —25)
q 2Az?
Ex LR &/,
n
3 (zr;r —za)(zr,R — 2B)
q Az?
& ),
" )( )
TL,R —TANZLR —ZC
+ q TALD (39)
& /.

On the other hand, Eq. (32) is discretized along the finite characteristic curves as
gr — qr. = &~ L{nr — 1) (40)

qr — qr = &+, rR(NF — NR) (41)

Hence, nr and qr can be expressed in terms of vz, 7R, 71, ¢r, -,z and &4 g as:

_ &onr ~ & .rnr — (01 — qn) (42)

G E~rL~¢&+R

_ §-.29r = &+ R4R + €18+ R(TL — TR)
E~L~&+nm

When the computational point is located at the matching boundaries, the disconti-

qr (43)

nuity of ¢ should be considered. The jump of the value of ¢ is determined through the
matching boundary condition (27) as well as the algorithmic form of Eq. (21), that is

tan 4 Py - P2
ntl _ n _ [,ntlon dd du
= eyt e

(44)
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The oftshore and onshore boundary conditions are discretized as:

onn Ini|m
n+l1 PR 9 ’
Mot o + [Ch dolon 7751 i lat (#5)
ntl _ on on»
non = non - Ch_- At (46)
0t lon
in which Bn/amlnﬁ and Bn/arcln are calculated through the numerical differentiation
[0} on

method based on Lagrangian interpolation formula (Hildebrand, 1987).

Lin’s method was initially developed for the computation of continnous flow, but
its further application have shown that it can also simulate discontinuities (Lin et al.,
1982).

As long as the water surface elevation near the lateral boundaries is obtained, the

reflection coefficient Ky and the transmission coefficient K1 can easily be calculated.

5 SOME COMPUTATIONAL RESULTS

Wave reflection and transmission coefficients are dependent on the incident wave con-
ditions as well as the placement of the plate. The incident wave steepness Hy/Lg,
the relative water depth /Lo, the relative submerged depth d/h, the slope of the
plate tan 6 and the relative length of the plate I/Lo can be chosen as independent
dimensionless parameters. To investigate the relationships, the variation of Ky and
K7 against [/Lg is computed for various values of the other parameters. The results
are shown in Figs. 3 to 6 along with the experimental data. Table 1 summarizes the
conditions.

Figure 3 shows the comparison of reflection and transmission coefficients among
linear waves and waves with different incident steepness. It can be found that the in-
fluence of the incident wave steepness becomes remarkable when the wave nonlinearity
is considered; the transmission coefficient decreases with the increase of the incident
wave steepness.

Figure 4 shows the change in the wave reflection and transmission coefficients against
the submerged depth of the plate. Since wave motion decays downwards from the free
surface, too large a submerged depth of the plate makes little contribution to the wave
deformation.

Figure 5 shows the variation of the reflection and transmission coefficients of waves
with different relative water depth. It is found that for a given relative length of the
plate, the reflection and transmission coefficients does not show very large difference

for the wide change of the relative water depth. This indicates, as naturally expected,
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Table 1: Conditions for computation and experiment

CASE | h(cm) | T(s) | Hi(em) | d/h | tan @
1| 200 | 0380 |SMALL | 0.2} 0.0

2 20.0 0.80 1.5 0.2 0.0

STP | 3| 20.0 0.80 3.6 0.2 0.0
1 20.0 | 0.80 2.0 0.2 0.0

SMD | 2| 200 0.80 2.0 0.5 0.0
1 20.0 0.88 1.5 0.2 0.0

RWD | 2| 200 0.62 2.0 0.2 0.0
1] 200 |0.80 1.8 0.3 0.2

SLP 2| 20.0 | 0.80 1.8 0.3 { 0.4

that for a given absolute length of the plate, longer waves are easier to transmit over
the plate. For very long waves, like tsunami, a plate can not function at all as a
breakwater.

Figures 6 indicates that there is no significant change in the reflection and trans-
mission coefficients with the slope of the plate if the mean submerged depth is kept
constant. The computation for the inclined plate is available only for I/ Ly less than
a certain value, because a longer plate would emerge from the free surface, for which

the present model is not valid.

6 CONCLUDING REMARKS

A mathematical model of nonlinear wave motion has been developed and applied to
simulating the wave transformation over a submerged plate. Numerical computation
based on the method of finite characteristics for general conditions have been proposed.
The computed wave reflection and transmission coefficients have been compared with

the experimental data under various conditions. The overall agreement is satisfactory.
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CHAPTER 11
Vertically 2-D Nearshore Circulation Model

Takao Yamashita! , Yoshito Tsuchiya®
and
Dadang Ahmad Suriamihardja3

Abstract

A two layer undertow model is developed which consists of surface and inner layer.
The surface layer defines breaking wave dynamics and the inner layer defines the mean
flow(circulation) and turbulence fields. The interface between two layers is determined
by time and depth averaging of the mean water level and wave height in the surf
zone (interface model), in which Reynolds stresses are taken into consideration as well
as radiation stresses. The system of equations in the inner layer is derived by time
averaging the mass and momentum equations over one wave period. Time and space
averaging of these equations in the surface layer defines the surface boundary conditions
of the mean flow field in the inner layer. Turbulence in the inner layer is discribed by
the standard k¥ — e model.

The numerical calculation method is also discussed and model calibration is per-
formed by comparing with the experiments by Stive and Wind (1985).

1. Introduction

The vertical circulation occuring in the surf zone consists of both the shoreward
mass transport due to breaking wave and the offshore-directed bottom current
(undertow). Combining the 2-D vertical and horizontal models, it may be possible
to construct a 3-D model of the nearshore circulation system.

Svendsen (1984)[6] developed a theoretical model using the first order approx-
imation technique in describing breaking waves. Hansen and Svendsen (1984) [2]
considered the effect of the bottom boundary layer in the undertow. This model
was examined by using Stive and Wind’s experimental data (1985)[4]. It was
shown that the undertow is suppressed by the shear stress at the trough level,
the static pressure induced by set-up, and the constraint of zero net flow.

Madsen and Svendsen (1979) [3] developed a theory of vertically integrated
conservation equations for breaking waves in the surf zone by introducing the
concept of time and depth averaging of mass, momentum and energy between
the bottom and mean water level (M.W.L.). From their treatment an idea came

Tnstructor, Disaster Prevention Research Institute (DPRI), Kyoto University, Gokasho, Uji,
Kyoto 611, Japan

2Professor, DPRI, Kyoto University, Gokasho, Uji, Kyoto 611, Japan

3Lecturer, Faculty of Mathematics and Natural Sciences, Hasanuddin University, Ujung
Pandang, Indonesia
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to mind to define the total depth by the surface and inner layers, thus allowing a
theoretical treatment of the breaking waves in the surface layer.

In this study, a simplified two layer model is proposed, in which the surface layer
is introduced to describe breaking wave dynamics and to obtain the time-averaged
boundary conditions for dynamics in the inner layer. The interface between these
two layers is set by M.W.L. The breaking wavesgenerate turbulence and the tur-
bulent kinetic energy conservation is considered in the model for the inner layer.
Therefore, the boundary conditions for the & — ¢ equations in the inner layer
are defined by modelling the dynamics of surface layer. Mass, momentum, and
energy conservation laws are formulated by employing Madsen and Svendsen’s
model. The motion in the inner layer is decomposed into time-averaged mean flow
and turbulence. The governing equations of mean flow motion are expressed in
terms of the vorticity and stream function, which are derived from the mass and
momentum conservation equations. The standard k — ¢ model is employed as the
governing equation for turbulent motion. The coordinate transformation (con-
formal mapping) method developed by Wanstrath, Whitaker and Reid (1976)[7]
, is used to numerically calculate the 2-D vertical circulation pattern in arbitrary
depth. Calibration of the numerical model is performed by a comparison with
the experimental data of Stive and Wind (1985) [4].

2. Model Outline and Basic Equations

Using the coordinates and variables shown in Fig.1, the governing equations
are derived. The inner layer is defined as the region extending from the bottom
to the mean water level (wave set-up) {. While the surface layer extends from
the trough of the breaking wave to its crest.

Breoking point Surfoce [oyer

V4
Calculation domain/
MCL / / 77

MW.L b————— oilanol 77
MTL ———S ] \rh‘g totion

/

Irro,fr%ﬁgg/ \ Inner loyer
o7 Bottom
M/f boundory
Shooling Outer Inner region Swash

region region region
Fig.1 Schematic explanation of the model and coordinate system

The velocities u; are decomposed into three modes, i.e. the mean flow #;, waves
Uy; and fluctuations u}. Other quantities, 0;;, p, s;; are also decomposed in the
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same manner, as:
_ 12 P !
Ui = Uy + Uui + U, Oif = G5 + iy + 0y,

Pij = Pij + Puis + Dijy  $i5 = 855 + Swig + 835 (1)
The characteristic time-scales of the three components are assumed to be quite
different, therefore no correlation between them is considered. Applying these
operations to the mass and momentum equations, the basic equations for the
mean flow are obtained. When the Boussinesq’s eddy-viscosity assumption is
used to describe the Reynolds stresses ulu} by means of velocity gradients, the
closure problem becomes a matter of how to determine the eddy viscosity v,
which is defined by:

!
U,

[
’LLJ-

du;, 04 2 k? 1——
= -1 (“a—m; + 67,) + 5/65,']-, vy = CH?) k= Eu:ui (2)
(a) Inner layer: mean-flow equations

By differentiating z and z momentum equations and eliminating the pressure
term p, we get

o? N 9? 9? ——
Y -~ rreryes 1o — 3a7) —_n Tand
amaz(uu+uwuw+uu)+ (az2 6w2) (TW + Tgwy + u'w')
T —— , (0 dw
—axaz(ww+wwww+ww)——l/v 8z 0z ®)

When small amplitude wave theory is assumed the momentum fluxes of the total
wave component, Uy, Gy, UpWy and Wy, become zero in Eq.(3).
The stream function 1 and vorticity 2 are now defined as
Y o on  ow
— =4, -—=-w and N=-——— 4
9z ' Oz 8z Oz )
In terms of the stream function and vorticity defined above, the basic equations
are rewritten as:

Vi) =0 (5)
) (2)- () (2)- 2 (o2
(E) ( oz Oz Jz Jzdz v 0z0z
& & 9% 9%
(7 7) {n (55 - 5) ) oo ©)

(b) Inner layer: standard & — ¢ model
The k-equation is rewritten in the z — 2 plane as:

Ok 3k O [/ ) ok 0 (yt ) ok
AT i (i bl QD Y X =4 Prod —
"5e T V2 aw{(ak+y (‘9:c}+ az{ O’k+y 2. rod—e ()
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0z\? ow\> [(8a 0w\’
Prod = 1, {2 (%) +2(:9;) +(5+5;) } (8)

The e-equation is also rewritten as

Oe  _Be 0 A de 7] A ) de| ¢
u3x+w(’9z T Oz {(05 +V) 'Bm}+5§ {(05 tv 0z +k(01€Prod Caee) (9)

(c) Interface model

The boundary conditions for the governing equatious in the inner layer are dis-
cussed here. The surface boundary is the mean water level ¢ which is an unknown
value in the two layer system. Previous investigations of surf zone wave height
and set-up show fairly good predictability of both quantities. Therefore, Svend-
sen’s (1984)[6] model is employed to determine the wave set-up ¢ and breaking
wave height variation. Svendsen also presented the mass, momentum, and en-
ergy dissipation due to breaking waves in his model by employing the first order
approximation of motion, the effect of the surface roller and the wave shape pa-
rameter B,. Consequently, Svendsen’s model is needed to determine the wave
energy dissipation (production in the k equation), mass flux and shear stress
acting on the interface (surface) boundary.

On the other hand, the boundary condition for the stream function v, the vor-
ticity €2, the turbulent kinetic energy k&, and it’s dissipation € must be determined.
For this problem, Madsen and Svendsen’s (1979)[3] formulation of the mass and
momentum conservation equations are employed.

The momentum equation in the z-direction is integrated over depth and then
averaged over the wave period 1), as

where

8 £ 8 _ _a¢
. /—hpuudz+%(5 +55) = =py(h + )5 (10)

where S’ is the depth-integrated Reynolds stress and S, the radiation stress
defined by respectively

¢ on 2
- -z
S ‘/_h”(ZV‘ax 3/0) dz (11)

¢ ¢ 1 -
Swz/ #wiu)d / —od'—— wSw 12
[ Plutudz + | Podz = 5p9GuC (12)
where p, is the dynamic pressure given by

Po=pg(z—=C)+p (13)

In Eq.(10), the inertia term, and the depth-integrated Reynolds stress term are
added to the usual momentum balance equation. The latter term described by
Eq.(11) is the interaction term between a mean flow distribution and k-equation
in the inner layer.
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The energy equation is given by

oB,
oz

=D, (14)

where B, is the mean wave energy flux and D, the wave energy dissipation. The
non-dimensional wave energy flux B and energy dissipation D are introduced

respectively, as:
B 4hT,

== d D=Di——r-= 15

pgCHE " pgCH? (15)

where C is the propagation speed of the breaker. In the surf zone, C is approx-

imated by C' ~ 1/g(h+ (). Using Egs.(14) and (15), the equation for the wave
height variation is finally botained as

H H = DK3
=K/ (1- = 5 )
T s/( G BT . h+<dm (16)

where the subscript r refers to some chosen reference points, and Ky is the shoal-
ing coefficient.

Solving Eqs.(10) and (16) simultaneously, the wave set-up and breaker wave
height variation are obtained. However, in these equations, three parameters
must be estimated, B, S,, and D. Svendsen (1984) [5] evaluated these parameters
assumning that (i) the mean velocity in the roller is equal to the propagation speed
C, (ii) the cross sectional area A of the roller is equal to 0.9H?, and (iii) wave
energy dissipation is analogous to that of hydraulic jump, these are respectively
given as:

S, =g [ 2B, +0.0"EC) g2 (17)
2 I
B=B,+ 0.45h—;t—g (18)

o[t els )

where L is the wave length, ¢, :the crest elevation and B,: wave shape parameter
defined by
1 (T ¢\
By= — ] =) dt 20
T, Jo (H ) (20)

(d) Surface layer model

The boundary conditions for the stream function ¢ and the vorticity Q2 equa-
tions are considered here. To determine the boundary conditions at the surface
¢ of the inner layer, the equations of mass and momentum are derived in the
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surface layer. The kinematic boundary condition at z = ¢ is derived from the
conservation of mass in the surface layer as

w05 —0(0) =~ [ uds (1)

The dynamic boundary condition at z = ( is derived from the conservation of
momentum in the surface layer. The pressure at z = { is obtained by integrating
the vertical momentum equation between ¢ and ¢ and time-averaging over the
wave period T, as

Q) _ i 4+ w28 — o2 [
P = Qw0 + v (w0, ~0(0)g; [ udz (22)

where the viscous term is neglected. The time-averaged horizontal momentum
conservation in the surface layer is derived from the following definition.

¢ ¢ {
/ momentumdz = / hmomentumdz - / hmomentu’mdz (23)
( -— .

The horizontal momentum equation is given by

a ¢ 5(¢) 8 - -0 ——=t 0 ¢
2 (w2 s = -EOZ  w0u0 3+ T - (05 [ ud
(24)
Substituting the pressure Eq.(22) into Eq.(24), the right-hand side of the equation
becomes:

RES = (W0 - FE0) 55 +{(0) + 0l0 5 ) T
—w(Qw(@) (3) + 0w (26
where -
M= /(( udz (27)

When the orders of @(¢) and 8(/dz are O(1) and O(§), the orders of the
following terms can be estimated by the kinematic boundary condition, Eq.(21).
@(C) ~ 0(5),

In the surface layer, strong shear flow is generated by the mass transport shore-
ward due to the breaker. Then the following order estimation may be reasonable.

oM _
- ——5 ~ 0(6) (28)

FOwQ) ~ 92 ~ (1) (29)
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This order estimation leads to the brief expression of Eq.(26), as
RES = #(0w(8) + 0(5) (30)

On the other hand, LHS of Eq.(24) can be estimated as follows. The local pressure
is given by integrating the vertical momentum equation between z and ¢ as

p(2)

2 = o2+ g [z = () (31)

Assuming that »? is decomposed as
u?(z) = @(2) + vl (2) + u?(2) (32)

then, substituting these equations into the left-hand side of Eq.(24) yields

8 (g——=5 _ ¢ 4
1S = 2 (L0 + (= 0 [ o — [t

A= (@O + @@+ (D) (3)

It is then assumed that in the surface layer, the large scale turbulence exists
whose velocity and surface fluctuation have dominant frequency in the spectral
domain. If this dominant frequency is a harmonics of the wave, and other spectral
components are negligiblly small, the turbulence components can be treated in
the same manner as wave components. However, this assumption may be too
bold to apply at this time since turbulence is usually characterized by multi-
phase motion. However, eddies generated by breaking waves seem to have the
same dominant frequency which is strongly related to the wave motion. If the
above assumption is allowed, the brief expression of Eq.(33) can be obtained, as

A o }
Finally the dynamic boundary condition at the surface of the inner layer is
T A vl
W(Qw'(() = E g(Cwa +¢'¢) (35)

In the equation, the first term on the right-hand side is approximated by Eq.(20)
and, for the second term, the following assumption is made.

—  (A\?
I~ [ — 36
= (7) (36)
Furthermore, the shear stress due to turbulence is described by

_— oa

w(Q)w'(¢) = =TV, (37)

z=
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Consequently, the dynamic surface boundary condition, which is expressed by
breaking wave quantities, is given as

o A? .
- %{ (H Bo + )} (38)
3. Numerical Model

a. Coordinate transformation

In the numerical model the conformal mapping method (Wanstrath, Whitaker
and Reid (1976)[7]) is employed to make the model applicable over a wider range
of surf zone topography. The governing equations derived in the Z-plane are
transformed to the ¢*-plane( Fig.2). The arbitrary surface and bottom bound-
aries in Z-plane are transformed into straightline (n = £f) in the (*-plane.
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(b) ¢*-plane

Fig.2 7 and (*-plane in the coordinate transformation

N
z(€&,n) =€+ Y (b sinhnken + ¢, coshnk.n) sin nk € (39)
n=1
N
z(&,m) = bo + n+ Y_ (b, coshnk.n + ¢, sinh nk.n) cos nk.E. (40)

n=1
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The Fourier coefficients b,(n = 0,1,2,..., N), and c,(n = 1,2,3, ..., N) are de-
termined by matching the surface and bottom boundaries at n = +£, using the
least square error. The transformation function J? is:

8z, z) (63:) (62)2 .
+ =] =J° 41
s&m ~\oe) * 2 ()
Using these definitions, the relations of partial differentiations of function ¢ with
respect to (z,z) and (&, n) are

¢ 1 (0209 0z0¢) _ 6¢ 6¢ (42)
oz ocon  ococ) " “ae an
o 1 820¢ 0z8¢ 8¢ 6¢
9z~ J? ( dEaE 8¢ 677) + o€ (43)
where | /5 5
z 1 z
Finally, operators of the first order partial differentiation are given by
8 (9 (9 (9 8 (9 .
The second order partial differentiations are
Do) = aDge(a, )+ bDpy(b, ) — aDgy(b, ) —bDpe(a, ) (46)
D..()=aDy(a, ) +bDg(b, ) + aDpe(b, ) + bDgy(a, ) (47)

Doo( ) = Dip( ) = aDge(b, ) — bDyy(a, ) + aDgy(a, ) — bDye(b, ) (48)

where 5 5 5
fo(a, ) 65 ( 35) ) Dfﬂ(a, ) = 52 (a'a_ﬁ) y

Dyela, ) = 5‘% (a-(%:), Dy(a, ) = 5‘% (a%). (49)

The governing equations derived in the Z-plane are transformed to the (*-plane
by applying the above mentioned operators. The stream function and vorticity
equations are rewritten as:

Vit = J0 (50)
o0 o0 69 69 Ve
D) (o5 ~ 50 ) = Dut) (50 +858) 4 P00 = %500 1)

where

F*(Q) Vt) = _4Da:z¢szVt + {Dzz(yt) - DII(Vt)}{Q - 2D1¢(¢)} (52)
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Similarly, the k& and e-equations are transformed to the (*-plane as, respectively:

a(%(ﬂk)—b(%(ﬂkHa; (wk)+ba(wk) { 566 (”t) —ba%( k)}( ‘;’2 b?—f})
o (v d [ Ok ok Vs
- {a% (a) + ba—€ (;;)} <a5—n + b'a—é) — ;J—sz(f,n)k = Prod — ¢ (53)
0 o, 0 o, o (v, o /v, Oe Oe
a g (1) by (i) o (e) +b (e )——{aa—g(z)—ba—n (;)} (aa—g—ba—n>

a3 (v aJ (v Oe Je
- {aa—n (—U—t) + b—% (—U—t)} <a—a—n - b—%) p sz ()€ = E(CHEPIOd — Cye)
(54)

where

Prod = v; [2D,(1)? + 2D,(9)* + {D, () + D.(0)}’] (55)

b. Numerical scheme

Numerical solution to an advection and diffusion (A/D) equation such as the
vorticity equation, suffers from the numerical (artificial) diffusion as well as wig-
gles. The Dennis-Chang method is known as one of methods which can reduce
these numerical problems in the A/D equation with the second order accuracy.
An iteration form is discretized by this scheme and calculated till the solution con-
verges. Using the operator notations, A( ) and D( ), for advection and diffusion
terms, finite difference equation are represented as:

AUD(Qn+1) - D(Q) = AUD(Q") - ACD(QH) (56)

where App( ) and Acp( ) are the upwind and centered difference operators,
respectively, which given by:

U+ U | U~ |U|

Avp(Q) = 7= = Qima) + 57— (Qivay = D)
V4|V V_1|V|
VL Qi j1) + 5, Qi = Q) (57)
1 1
Acp(Q) = 7= AUD)i1y = (UQ)imr i} + 5 AVO)ij = (VQ)ija} (58)

and for the diffusion term :

D(Q) = 5 (7 iens — 2 is + (D)

+ Al W Qiger — 2141 + (V)i -1} (59)

where the advection velocity U and V are written as:

U=aD:(¥) —bDu(¥), V =—{aDx(s) +bD:(1)} (60)



160 COASTAL ENGINEERING — 1990

For stable calculation, the dumping coefficient o, is used at each iteration as
Qv = Q0 {(61)

In the cases of Dirichlet boundary problem, Woods boundary condition is appli-
cable as

Q = ——Ql — ——‘-‘(Ql Qo) + O(Ama) (62)

where the suffix 0 indicates the value at the boundary, and 1 indicates the value
just inside the boundary.
c. Interface boundary conditions

At the surface, both the kinematic and dynamic boundary conditions for mean
flow variables, i and 2, are determined by the approximate expressions of the
momentum and mass conservation equations in the surface layer.

The kinematic boundary condition in the Z-plane determines the stream func-
tion in the transformed coordinates. One possible example can be given as follows.

The velocity components u*, w* in the (*-plane can be transformed to

oMs oz, _ ¢

Ug=—
Oz

Oz, _oC o = 2w, -

u* (0, — ;=) OMs
U = -7 s —Us— )= — )
on Oz on ot

23
In these equations —Mg is the stream function in the transformed coordinates

system, which gives the surface boundary condition for the ¢-equation.
The boundary condition for the vorticity equation is

) = (63)

% 2 82
Q= ou|  owr| 1| &M (64)
on |, 2
The boundary condition for the k-equation at the surface can be given by
Vs |Ts
K, = 2| 65
Ny (65)
where 7, is shear stress at the surface. The boundary condition for € is
€ = v,Prod|, (66)
where
H3D ou\’ ow\* (9  ow\’
Prod), = = = 242
=82 e () () 4 (24 2))

where v, is the coefficient to be determined by turbulence properties.

For both side boudary condtions, a third order polynomial stream function may
be assumed and for the bottom boundary conditions, usual boundary conditions
can be employed.
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4. Model tests and conclusions

In order to verify the applicability of the model, test calculations was performed
in the inner layer, using the following assumptions; uniform distribution of v,
third order polynomial of stream function distribution at both side-boundaries,
and the slip condition on the bottom.

Fig.3 shows the changes in the relative values of wave celerity C'/Cp, wave
heights H/Hp and mean water level {(/hp with the relative water depth h/hp to
compare with the experiments by Hansen and Svendsen (1979) [1]. Their exper-
imental conditions are; the beach slope s = 1/40, wave period T = 1.79s, deep
water steepness H,/L, = 0.032. The figure shows that the calculations of break-
ing waves and mean water level are in reasonable agreement with the experiments.
Furthermore, the test calculation of undertow velocity profile corresponding to
Hansen and Svendsen’s experimental condition is shown in Fig.4.

O MANSEN_(CASE-H)
|
i c/Cg
o [
S o
£
X -
&
Z o H/He
T
‘/ha """0-
- +,
! i) 1 ] . 1 [
0.0 0.5 1.0
h/hg

Fig.3 Changes in the calculated wave celerity C/Cp, height H/Hp and mean
water level (/hp in comparison with Hansen and Svendsen’s experiments [1].

The vertical velocity distribution of undertow in the inner layer region is com-
pared with experiments by Stive and Wind (1985) [4] in the relative water depth
range of h/hp = 0.88.0.765,0.647 and 0.53. Comparisons between the calcu-
lated velocity vectors and the experiments are shown in Fig.5, where solid circles
indicate the experimental data of Stive and Wind. The vertical circulation pat-
tern calculated by the 2-D vertical circulation model under their experimental
condition is shown in Fig.6.

Because of an insufficient quantity of experimental data verification is not pos-
sible, however, the theoretical curves agree resonably well with experimens. From
the comparison between Stive and Wind’s laboratory experiment of undertow and
our test calculations, where a uniform distribution of eddy viscosity v; is assumed,
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it could be concluded that the undertow velocity field in the inner surf zone can be
calculated by the 2-DV model developed in this study. For the cases of arbitrary
bathymetry, this model is more applicable than the previous 1-DV model.

z A
= X
Fig.4 Test calculation of undertow velocity profile
. nm
h/ha = 0.88 0.765 0.847 0.53
»
Tro
Y é / ./
- e /._.— === 03
£ / e
£ £ —=——
= c = £ ¢ 0.0
0.2 0.0 0.0 0.0 00 .
N

Fig.5 The vertical distributions of undertow velocity vectors and horizontal
velocity profiles (solid curves) by Stive and Wind’s experiment [4], at the points
of h/hy = 0.88,0.765,0.647, 0.53.

Difficulties, however, still exist in improving the side boundary conditions which
are in consistency with both mean and turbulent flow fields including bottom and
surface boundary conditions. In other words, further extension of the proposed 2-
DV model is required to clarify the treatment of the bottom boundary conditions
which can satisfy the no-slip condition of mean flow and wall boundary condition
of the £ — ¢ equations. It is emphasized that development of the 2-DV undertow
model, which includs turbulent properties, contributes to the progress of surf zone
investigations, such as sand transport mechanism, numerical calculation of the
equiliburium beach profile, 3-D nearshore circulation model.
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The vertical circulation field calculated by the model under the

Fig.6
experimental condition of Stive and Wind [4].
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CHAPTER 12

Violent Water Motion at Breaking-Wave Impact

M.J. Cooker* and D.H. PeregrineT

Abstract

A numerical study of water waves breaking against a vertical
wall is described. The exact equations for free-surface potential
flow are solved. Solutions for a simple overturning wave meeting
a vertical wall placed at several positions give unexpectedly
violent water motion. The face of the incident wave can converge
towards a point on the wall causing very high pressure,
acceleration and velocity. It seems likely that this particular
type of flow corresponds to the most extreme conditions
encountered in laboratories and on coasts despite the lack of any
direct water impact. Details of the flow reveal that
compressibility of the water is unlikely to be relevant for wave
forces, but that scaling from laboratory to prototype should allow
for wall roughness and %or small waves riding on the incident
wave.

1. Introduction

We describe results from a computational study of waves which
are breaking or near breaking as they strike a vertical wall. Our
aim has been to see how much information can be obtained about
violent wave impacts, from a two-dimensional numerical model of
irrotational inviscid flow. The model accurately deals with the
overturning motion of a breaking wave and provides full
information on velocities, pressures etc. up to the instant of
impact.

A prototype example of the type of wave impact we envisage is
sketched in figure 1. Shoaling water in front of a sea wall or
breakwater causes an incident wave to break. Since such waves can
cause appreciable damage many model experiments have been
performed, e.g. Bagnold (1939), Nagai (1960), Mitsuyasu (1966),
Richert (1968), %irkgbz (1982), Chan & Melville (1988) and
Partenscky (1988).

*Research Assistant. {Professor.
School of Mathematics, University of Bristol, University Walk,
Bristol, BS8 1TW, England.
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The underwater shape of the structure, or bed profile may
cause the height/depth ratio of breaking waves to be much greater
than that for a typical wave on a gently sloping beach. For
example in some of Nagai's experiments tﬁe base of the vertical
wall was exposed in front of some incident waves. This large
height/depth ratio indicates that either the particular topography
of an experimental or prototype structure should be modelled or an
unconventional incident wave, much higher than the depth, should
be used. We make the latter choice.

In addition we wish to study the effect of varying the
distance between the wall and the breaking point of the wave. We
do this by forming a wave which propagates over a flat horizontal
bed. The initial wave has a gradual, monotonic increase in
surface elevation. Hence, when 1t propagates, it steepens as the
higher parts tend to catch up the lower portion of the wave. By
choosing wave heights larger than 0.3 times the depth, the wave
continues to steepen until it breaks. There is zero flow in front
of this wave so that a vertical wall can be placed at any chosen
spot in the path of the wave. This gives two primary parameters
that maK be varied:

(i) the wave height
(1i) the position of the wall relative to the position at which
the wave would break in the absence of a wall.

In this paper, we consider a single wave height and look at
variations of the wall position. Comparisons can be made with
other types of wave by noting that our initial depth of water, h,
corresponds to the depth of water in the ¢rough of oscillatory
waves, and not to the mean water level.

2. The mathematical and numerical model

The flow is assumed to be inviscid, two-dimensional and
incompressible with irrotational flow so that a velocity potential
satisfying Laplace's equation can be used. The effect of the air
above the water is neglected, so that the free surface is at
constant pressure. No further approximations are made in the
mathematical formulation.

The numerical modelling is carried out with a program

developed from the accurate and efficient, high—orﬁer,

boundary- integral method of Dold and Peregrine (1986). Recent

examples of work with closely related programs are Tanaka, Dold,

%eggo)and Peregrine (1987) and Cooker, Peregrine, Vidal and Dold
1 .

The initial wave, we have chosen, has a horizontal velocity
u(x,0) = - %uo(gh)%[1+tanh A(x-%0)]

and elevation ((x0) = (Juo| + %uo?)h.
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This corresponds to a "simple-wave" solution of shallow-water
theory for a wave propagating in the -x direction if the initial
surface slope is gentle enough. Using units in which g and h are
both unity, we il%ustrate results for the wave of heigﬁt

Ah = ((,0) - ((-2,0)-= 1.5

(i.e. uwo =1.1623). With ) = 0.5, there was no significant wave
in the +x direction and the wave soon develops into a plunging
breaker as shown in figure 2 where xo = 0. Although shallow-water
theory guides our choice of initial conditions, the computations
make no such simplifying assumptions.

A vertical wall can be inserted in this flow at any chosen
place. In fact, the wall is modelled by using symmetry: two equal
and oppositely-directed waves travel towards eacK other starting a
distance xo, from the line of symmetry (x=0). For example xo = 9
gives a wall positioned at x = -9 in figure 2, directly in the
path of the overturning jet. On the other hand x, = 7.5 places a
wall close to the point where the wave first has a vertical
tangent to its free surface.

For purposes of illustration just the one initial wave, Ah =
1.5, A = 0.5, is used with different values of x,. This wave can
be compared with other more realistic waves by noting that at the
initial time there is no motion at the wall and water 1is moving
towards the wall. Thus, our initial condition resembles an
oscillatory or irregular wave at the moment its trough is adjacent
to the wall. That means our depth h, corresponds to minimum water
depth at the wall.

3. Examples of wave motion against a wall

First we consider the case xo = 9 where an overturning wave
meets the wall. This is illustrated in figure 3. As may be seen,
the profile of the overturning part of the wave appears to be
unaffected by the wall. Examination of the computed velocities
and accelerations shows that the velocity of the jet is unchanged

at 2.6 (gh)% and the horizontal acceleration under the jet, which
is 3.4g in the undisturbed wave, changes little. On the other
hand, tﬁe part of the wave near the water-line cannot pass through
the wall and rises quickly up the wall. For the last profile
calculated the vertical velocity and acceleration at the wall are

18.5 (gh)% and 17.5 g, respectively.

The current program is unable to model the direct impact of
the jet on the wall (though see Cooker and Peregrine, 1990%.
However, experiments from those of Bagnold (1939) onwards, clearly
show that maximum pressures occur if the wave has a vertical face
when it meets the wall. Hence we could expect from figure 2 a
value of xo = 7.5 to give us a more severe impact.
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As may be seen in the illustrations of figure 4(a) and (b) the
wave with xo = 7.5 fails to develop a vertica% face, because of
the proximity of the wall. The water surface rises smoothly and
then forms a thin vertical jet at the wall, so no actual impact
occurs. Except for the region near its base the jet is in free

fall. Its velocity of 14 (gh)* indicates it could rise to a
height of about 100h. In practice its motion is likely to be
disrupted by the air.

The flow at the base of the jet is interesting, especially at
its inception. Here a maximum water acceleration of nearly 2000
is computed and the correspondingly high pressure gradients lea
to a brief high pressure on the wall, as the jet forms. The
distribution of pressure on the wall at the time of maximum
pressure is given in figure 5. Note how the pressure is
significantly greater than instantaneous hydrostatic pressure all
the way down to the bed. In figure 6 contours of pressure field
throughout the water are shown. %t can be seen that substantial
pressures extend some distance from the wall.

From an engineering point of view it is the pressure
distribution on the wall which is usually most relevant. This is
plotted as a function of time in figure 7. Only a brief interval

(-0.7 to +0.045 (h/g)% each side of the maximum is shown, but as
may be seen this covers all the pressure greater than 8pgh. The
values that would be read by a fixed pressure gauge on the wall
are easily deduced by looking along a horizontal line in the
diagram.

As already noted the incident wave does not become vertical
for xo = 7.5;computations with x, = 8 do give a vertical face. As
shown in figure 8 this wave only briefly has a vertical face. The
free surface flow is dominated by a convergence toward the wall.
Again a jet forms. This example gives the most severe conditions
we have computed so far. Compared with the case of xo, = 7.5 the
greater convergence of the flow gives a smaller, more violent jet.

Its velocity is 20 (gh)%, corresponding to a height of 200h in
free fall. The small jet size leads to greater computational
effort being needed to resoive the motion. At the last reliably
resolved time, pressure and acceleration are still increasing at
levels in excess of 50pgh and 6000g, respectively. Maxima of over
60pgh and 8000g are expegted. The maximum value of dp/dt has been

calculated and is 3000pg’h%, which gives a typical time scale for
the pressure rise of about 0.005(h/g)%.
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4. Discussion

It has been a surprise that high "impact-type" pressures are
found in a smooth potential flow. These pressures are of the same
order of magnitude as the maximum pressures found experimentally
for laboratory waves. As is well known these do not agree well
with large-scale measurements when Froude scaling is used.
Nevertheless we show in table 1, how our estimated maximum results
scale for different heights of wave from laboratory to full-scale.

Table 1: Scaling of extreme conditions

Initial water depth h 50mm 100mm 1im 5m
Total initial wave

height 1.5h N 75mm 150mm 1.5m 7.5m
Maximum velocity 20(gh)®* 14ms™* 20ms™* 60ms™* 140ms~!

Maximum acceleration 8000g
Maximum pressure
(as a head of water) 60pgh 3m 6m 60m 300m

Time scale of 3
pressure rise 0.005(h/g)* 0.35ms  0.5ms 1.6ms  3.5ms

The maximum pressures occur while a jet forms from a flow
which has converged towards a point on the wall. Experimental
descriptions mention an impact of the vertical wave face, Vet this
does not occur, the water surface violently "flips through" from a
contracting half-cavity to a high speed vertical jet. In a recent
paper Chan and Melville (1988) observe from high-speed photography
'that wave impact occurred through the focussing of the incident
wavefront onto the wall; that is through a convergence of the wave
crest and the surface intersection point at the wall";
a description which fits our results. Hattori (private
communication 1990) measures high impact pressures of 120pgh in an
experiment which looks similar to our computation. There is a
trace of a jet in one of his video frames. However we expect the
jet to be only 0.3mm thick and to form on a time scale of 0.3ms so
it is not surprising that it is difficult to observe, for example
Chan and Melville use film at 1100 frames per second, and
Hattori's video 1is at 200 frames per second. Both these recent
experiments were made on a scale where the incident wave was only
a few centimetres high, and both measured highest peak pressures
at the "flip through" condition.

Our results lead us to speculate that if the filling "cavity"
contracts to a small enough size then there is no upper limit on
pressure and jet velocity within our model. Clearly, neglected
physical properties such as viscosity and compressibility might
change this picture. Since we have full details of the potential
flow it is easy to assess the relevance of these effects.
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We have considered incident waves as low as 10mm high and
estimate that the effects of surface tension and viscosity are
unimportant until after the formation of the jet. Even then it is
only in the jet that surface tension can be relevant. The major
physical effects in this "flip through" motion are the fluid
inertia and the pressures it gemerates. OUnce water is in the jet
these hydrodynamic pressures become negligible so that we expect
surface tension and aerodynamic effects to become important, e.g.
thin jets rapidly break up into spray.

The role of compressibility has often been discussed in the
context of water wave impact. In the most violent impact we have
calculated, where no air is trapped, we have a maximum value of

k)
dp/dt = 3000pg7h%. This can be used to compare terms in the
continuity equation for a compressible fluid. We find the ratio

g% //pg§ ~ 15 g&

vhere a? is the velocity of sound.

A low value of a = 100m sec™, corresponds to water aerated
with 1% by volume of small bubbles. Even then for h = 1m this
ratio is 0.015. Hence compressibility has little effect on the
fluid dynamics. However a loud noise only requires a small amount
of energy compared with that in the water motion.

Although it is hard to compare prototype conditions with
experiments it is generally considered that the Froude scaling,
wvhich is natural for relating our computations to physical
reality, generally overestimates prototype pressures. Since
compressibility and viscosity appear to be irrelevant for this
scaling we consider a different possibility.

From our computations it appears that high pressures are
obtained when the wave surface focusses toward a point before a
vertical jet is formed. Superficially, there seems to be no limit
to this focussing and hence to the maximum pressure. On the other
hand finer focussing implies a smaller and more violent jet. The
minimum size of coherent jet that can be created depends on the
roughness of the wall and liquid surfaces involved, e.g. if a wall
has a roughness of about 10mm amplitude then pressures computed
for the generation of a jet of width 10mm at a smooth wall are
likely to be gross over-estimates. Large waves almost always have
smaller waves upon them, and this free surface "roughness" is also
likely to influence the maximum pressures at a wall, by either
disrupting the surface focussing or inducing premature jet
formation.
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One further unexpected feature is the large extent of
short-1lived pressures which are several times higher than the
hydrostatic value. The bed experiences this pressure pulse and it
is interesting to speculate on the response of sediments to such a
loading.

5. Conclusion

Potential flow computations reveal that there is violent water
motion and very high pressures when near-breaking waves meet a
vertical wall. The highest pressure occurs when a high-speed
vertical jet forms at the wall. It seems likely tﬁat this
"f1lip-through" type of interaction between wave and wall can give
higher pressures than a direct impact by the jet from an
overturning wave. The computed results indicate that the
compressibility of water is unlikely to be of any importance, but
that roughness of the wall or water surface may be significant in
limiting extreme pressures for coastal waves.
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Figure 1: Sketch of a wave hitting a wall.
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Figure 2: A wave of height 1.5h advancing into still water of
depth h without any wall. The free-surface profiles are at times
t =0 (1) 4 (0.2) 5 Y(h/g). The maximum velocity in the jet is
2.6 V(gh). The steady flow at x = 4~ has speed 1.162, and is
directed to the left. '
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Figure 3: The wave of figure 2 meeting a wall as it overturns.
The initial wall-wave distance, x, = 9. Surface profiles at t = 4
(0.1) 4.8 (0.03) 4.89
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The wave of figure 2 meeting a wall before it overturns (xo=7.5).
Eag Surface profiles at times t = 0 (0.5) 4.0, 4.1, 4.2 .
b) Close-up view near the water-line at times t = 4.10 (0.01) 4.23
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Figure 5: Pressure on the wall at time t = 4.19, for the wave in
figure 4. This is the time of maximum pressure. The broken line
shows the relatively small component of hydrostatic pressure.
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Figure 6: Pressure contours for the wave in figure 4 at time 4.19,
The free surface has pressure zero. The pressure contour
increment is 2 pgh. The peak pressure is 26 pgh, and lies just
below the water—line.
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Figure 8: The wave of figure 2 meeting the wall, with x, = 8.
Note that this is a close-up view near the water—line. Surface
profiles at times t = 4.400 (0.01) 4.430 (0.005) 4.445 .

Note this is drawn on the same spatial scale as figure 4(b).
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Figure 7: Pressure on the wall for the wave in figure 4. The
pressure contours are drawn here as a function of distance up the
wall (vertical axis) and time (horizontal axis). The solid upper
curve is the position of the water-line. The contour interval is
2 pgh, except for the broken—line contour at § pgh.



CHAPTER 13

Wave Group Properties of Coastal Waves

Hajime Mase!, M. ASCE, Takao Yamashita2 and Katsuyuki Hayashi3

ABSTRACT

This paper examines the following properties of observed wave groups: (1) the change of wave
grouping from offshore to shallow water region including the surf zone; (2) the relation between wave
groupiness and wave height distributions; and (3) the distribution of run lengths and time series of
wave heights of extreme wave groups which contain the maximum wave height in each wave record.
Main results are summarized as follows: (1) wave groups become flattened as they propagate landward;
(2) no clear maximum in mean length of runs is seen around the position where the significant wave
height is the maximum, in contrast to the laboratory data, while the tendency of the change of GF is
the same as the experimental data; (3) when wave grouping becomes pronounced, the distribution of
wave heights becomes wider; (4) extreme wave groups accompany more large waves than ordinary
wave groups; (5) for the case of narrow spectra, the time series of wave heights of extreme wave
groups is represented fairly well by that of the wave group formed by the side-band instability, and the
distribution of three high waves is also in qualitative agreement with that of envelope soliton, and
(6) for wide spectra, which may occur during the peak of storms, wave heights in front and rear of the
maximum wave are half as large as the maximum wave height, implying that a maximum wave tends
to appear without accompanying other large waves.

INTRODUCTION

Certain sequences of large waves or wave groups are important not only in
engineering problems, such as the stability of rubble mound breakwaters, the
fluctuation of wave overtopping, and the slow drift oscillation of moored and floating
structures, but also in hydrodynamical problems, such as the surf beat, the
modaulational instability, and the evolution of finite amplitude waves.

The degree of wave grouping is described by run lengths of large waves,
groupiness factors, correlation coefficients of successive wave heights, and parameters
related to the wave spectra. Elgar et al. (1984) showed that the observed mean lengths

1 Research Assoc., Department of Civil Engrg., Kyoto University, Kyoto, 606, Japan.
2 Research Assoc., Disaster Prevention Research Institute, Kyoto University, Uji, 611, Japan.
3 Engineer, Aichi Prefectural Government, Nagoya, 460, Japan.
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of runs and occurrence probabilities of run lengths in relatively deep water were
statistically consistent with the numerical simulations based on linear wave theory using
the measured spectra with assumed random phases. However, the observations in
shallow water deviated from the linear simulations and the observed mean lengths of
runs were larger than the simulated mean lengths. Lake and Yuen (1978) explained
amplitude-modulation periods of laboratory wind waves from a hydrodynamical
viewpoint such as the side-band instability. Su (1986) examined the time series of
wave heights of extreme wave groups which contained the maximum wave height in
each wave record and showed that the observed time series of wave heights was
described by the wave height sequence of the wave group formed by the side-band
instability. The fact that wave group properties can be explained in different ways may
show that various phenomena or mechanisms exist in random sea waves. Therefore,
further examinations of wave group properties from various aspects or by different
methods are necessary so that the wave group properties may eventually become
predictable.

This study is a part of large field observations to investigate wave transformations,
directional spectra, nearshore currents, and sediment transports. This paper examines
the following aspects of wave groups by analyzing the observed wave data: (1) the
change of wave grouping from offshore to shallow water region as well as in constant
shallow water region; (2) the relation between wave groupiness and wave height
distributions; and (3) the distribution of run lengths and time series of wave heights of
extreme wave groups. These properties are compared with theoretical and experimental
results. '

FIELD OBSERVATION

Wave observations were carried out at the Ogata Wave Observatory, Disaster
Prevention Research Institute, Kyoto University, located at the Ogata Coast facing the
Japan Sea. A T-shaped observation pier, which is 256 m long in the cross-shore
direction and 107 m long in the alongshore direction, was constructed with truss
girders of five spans of 50 m supported by piers composed of three steel piles to
minimize its effects on the nearshore hydrodynamics and sediment transport. The
location of the Ogata Wave Observatory and the bottom topography in the vicinity of
the T-shaped pier are shown in Fig.1.

The field data were collected from November 27 to December 8, 1987, and from
January 11 to 18, 1989. Fig.2 shows the arrangement of sensors used in the
observations. Nine capacitance-type and seven ultrasonic-type wave gauges were
mounted on the pier, as indicated by the letter 'C' and 'US' in Fig.2 (a) Three
ultrasonic current meters, indicated by the letter 'CM', were installed at the elevation of
approximately 1 m above the seabed under the ultrasonic wave gauges. On the
extension of the line of the pier (along the straight line normal to the shoreline), a
waverider buoy ('WR' in short) was installed at the water depth of 30 m (in the first
observation) or 20 m (in the second observation), and three sets of an ultrasonic wave
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Figure 1 Location of Ogata Wave Observatory and bottom topography around T-
shaped pier (from the pamphlet of Ogata Wave Observatory, Kyoto University).
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Figure 2 Arrangement of sensors at T-shaped pier in (3) and seaward of T-shaped
pier in (b).
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gauge and a two-components electromagnetic current meter ('WC' in short) were set on
the seabed at the water depths of 25, 15 and 10 m, which are indicated by 'WC.1',
'wc.2' and 'we.3' in Fig.2 (b). The water depth at the locations of 'c.1'~'C.8' is
approximately constant and 5.1 m. The bottom slope seaward of the tip of the pier is
about 1/100. For the first field data from November 27 to December 8, 1987, the time
series from all sensors were recorded by two analog data recorders for 90 minutes
every three hours. The recorded time series were digitized at a sampling interval
Ar=0.256 sec. For the second field data from January 11 to 18, the time series from
the sensors 'C’, 'US', 'WR' and 'CM' were recorded directly on digital magnetic tapes
as follows: for 40 minutes every hour at Az=0.1 sec from 11th 19:00 to 15th 7:40; for
20 minutes every hour at Ar=0.2 sec until 16th 8:20; and hereafter for 20 minutes every
two hours at Ar=0.2 sec. The data of 90 and 40 minutes long were divided into
segments of 20 minutes. The time series of 'WC' were stored on an internal digital
magnetic tape for 17 minutes every hour at Az=0.5 sec.

In order to remove low and high frequency motions from each wave record and
limit the following analyses to incident wind waves only, the Fourier components with
frequencies smaller than half the peak frequency and larger than six times of the peak
frequency were set zero. The modified Fourier components were then transformed into
the time domain variations by a inverse FFT technique. The observed data included a
wide range of incident wave conditions from narrow-banded to broad-banded spectra.
The significant wave heights measured by 'WR' ranged from 0.5 m to 4.5 m, and the
significant wave periods ranged from 4.0 sec to 10.0 sec. Dominant wave directions
were normal to the shoreline.

RESULTS AND DISCUSSION
Change of Wave Grouping from Offshore to Shallow Water Region

In order to describe the magnitude of wave grouping, at least two parameters are
needed (Mase and Iwagaki, 1986): One parameter for representing the length of
sequence of high waves in a time series such as the mean length of runs, KH),
exceeding the mean wave height, H; and the other for representing the magnitude of the
variation of wave energy such as the groupiness factor, GF. The measured changes of
the two parameters /H) and GF will indicate whether wave grouping becomes
pronounced or not. When wave grouping pronounced, GF increases but Af) may not
decrease. When wave grouping becomes weakened, GF decreases but AH) may

increase or decrease. Fig.3 shows the changes of AH) and GF against the
nondimensional water depth, k,,# with k,, being the wavenumber based on the mean
wave period in the water depth A, where the data of 'WR', 'WC.3', 'C4', and 'US.4'
were plotted. It is noted that the classification by wave steepness did not show any
clear tendency. The linear regression lines plotted in Fig.3 show that GF decreases and
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(HD) increases as kyh is decreased. This implies that wave groups of shoaling random
waves tend to become flattened.

Figure 3 Change of wave grouping from offshore to shallow water region: (a)
mean length of runs; (b) groupiness factor.
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Figure 4 Change of grouping of non-breaking waves in shallow water of constant
depth: (a) mean length of runs; (b) groupiness factor.
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Change of Grouping of Non-Breaking Coastal Waves
in Shallow Water of Constant Depth

Fig.4 shows the values of KE) and GF at the locations of ‘c4', 'C.5', 'C.6', 'C.8'
and 'C.9' (the horizontal coordinate x is positive landward with x=0 at the location of
'C.4") under the condition of k,h<1.0, narrow-banded wave spectra, and no wave
breaking. For the cases of BO701 (20:30 of November 30, 1987) and BO702 (23:30 of
November 30, 1987), AR is nearly constant and GF decreases in the shoreward
direction. For the case of BO703 (2:30 of December 1, 1987), GF decreases and AH)
increases. These tendencies mean that wave groups of random waves become flattened
with the propagating distance as was the case with the experimental results of Mase and
Iwagaki (1987) in which the flattening of a single wave group was verified in
laboratory experiment and by numerical simulations using the nonlinear Schrodinger
equation.

Change of Wave Grouping in Shallow Water Including Surf Zone

Fig.5 shows the changes of KH) and GF against the normalized water depth h/Hp'
(Ho'is the deep water significant wave height estimated from the significant wave at
'WR' using linear wave theory). The curves in Fig.5 (a) and (b) are the fifth and fourth
polynomial regression curves, respectively, which are found to give the best fit among
the first to fifth polynomial equations. The change of the significant wave height
Hi;3/Hy' against h/Hy' is shown in Fig.6, where the curves are the results calculated by
the random wave model of Mase et al. (1986) for wave steepness of 0.01 and 0.04,
approximately corresponding to the observed maximum and minimum wave steepness.

The experimental data on AH) by Mase (1989) became the maximum around the point
where Hy;3/Ho' was the maximum. This point for the present field data is roughly at
h/Hy=2.5; however, no clear maximum in KED is seen around A/Hy=2.5 in Fig.5 (a).
It is seen in Fig.5 (a) that the range of AH) in the region of h/Hy'>2.5 is larger than that
in the region of h/Hy'<2.5. GF is almost constant in the region of h/Hy">3.0, and
decreases with the decrease of the water depth for h/Hy'<3.0. This is the same
tendency as the experimental data by Mase (1989). The mean length of runs seems to
be more unstable statistically than the groupiness factor, since the number of runs is
small for twenty-minute-long records.

Wave Grouping and Wave Height Distribution
The observed wave height distributions were presented by the Weibull distribution

whose the shape factor, m, was estimated by the maximum likelihood method (Cohen,
1965). The Rayleigh distribution isa special case with m=2 of the Weibull distribu-
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tion. Fig.7 shows the relationship between GF and m. The tendency of the data points
may be represented simply by the broken line proposed by Mase (1989), whereas the
solid line is the following fifth polynomial equation fitted to the data points:

m =9.45-37.83 GF + 76.33 GF2-75.34 GF3 + 35.30 GF*-6.17GF® (1)

Fig.7 shows that as wave grouping increases (GF becomes larger), the distribution of
wave height becomes wider (i becomes smaller). The Rayleigh distribution would
underestimate the occurrence probability of extreme wave heights. The scatter in the
data suggests that the relationship between the two parameters is not simple because of
neglected effects of other wave characteristics.

Distribution of Run Lengths of Extreme Wave Groups

A phenomenon that the maximum wave in a wave record seldom appears alone but
usually accompanies with several large waves was reported by Goda (1976). Fig.8 (a)
shows that the occurrence probability of /(H)=1 is the largest for the case of ordinary
runs of wave heights, as indicated by the symbols of 0and O corresponding to the
data of 'WR' and 'C.4', respectively, while the occurrence probability of KH)=4 is the
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Figure 8 Occurrence probabilities of run lengths of ordinary and extreme wave
groups where the threshold is the mean wave height in (a) and the significant
wave height in (b).
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largest for the conditional runs containing the maximum wave height in each wave
record (extreme wave groups), as indicated by the symbols of ® and m, The
occurrence probabilities of run lengths with the threshold of Hy are shown in Fig.8
(b), which also shows that extreme wave groups contain more large waves than
ordinary wave groups. However, this analysis of runs is based on the number of large
waves exceeding a threshold and does not account for the relative magnitude of the
waves around the maximum wave.

Time Series of Wave Heights in Extreme Wave Groups

Following the analysis of Su (1986), we describe the time series of wave heights in
a extreme wave groups as H.3, Ho, H.,, Hy, H,, Hy, H3, where Hp is the maximum
wave height. Su (1986) found that the extreme wave group consisted of three high
waves whose heights were greater than the significant wave height. On the basis of the
experimental observations of the nonlinear side-band instability of finite amplitude
waves, Su (1986) showed that the extreme wave group could be explained as the
manifestation of the maximum modulation of waves. Time series of the surface
displacement, 1)(f), under the maximum modulation due to the side-band instability,
was expressed as:

(@) = ao sin27 for + % [ sin{2n(1-apko)for} +sin{2n(1+asko)for} | )
which can be simplified as
@ =a { 1+ 12 cosnakofor) sin(2m for) } ©)

where ag, ko and fp are the amplitude, wavenumber and frequency of a carrier wave.
Under the maximum modulation, the amplitudes of disturbances were equal to %2
and the frequency differences from a carrier wave were tagkofp. For apko=0.1 as a
typical value, the phase of wave envelope changes 36° during one cycle of the carrier
wave. If the maximum wave height is taken as

Ho = 2ay(1+V2c0s0°) = 4.828a C))
the wave heights around the Ho are expressed by

H.y, Hy = 2ap(1+V2cos36°) = 0.888Ho|\
H.5, Hy = 2a9(1+V2¢0s72°) = 0.595H¢ ()]
H 3, H3 = 2ay(1+V2 cos108°) = 0.233Hd’
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Zakharov and Shabat (1972) showed that finite disturbances could evolve into a
number of envelope solitons. Extreme wave group may be attributed to envelope
solitons formed by some mechanism even in usual wind wave fields. As an attempt,
time series of wave heights of extreme wave groups are analyzed using the envelope
soliton model as well as the instability model by Su (1986), although these models may
not be really applicable to the field data.

The temporal variation of amplitude of the envelope soliton in deep water region
was described by

A = a sech{(agP 2a)V2C,t} (6)
with o= oao/8k02‘
B = wokq 12 ’ O
Cg = (’Jo/Zko
Substitution of Eq.(7) into Eq.(6) yields
A = ap sech(agkowo?) ®

For apky=0.1 as a typical value, the maximum wave height may be taken as
Ho = 2ap sech(0) = 2ap C)
The wave heights around Hy may be estimated by

H.y, Hy = 2a9 sech(0.27) = 0.831Ho\
H.;, Hy =2a sech(0.47) = 0.527H (10)
H.s, Hs = 2ay sech(0.6m) = 0.297Ho|
The observed time series of wave heights of extreme wave groups normalized by
the square root of the zero moment my of the spectral density S(f) were analyzed
statistically according to the classification of spectral width based the following

parameter:

x (Tp) = [{ I S(Ncos2m £ T,) dfy? + { I S(Nsin(2x £ T,) df}Z]”Z/[I NGY |
0 0 0
an

where 7, is the peak period and f'is the frequency. The parameter k represents the
correlation between two points of wave envelope separated by the time lag 7, and is
more stable than the spectral peakedness parameter O, in terms of the degree of
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freedom and resolution frequency of wave spectrum. In the calculation of S(f), the
number of data points was 4096, the Nyquist frequency 0.014Hz, and the degree of
freedom was 30. The range of integration in Eq.(10) was taken to be 0.5/, to 1.8f,
with f;, being the peak frequency instead of 0 to . As a whole, x was found to be
linearly correlated to Qp, seen in Fig.9.

0.8
0.6
< 0.4

B.2

1.2 2.9 3.0 4.9 5.9 6.0 7.0

Figure 9 Relation between correlation coefficient k and spectral peakedness
parameter Op,

Fig.10 shows the time series of wave heights, in which the data of 'WR', 'C.4’ and
of Su (1986) are denoted by O, ®, and A, respectively. The solid line and dotted line
bars denote the ranges of wave heights when agkp is taken as 0.1 and 0.2 in Eqs.(3)
and (8), respectively. For the case of narrow spectra shown in Fig.10 (a), the wave
height sequence is represented fairly well by that of wave groups formed by the
nonlinear side-band instability as well as by the envelope soliton, although the
agreement depends on the selected value of agko. Even in shallow water (the data of
'C.4") where wave breaking may have occurred and the side-band instability cannot
occur theoretically, the distribution of wave heights of extreme wave group is almost
the same as that in deep water.

For the case of wide spectra of Fig.10 (b), usually observed during the peak of a
storm, the wave heights in front and rear of the maximum wave are half as large as the
maximum wave height. This implies that the maximum wave tends to appear without
accompanying other large waves comparable to the maximum wave.
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Figure 10 Time series of wave heights of extreme wave groups: (a) narrow band
spectra; (b) wide band spectra.
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CONCLUSIONS

The wave group properties observed in the field and analyzed in this paper are
summarized as follows: L

1. The observed tendencies of increase in /H) and decrease in GF with the
decrease of k,h from offshore to shallow water as well as with the increase of
propagating distance in shallow water of constant depth imply that wave groups
become flattened as they propagate landward.

2. No clear maximum in /(H) was seen around the position where the significant
wave height was the maximum, in contrast to the laboratory data, while the tendency of
the change of GF is the same as the experimental data. The mean length of runs was
more unstable statistically than the groupiness factor, since the number of runs was
small for the twenty minutes records.

3. When wave grouping became pronounced, the distribution of wave heights
became wider. The Rayleigh distribution would underestimate the occurrence
probabilities of higher waves.

4. Extreme wave groups accompanied more large waves than ordinary wave
groups. However, the analysis of runs yields the number of waves only and does not
account for the relative magnitude of the waves around the maximum wave.

5. For the case of narrow spectra, the time series of wave heights of extreme wave
groups was represented fairly well by that of the wave group formed by the side-band
instability (Su, 1986). The distribution of three high waves was also in gualitative
agreement with that of envelope soliton. For wide spectra, which may occur during the
peak of storms, wave heights in front and rear of the maximum wave were half as large
as the maximum wave height, implying that a maximum wave tends to appear without
accompanying other large waves.
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CHAPTER 14

MEASUREMENT AND COMPUTATION OF WAVE INDUCED VELOCITIES
ON A SMOOTH SLOPE

1) 1)

Jentsje W. van der Meer and Mark Klein Breteler

Abstract

Two main items are treated in this paper. The first item is mea-
surement of wave induced velocities in a large scale model and the
second one is a verification of the l-D numerical model, developed
by Kobayashi and Wurjanto (1989).

Wave induced velocities on a smooth slope were measured in Delft
Hydraulics large Delta flume. The run-up and run-down velocities
were compared with theoretically derived upper bounds and formulas
for these velocities were derived on the basis of these upper
bounds.

Computations were performed with the numerical model of Koba-
yashi and the results (velocities, pressures and run-up and run-down
levels) were compared with measurements, partly from the investiga-
tion mentioned above. The results for run-down velocities and run-up
levels were acceptable, the results for run-up velocities were a
little worse and the results for pressures and run-down levels were
bad.

Introduction

Knowledge of wave induced velocities on a slope is an important
step towards a better understanding of the behaviour of coastal
structures under wave attack. These velocities are important to cal-
culate wave forces on rubble mound structures and on placed block
revetments and to calculate run-up or overtopping.

Therefore, large scale physical model tests were performed in
the Delta flume of Delft Hydraulics with regular waves on a smooth
slope. Velocities were measured at various locations and for various
wave conditions. Furthermore, the numerical model of Kobayashi and
Wurjanto (1989) was used to calculate wave induced velocities and
these results were compared with the measurements.

The numerical model is a l-D model and is based on solving the
non-linear equations for long waves on a slope. The model was a ver-

1) Delft Hydraulics, PO Box 152, 8300 AD Emmeloord, The Netherlands
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sion, specially developed for CERC, USA and Prof. N. Kobayashi of
the University of Delaware and Mr. J.P. Ahrens of CERC are grate-
fully acknowledged for the permission of using this model.

Tests in the Delta flume

Large scale model tests have been performed which were aimed on
measuring the water velocities just above (about 3-5 cm) the slope
surface. The dimensions of the Delta flume are 230 m long, 5 m wide
and 7 m deep. All tests were performed with regular waves and on a
smooth slope of 1:3. The slope consisted of a placed block revetment
with block dimensions 0.5 m x 0.5 m and thick 0.15 m. Some blocks
had circular holes in the center of the block, but these were filled
with shingle during the tests.

The velocities were measured with four-quadrant electro-magnetic
velocity meters (EMS) mounted on a horizontal rod just above the
slope. The EMS was developed and constructed by the Instrumentation
Section of Delft Hydraulics. The disc of the EMS has a diameter of
0.035 m and the range is +/- 5 m/s. The accuracy is 2% of the recor-
ded value or 0.02 m/s for small velocities. The velocities were mea-
sured at seven locations around the still water level. The water
depth was 5 m during all tests.

The test program is shown in Table 1. Four wave periods were
generated and for each wave period 3-4 wave heights. The Table gives

the wave periods, T, wave heights, H, wave steepnesses, s__, defined
as s = 27H/gT? and the surf similarity parameter, E , Hefined as
Eo = na/{g, where a is the slope angle of the structufe.

T (s) H (m) sop Eo T (s) H (m) sop Eo

2.25 0.20 0.025 2.09 4.0 0.65 0.026 2.07

2.25 0.29 0.037 1.74 4.0 0.84 0.034 1.82

2.25 0.38 0.048 1.51 4.0 1.11 0.045 1.58

3.0 0.37 0.026 2.05 5.0 0.30 0.008 3.78

3.0 0.50 0.036 1.77 5.0 0.51 0.013 2.92

3.0 0.62 0.044 1.58 5.0 0.70 0.018 2.48

Table 1 Tests for measurement of velocities on a smooth 1:3 slope

The time signals of the velocity meters were analysed. The maxi-
mum run-up and run-down velocity for each wave in a record of 30 s
was established. The maximum run-up and run-down velocities in this
paper are defined as the average of the highest three recorded va-
lues.

Theoretical considerations on velocities

A simple theory was developed to support the analysis of the
measurements. The water velocity on a slope due to breaking waves
depends largely on the process of wave run-up, run-down and wave
impact. With respect to the run-down velocity, v,, the theory is
based on the fall velocity of a particle, falling without friction.
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2

Ekin = 0.5 mv, = mg(Ru—z) = Epot (1)
where:

kin = kinetic energy
Epot = potential energy
m = mass of water particle
g = gravity acceleration
Ru = level of maximum run-up relative to swl
z = location on slope, measured vertically relative to swl

Elaboration of Eq. 1l gives:

vy = JZg(Ru - z) (2)

This means that the run-down velocity is independent on the wave
height and period, but only on the run-up level and the location on
the slope. In order to use a dimensionless velocity both parts can
be divided by {gﬁ. But again, strictly speaking, this is not requi-
red. The final formula for the run-down velocity becomes then:

vd/\[ﬁ = {2R /H {(1-2z/R) (3)

Eq. 3 shows that the dimensionless run-down velocity is a func-
tion of the dimensionless run-up level and the dimensionless loca-
tion on the slope. This equation is an upper bound for the run-down
velocity, since the friction influence is neglected.

With respect to the run-up velocity, V. &n upper bound can be
derived from the wave celerity, c, defined g6 deep water by <c =
JgL/Zn. If this wave celerity is assumed to be the run-up velocity
at swl and if again {gH is used to make the velocity dimensionless
(again strictly speaking not required), the run-up velocity becomes:

vup/{gﬁ = {1/2ns (4)

where s = wave steepness, H/L. The run-up velocity will become zero
at the maximum run-up level R . A similar term as used in Eq. 3 gi-
ves this effect. The final Pormula for the run-up velocity becomes
then:

vup/@ = {1/2ns {(1-2/R) (5)

The dimensionless run-up velocity is a function of the (dimen-
sionless) wave steepness and the dimensionless location on the slo-
pe. As quite a lot of energy is dissipated by the wave breaking pro-
cess, Eq. 5 can be regarded as a high upper bound.

Analysis of measurements

The measured run-down velocities are plotted versus the location
on the slope, z/R_, in Fig. 1. The maximum run-up level, the still
water level and the maximum run-down level are shown in the Figure.
The maximum upper bounds given by Eq. 3, are shown for £€ = 1.5 and
2.5, giving more or less the measured range. As the rug—up level
Ru/H depends on Eo’ the upper bound depends on this parameter too.
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The relationship between Ru/H and £ is shown in Fig. 5 and will be
treated there. °

Fig. 1 shows that all points are below the upper bound and that
for z/R_> -0.4 the same trend is found as for the theoretical upper
bound. For smaller values of z/R_ (below the run-down point), the
velocities decrease rapidly. In order to analyse the trend for the
higher values of z/Ru, Fig. 2 was composed with on the horizontal

axis the parameter JRU/H \I(l—z/Ru , according to Eq. 3.
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Figure 1 Run-down velocity as function of the location on the slope

25
O ¢ < 2.5 v
C max Eq.6
2Ev g > 25 o2y
F B, ¥ ot
L v Po_ o’ g
vg BF e W5 o Y
d o o n n{ =} o
R 3;%r9 B
1+ ngp- ° ]
[ —d SWL
L - ~ n
.5: - o
- —
[
a IR SN TR UV SO IS VOIS NN SRS NS R S JU § T S
0 5 1 L5 2
A VRU/H v‘]’—Z/Ru
max.
run—up

Figure 2 Run-down velocity for z/Ru > ~0.4
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This Fig. 2 gives the maximum upper bound for £ < 2.5 and makes
also a distinction between the plunging waves (§ <72.5, see Fig. 5)
and surging waves (£ > 2.5). Although there 1is some scatter, a
linear expression “between the parameters on respectively the
horizontal and vertical-axis is acceptable, which means that the
trend of Eqg. 3 can be maintained. An expression for the run-down
velocity on a smooth slope for z/Ru > -0.4 becomes then:

vyMNeH = 1.1 {R /H {(I-2/R) (6)

This equation is also shown in Fig. 2. As the run-down velocity
is in fact not dependent on the wave height, a better expression is:

vd/ngu = 1.1 J(l—z/Ru) (7)

For the run-down velocity below the point z/R_ = -0.4, an ex-
pression can be found based on Fig. 1. The velocity decreases rapid-
ly with decreasing z/R _and the relationship can therefore be given
by a power curve: u

vd/dgH = 0.18 z/R:lz'3 for z/Ru < -0.4 (8)

The measured run-up velocities are shown in Fig. 3 as a function
of z/R . Fig. 3 is similar to in Fig. l. Both upper bounds for £ =
1.5 alid 2.5 are shown. The measured velocities are well below these
upper bounds which means that quite some energy is dissipated by the
wave breaking process. As the influence of the surf similarity para-
meter is large, see the difference between the two upper bounds, it
can not be concluded on the basis of Fig. 3 that the velocities for
z/R_> 0 follow the same trend as the upper bounds. Therefore, ano-
ther figure was composed based on Eq. 5.
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Figure 3 Run-up velocity as function of the location on the slope
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Fig. &4 gives the run-up velocity as a function of l/{g J(l—z/R y .
including the upper bound. Again a linear expression fits the dita
and the following equation for the run-up velocity for z/R_ > 0 can
be derived: u

vup/@ = 0.27 1/{s {(I-2/R) (9)

25
o Eqg.9
2 [ max P
L —~
N e
o e
15 | o -
Vup o a ;U/ - uu ]
L a
V gH o e :
t “ @ SWL
N ~ &
L —~
- //
S —~
L. //
g ke - | . I L 1 1
0 2 4 & 8

T 1/VsVi—z/R,
max.
run—up

Figure 4 Run-up velocity for z/Ru >0

This equation is shown in Fig. 4. Fig. 3 shows futhermore that
the run-up velocity in the area -0.4 < z/R_ < 0 is not really depen-
dent on the location. Analysis showed that it is only a function of
the wave steepness:

vup/\[ﬁ = 0.2/\s for -0.4 < z/R <0 (10)

Finally the run-up velocity decreases rapidly for decreasing
z/R and for z/R_< -0.4, see Fig. 3. A relationship similar to Eq.
8 which gives a good fit is:

-2
vup/JgH = 0.30 z/Ru for z/Ru < -0.4 (11)

Eqs. 6 - 11 give empirical relationships for the run-down and
run-up velocities on a smooth slope. The relationships are based on
large scale experiments for a slope of 1:3. A limit for application
of the formulas is therefore a slope close to 1:3.

The model IBREAK

Kobayashi and Wurjanto (1989) describe the model IBREAK that can
simulate the wave motion on an arbitrary rough or smooth slope. The
model IBREAK is a second and more user s friendly version than the
original model and runs on a main frame computer. Broekens (1988)
developed the same model, based on Kobayashi s papers and reports,
but now for a personal computer and more user’s friendly. This was
done at the time that IBREAK was not yet available. As IBREAK is the
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original work of Kobayashi it was decided to verify this model and
not the version of Broekens (although the results would be similar).

The model is based on the non-linear long wave equations and is
a l-dimensional model, i.e. only a depth averaged water velocity is
assumed. This means that breaking (plunging) waves are simulated by
a "bore-type" wave. The wave front can become almost vertically as a
limit. Furthermore, pressures are assumed to be hydrostatic. A rough
slope is simulated as a "smooth” slope with a large friction coeffi-
cient.

Applications of the model to stability of rock slopes were des-
cribed by Kobayashi and Otta (1987) and applications to run-up and
reflections on rough slopes by Kobayashi et al. (1987). The model of
Broekens (1988) was used to describe the stability of rock slopes
(De Graaf (1988)).

Most applications described by Kobayashi are for rough imper-
meable slopes. Only Kobayashi and Watson (1987) describe the appli-
cation and verification of the model for a smooth slope. There con-
clusions were:

- Water velocities were not verified.

- Water pressures were verified with 3 model tests for one location
on the slope. Large deviations were found for the maximum and
minimum pressures.

- Run-up and run-down were verified with formulas described by
Ahrens and Titus (1985). Run-up was a little smaller for the cal-
culations and run-down was not accurate.

- The general conclusion was that the model is applicable for smooth
slopes, although the friction coefficient should have a small va-
lue, greater than zero. A value of 0.05 was recommended.

The model IBREAK was used by permission of CERC and prof. Koba-
yashi. Calculations were performed in order to verify the model more
in depth for a smooth slope. The large scale measurements in the
Delta flume described in the first part of the paper, form the main
basis for this verification. The following parameters were taken
into account: the maximum run-up and run-down levels, the water
velocities and the water pressures.

Verification of run-up and run-down

Fig. 5 shows the results of calculations and measurements on
run-up and run-down levels on a 1:3 smooth slope with waves roughly
between 0.2 and 1.1 m. On the basis of the measurements the follo-
wing relationships for run-up and run-down levels were established:

Ru/H = Eo for £ < 2.6 (plunging waves) (12)

Ru/H = -l.SEo + 6.5 for 2.6 < Eo < 3.0 (collapsing waves) (13)

Ru/H = 2.0 for Eo > 3.0 (surging waves) (14)
2

Ry/H = -0.1€_ + € - 0.5 (15)

Eqs. 12-15 are shown in Fig. 5. From this figure it can be con-
cluded that:
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- IBREAK gives a constantly increasing curve for the run-up and does
not give a maximum for the transition from plunging to surging
waves (§ = 2.6 - 3.0). This is probably caused by the fact that
the model simulates a bore-type wave. The run-up is a little too
small for plunging waves and a little too large for surging waves.

- The average deviation between calculated and measured run-up is
12% which is reasonable. The general conclusion is that the run-up
is predicted within acceptable limits.

- The calculated run-down is much smaller than the measured one,
especially for the smallest § values. The deviation is very large
there and not acceptable for practical use.
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Figure 5 Measured and calculated run-up and run-down on a 1:3
smooth slope

Verification of velocities

A few tests from the series described in the first part of this
paper were also calculated with the model IBREAK. Fig. 6 shows a
part of the time signal of one of the tests with a surging wave of H
= 0.3 mand T = 5 s. The location was -0.42 m which means about 1.5H
below the still water level. The qualitative agreement between the
measured and calculated signal is good. The quantitative results
will be described below.

The maximum value (run-up velocity) and the minimum value (run-
down velocity) of the time signal were used for comparison. First
the influence of the friction factor f on the run-up an run-down
velocities was studied. Friction factors of 0.0, 0.02 and 0.05 were
used. Fig. 7 gives the results together with the measured values.

From Fig. 7 it can be concluded that a lower friction factor
leads to higher velocities. A decrease of the friction factor from
0.05 to 0.02 leads to an increase in velocities of about 20%. A
decrease of f from 0.05 to 0.0 leads to an increase of the veloci-
ties of about 40%. This means that even for a smooth slope the fric-
tion factor plays an important role with regard to velocities.

During run-down the energy dissipation is only due to friction,
where for run-up the wave breaking process is important too. There
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Figure 6 Time series for measured and calculated velocities on a
1:3 smooth slope

fore, the "calibration" of the friction factor for the model should
be based on the run-down velocities. For the run-down values a fric-
tion factor of £ = 0.02 gives the best results and this factor of
0.02 was used for the further calculations.
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Figure 7 Influence of friction factor on run-up and run-down
velocities

It should be noted again that the model gives a depth-averaged
horizontal velocity and that the model tests give the velocity a few
centimeters above and along the slope.

Fig. 8 gives the results on velocities for 3 tests, ranging from
plunging to surging waves (£ values of 1.51, 2.07 and 2.92 respec-
tively). The average deviation of the calculated run-up velocities
from the measured ones was 16%. This average deviation amounted to
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102 for the run-down velocities. Values smaller than 40% of the
maximum velocities on the slope were not taken into account for the
calculation of the deviations. Fig. 8 shows furthermore that the
calculated velocities were consequently smaller than the measured
velocities. A smaller friction factor than 0.02 would therefore

increase the agreement.

Fig. 8 shows no influence of the surf similarity parameter on
the results. The deviations of the calculated velocities from the
measured ones is similar for plunging, collapsing or surging waves.
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Figure 8 Measured and calculated maximum velocities on a 1:3 smooth
slope
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The general conclusion is that IBREAK gives a reasonable predic-
tion of the velocities on a smooth slope.

Verification of wave pressures

A part of the time signal for the wave pressure on a location
below the still water level is shown in Fig. 9 for one of the large
scale tests on a slope of 1:3. The qualitative agreement is good.
Fig. 10 shows again a part of a time signal for the wave pressure,
but now for a small scale test on a slope of 1:2. Here the agreement
is very poor. The only agreement is the irregularity of the signal.

: measured calculated

loc. = 0.65 m
H = 047 m

\/ T =537s
cot ¢ = 3

0 2.5 5 (s)

p

Figure 9 Measured and calculated wave pressures on a l:3 smooth

slope
0.25 measured calculated
b /\\
P NN
pg (M) 07 7
\ U/
V
-0.25 * *
20 25 20 25
t (s) t (s)
loc. ~0.125 m H= 018 m T =458 s cota = 2

Figure 10 Measured and calculated wave pressures for a 1:2 smooth
slope (small scale tests)

The influence of the friction factor on the calculated wave
pressures was investigated for the same test as shown in Fig. 9.
Fig. 11 gives the results for £ = 0.02, 0.05 and 0.10. A value of
0.0 led to numerical instability. This figure shows that the influ-
ence of the friction factor on the wave pressures is small and not
consistent. Sometimes the lowest value of the friction factor gives
the highest wave pressures, sometimes the highest value, depending
on the location of the slope.

Fig. 12 gives the results on wave pressures of three tests. The
upper graph gives the results of a large scale test on a slope 1:3
with a wave height of 1.38 m and a wave period of 5.37 s. The other
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graphs give small scale tests on a slope l:4. The middle graph that
of a plunging wave and the lowest graph that of a surging wave.
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Figure 11 1Influence of the friction factor on wave pressures

Calculations were performed for three large scale tests and for
five small scale tests (two on a slope l:2, one on a slope 1:3 and
two on a slope l:4). In all tests the pressures were measured on
nine locations as shown in Fig. 12. From the comparison of measured
and calculated pressures it could be concluded that the average de-
viation for the large scale tests was 37% for the minimum pressure
and 44% for the maximum pressure. For the small scale tests this was
respectively 55% and 113%. Values smaller than 40% of the maximum
pressure on the slope were not taken into account for calculation of
the deviation of the pressures.

The deviations between measurements and calculations are larger
than for the velocities described in the previous section. Further-
more, the deviations for the small scale tests are larger than for
the large scale tests. Although the deviations between measurements
and calculations are 1large, the trend along the slope is similar.
The location where the maximum pressure occurs on the slope is cal-
culated fairly accurate. In most cases the calculated pressure is
(much) higher than the measured one. A smaller friction coefficient
than used, however, has almost no influence, see Fig. 11.

The general conclusion on pressures is that IBREAK can not accu-
rately simulate wave pressures on a smooth slope. It can simulate
the location where the maximum wave pressure occurs.

Conclusions

Eqs. 6 - 1l give empirical relationships for the run-down and
run-up velocities on a smooth slope, based on theoretically derived
upper bounds. The relationships are based on large scale experiments
for a slope of 1:3. A 1limit for application of the formulas is
therefore a slope close to 1:3.
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Egs. 12 - 15 give empirical relationships for maximum run-up and
run-down levels on a smooth slope, based on large scale experiments
on a slope of 1:3.
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Measured and calculated maximum and minimum pressures
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The model IBREAK was verified on maximum run-up and run-down
levels, and velocities and water pressures along and on a smooth
slope.

The average deviation between calculated and measured run-up is
122 which 1is reasonable. The general conclusion is that the run-up
is predicted within acceptable limits. The calculated run-down is
much smaller than the measured one, especially for the smallest §
values. The deviation is very large there and not acceptable for
practical use.

The friction factor plays an important role with regard to velo-
cities, even for a smooth slope. The general conclusion is that
IBREAK gives a reasonable prediction of the velocities on a smooth
slope.

The friction factor has no influence on wave pressures when this
factor is in the range of £ = 0.02 - 0.10. The general conclusion on
pressures is that IBREAK can not accurately simulate wave pressures
on a smooth slope. It can simulate the location where the maximum
wave pressure occurs.
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CHAPTER 15

A NUMERICAL MODEL FOR REFRACTION COMPUTATION OF IRREGULAR
WAVES DUE TO TIME-VARYING CURRENTS AND WATER DEPTH

Masataka Yamaguchi1 and Yoshio Hatada?

ABSTRACT

This paper presents two models for current-depth re-
fraction of directional spectra due to time-varying cur-
rents and water depth, in which a piecewise ray method
and a full ray method are used for numerical computa-
tions respectively. The results computed by the piecewise
ray model in the cases of time-varying one-dimensional
and two-dimensional currents are in reasonable agreement
with those by the full ray model, which gives the almost
exact solution in the case of linear current and water
depth variations, except for a slight difference during
the phase of strong opposing currents. The computations
indicate that time-dependency of currents gives rise to a
phase difference between wave height and current varia-
tions, and reduction in the amplification effect of di-
rectional spectrum due to opposing currents in compari-
son with steady current case.

1. INTRODUCTION

It is empirically known that waves are greatly ampli-
fied by the presence of strong opposing currents and that
waves affected by tidal currents vary regularly with a
pseudo-period of tidal currents (Vincent, 1979). As an
example, Fig. 1 describes the time variation of signifi-
cant waves observed at Naruto Strait which is located be-
tween Shikoku Island and Awaji Island. Naruto Strait is
very famous for strong tidal currents and tide-induced
large scale vortices. The investigation of such a phe-
nomenon which might be caused by wave-current interac-

1 Prof., Dept. of Ocean Eng., Ehime Univ., Bunkyocho 3,

Matsuyama 790, Ehime Pref., Japan
2 Research Assistant, Dept. of Ocean Eng., Ehime Univ.,

Bunkyocho 3, Matsuyama 790, Ehime Pref., Japan
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tion, and the estab-
lishment of the evalu-

ation method are of s
great importance for
mitigation of coastal
hazard, design of mari-
time structures, ship
operation and so on.

Harima Sea
Awaji
Island

Fig. 2 is a classi-
fication of the exist-
ing current-depth ref-
raction models for ir-
regular waves. The
previous models assume oF g
time-independent fields "
for currents and water = [\ /\ /\ A /\\ /\AJZ\b
depth. Recently, Yama-
guchi et al.(1988) and
Tolman(1988) proposed
numerical models appli-
cable to the refraction

computation of irregu- S BT AR S S NI SO R ST
lar waves with time- 12 0 12 0 12 0 12 hr
varying currents and Aug. 19, 1981 Aug. 20 Aug. 21 Aug. 22
water depth. The former

model is a generaliza- Fig. 1 Naruto Strait, and ob-
tion of the time-inde- served tidal currents
pendent model by and significant waves.

Mathiesen (1984) and

time-independent currents
and water depth

grid model

point model

Sakai et al. Yamaguchi et al. Mathiesen (1984)
(1983) (1985) Brink-Kjaer(1984)
finite dif-~ piecewise ray full ray method
ference method method .
J i |
¥ ¥ '
Tolman Yamaguchi et al. Yamaguchi et al.
(1988) (1989) (1988)

time-dependent current
and water depth

FPig. 2 A classification of current-depth refraction
models for irregular waves.
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Brink-Kjaer(1984) using a full ray method hereafter re-
ferred to as point model or full ray model, and the lat-
ter model is an extension of the time-independent model
by Sakai et al.(1983) based on a finite difference method
to a time-dependent model. Yamaguchi et al.{(1989) also
developed another numerical model for the refraction com-
putation of directional spectra due to time-varying cur-
rents and water depth, which is a generalization of the
authors' model{1985) based on a piecewise ray method
hereafter referred to as grid model or piecewise ray
model.

The aim of this study is to present two models for the
time-dependent current-depth refraction of irregular
waves developed by the authors and some examples of the
numerical computation based on both models. First, the
computation methods used in the models are explained in
detail. Next, the models are applied to the computation
of wave refraction caused by time-varying one-dimensional
and two-dimensional model currents on a uniformly sloping
beach. The accuracy of the piecewise ray model is inves-
tigated in comparison with the results based on the full
ray model. The effect of time-dependency of currents and
water depth on wave transformation is also examined from
the comparison with the results for steady current case.

2. MODEL DESCRIPTIONS

(1) Basic Equations
The basic equations used in the model are the conser-
vation equation for wave action density spectrum N(k) de-
fined by the ratio of wave number spectrum E(k) to in-
trinsic angular frequency o ,

ON(k
%(tk-)ﬂc, cos 8+ U) ; )

. AN (k)
+(Cysin 8+ V) 3y
dkx aN(k)+dky IN(k) _
dt 2k ' dt Oky (1)

a set of equations for wave number vector components ky
and ky,

+

Ok 3k
2fx (Cgcosﬁﬂ-U) (C,su16+-V)ay
__gk’sech’®kh oh —k au _, av
2 Om oz "Tax T " ax (2)
k 3ky
aak” +(Cocos 6+ U) 5 +(Cysin 6+ V) En

_ _gk'sech®kh oh kaU K
= 2 on 9y "* 3y ”8y (3)
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the Doppler relation,

o=ont+k U+ k,V , gn =+ gk tanh kh (4)
and the equation of absolute angular frequency ¢

do Jo . Jo

at%%cgcosa4-U)55+%Cgsu164—V}5§

_gk'’sech®kh 2h U V.

= 2e. ot Rarthiy (5)
where C4 is the group velocity of a component wave, 4
the wavée direction, k the wave number, k,=kcoséd , k=
ksin § , h the water depth, g the acceleration of gravity
and (U,V) are the current components. Eqg. (2) to Eg. (5)
are not mutually independent, as is clear from their der-
ivation. We choose the three equations, Eg. (2) to Eg.
(4) for their relative simplicity of computation.

Eg. (1) means that even in the case of time-varying

currents and water depth, the action spectrum for each
wave component is conserved along the wave ray defined by

%=c‘, cos 0+U, %=C,sin o+V

(6)
where the wave number components are computed from
dkx__gk’sech’kh_ai_k ﬂ{_k oV
dr 2 On ox "aex Mox (7)
dky_ _gk'sech’kh Oh _, OU _, oV
di — 2 On oy Toy Yoy

(8)
Thus, the conservation of the action spectrum ¢ (f, 4) in
frequency-direction space (f£,6) is written as

W f, 0)=(Co+ U, cos 6+ V, sin 8)/ 2 nkiom! E(fi, 6)
={(Cp+ U, cos 6+ V, sin 6)/ 2 nkiond E(f:, 6)
=|(Cy+ U cos 8+ V sin 6)/2 nkonl E(f, 6)
=¢(f, O)E(f, d)=const. (9)

where £ is the absolute frequency, ¢(£f,8) the amplifica-
tion factor due to current-depth refraction, E(f,4) is
the directional spectrum, and subscripts '1' and '2' are
used for denoting different time as well as different
place. This is the basic relationship used to compute
current-depth refraction of directional spectrum.

Wave statistics are obtained by the numerical integra-
tion over wave direction and frequency using

E(f)z-/o"rE(fv 0)d0, 5=£wE(f)df, H1/3=41/Z,
[ [ e 0)sin odods

Tys=122,/c/ [ FEQAS, T=tan™ {2t
’ /), SENAS [ [ E¢.0)cos aasas | 4,
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where E(f) is the frequency spectrum, ¢ the total wave
energy, Hq/3 the significant wave height, T1é3 the signi-
ficant wave period and 4 the mean wave direction.

The input directional spectrum is given as

Edf, O=E{f)-Ddf,0) (11)
where D(f, # ) is the angular spreading function and sub-
script '0' indicates the offshore boundary. The frequency
spectrum and angular spreading function rely on the Bret-
scneider-Mitsuyasu type spectrum and the Mitsuyasu type
function respectively. They are expressed as

Ef)=0.257 HYA T TS ) exp {~1.03(T0 /)Y (12)

Swaxlf 1 fo) 3 < S
Swmax(f/ foo)** s f2fon (13)

where S and Spyy are the energy concentration factor and
its maximum value, 0, the principal wave direction, I’ the
gamma function, f,,(=1/1.05T¢/3) the peak frequency, and
superscript '(0)' genotes the offshore boundary as well

as the above-mentioned subscript '0'.

2ot THs+1) s (60—0,) _
Dof, 6 2 '"FeeFncost 5. 5=

(2) Numerical Methods

a. Piecewise ray model: The basic idea in the numerical
computation is to assume that the action spectrum of a
component wave of interest at an inner point (x,y) at
t-At-time, g(fi*, 05, x, y, t—Al) becomes the one at a grid
point (i,3j) at t-time, ¢(f,, 6,:1, j, ) after propagation
along a ray over time increment At, where subscripts
('r', '"p') and ('s', 'q') denote the frequency and direc-
tion at different positions and times respectively, and
the directional spectrum at a grid point (i,j) at t-time,
E(fo, 6551, j, 1) can be evaluated using the action spectrum
¢for 6030, J, 1) and the characteristics of a component wave,
water depth and current components at the same grid point
and time, (C§ k', oh, A', U% V) . Time-variability and inhomo-
geneity of current and water depth fields induce changes
of not only wave direction but also absolute frequency of
a component wave with its propagation.

A piecewise ray method is used to obtain the horizon-
tal distribution of wave characteristics. The method
consists of two steps. The first step is to trace all
wave ray components from the grid points backward by one
time step At, as shown in Fig. 3. Each wave ray is fol-
lowed by solving the equations of wave number vector com-
ponents, Egs. (2) and (3) with the Runge-Kutta method
under initial values of wave number components at a
starting grid point. The initial values are estimated
from iterative numerical solution of the Doppler relation,
Eg. (5) under the given conditions of absolute frequency,
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wave direction, water depth and

current components. It should o iy g+l Y

be noted that there exist sets of :

cut-off direction and frequency H

where propagation of directional

spectrum is blocked. In the ray .
1

computation, input wave direction
and current direction are re-
versed, and current components
and water depth at the ray tip
are interpolated not only in
space but also in time owing to
their time-dependency.

<
The second step is to interpo-
late the action spectrum at the Fig. 3 Backward piece-
ray tip for the wave direction wise ray trac-
and absolute frequency shifted ing.

due to refraction. First, the

Lagrange interpolation formula with third order accuracy
is applied to the action spectra at the grid points sur-
rounding the ray tip in order to estimate the action
spectra for six sets of the prescribed input wave direc-
tions and absolute freguencies, namely two input wave
directions( & , 6p) putting the refracted wave direction
at the ray tip g4 between them, and three input frequen-
cies (fp_1+ £y, fpe1) putting the shifted absolute fre-
guency at the ray tip fy* among them. The formula is

given as
i 2

PS8 (25220 (2250w
r=(x-[x1)/bx , s=(y-[y])/by (14)

Second, the action spectrum at the ray tip for the re-
fracted wave direction and the input frequency is obtain-
ed by a linear interpolation over wave direction of the
action spectra for the input wave directions estimated
every input frequency as

Gfe 65 2, ¥, t—AD=¢(fr, On: 2, ¥, 1= AL T brers 2, y, E—AL)

—¢lfy, Oz, Y, E— AN (65— 62/ (6psr— ) (15)
where k (=m-1, m, m+1) means the index of input frequen-
cy. Third, the action spectrum at the ray tip for re-
fracted wave direction and frequency is estimated by use
of parabolic interpolation of the log-transformed action
spectra with respect to frequency as

log ¢(f7*, 65 x, y, t—At)=allog f7*) +bllog fE*)+c (16)
where a, b and ¢ are the coefficients in a parabola curve
determined from three sets of {_ﬂ, (e, ?“;x,y,t—At)},
k=m—1, m, m+1 . This procedure is required because the
frequency of each wave component changes due to time-var-
iation of currents and water depth.
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b. Full ray model: The ) o
basic idea used in the model N e I
is the same as the one in the t-mAr
piecewise ray model. The

computation in the full ray
model consists of two steps.

: 7 v
by (gt
; X,y ,t-nat)

Tt-1a
The first step is to trace 3L

the wave ray of a component

wave backward from a selected #-- 2 ol vt

computation point to the grid -} J%JLJ4r&W’

boundary by the numerical in-

tegration of Egs. (2) and (3) x

with the Runge-Kutta method,

as illustrated in Fig. 4. Fig. 4 Backward full ray

In the ray tracing, currents tracing.

and water depth at the ray

tip are interpolated from those at the grid points, tak-

ing into account their space and time dependency.

The second step is to estimate the action spectrum at
grid boundary for frequency and direction shifted due to
refraction at an arrival time of the ray, using input
data for directional spectra. It should be emphasized
that the arrival time of each ray is different. By iter-
ating these procedures every direction and frequency,
directional spectra at a certain time at the prescribed
position can be computed.

The full ray model can give the almost exact solution
in a simple case of linear currents and uniformly sloping
bottom, because errors associated with interpolation are
negligibly small, but it is less advantageous for the
evaluation of horizontal distribution of wave characte-
ristics when compared to the piecewise ray model, as the
computation is conducted separately and independently at
each position.

3. COMPUTATIONAL RESULTS AND CONSIDERATIONS

(1) One-dimensional current case
Fig. 5 shows the computation region with a grid spac-
ing of Ax=4 km and a spatial distribution of sinusoidal-
ly-varying, _unsteady one-dimensional linear currents with
period of T=12 hours on a uniformly sloping beach of i=
1/1000. The currents are given by

U=0, V= —Ozﬁ—ﬂsmkk~nnmh{24
0 ; J<4

(17)
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Fig. 5 Computation region and Fig. 6 Input direc-
current distribution. tional spectra.

where k is the index denoting the time of the input cur-
rents given every 1 hour. The input wave conditions at
the offshore boundary are also indicated in the figure.
The 30 unevenly-spaced frequency data ranging from 0.09
to 0.571 Hz and the 37 evenly-spaced direction data from
0 to 180° are used with a time increment of 5 min. We
focus our discussion on the wave characteristics at the
grid point where water depth is 8 m deep and maximum cur-
rent velocity is 1.4 m/s. Fig. 6 is the contour plot of
input directional spectra.

Fig. 7 is the comparison 5 . . . : .
between the time variations Steady currents(S.C.)  H%=3m
of wave height computed by at A 7976
both the full ray model and A Bu=60°
the piecewise ray model. The 3 2N Smex=l0____|

figure contains time varia-
tions of a current component

V and wave height at the off- 7| ... point model -'ﬂzm
shore boundary H(%3. This ,\/\(’,E
wave height is different >
from the input wave height T

given in the directional 0 2 4 6458 0 2
spectral model, Egs. (11) to
(13), defined on the entire

(@]
N —

circle( 8 =0 - 360°), because Fig. 7 Time-variation of
the computation is conducted wave heights with
on the half circle( =0 - unsteady one-dimen-
180°). Both models are in nal currents.

close agreement except for a

slight difference during the phase of opposing currents.
The figure also shows that time-dependency of currents
brings about a phase shift between the time variations of
wave height and currents, and reduction in the amplifica-
tion effect of wave height due to opposing currents in
comparison with the steady current case.



IRREGULAR WAVES REFRACTION 213

18
1=0h t=3h grid modef t=6h qrid model 1=9h
135 grid modet grid mode! 0.2
° El1B) e
© 0.5
3 5. 1. 0.05m™s/rod
90 Et1,0)
5 7
0.05m*s/r0d
ast EtLare L
0.05m*s/108
El4,8)20.05m*s/rod
Co T F 5 4 o 1T 3 4 o T2 3 4 0o 1 F_ 3 4 5
fxlO Hz f210 H: f10 Hz fx10 Hz
180, -
point modet 1= 6h point  model .
t=0Oh 1=3h
‘?5 point mode! point model [
@
901
Elr,8)=
a5t 0.05m*s/r0d 1,602
0.05m*s/red
Ef1,8)20.05m* s/r0d
fe) e 7 " L N . N .
o [ 2 3 4 [¢] [ 2 3 4q 0 i 2 3 4 [¢] ! 2 3 49 S
f210 Hz f20 He f210 Hz 120 H:

Fig. 8 Time variations of directional spectra
with unsteady one-dimensional currents.

Fig. 8 describes the variations every 3 hours of the
directional spectra at the before-mentioned point com-
puted by both models. Shrinking and expanding of the
distribution of directional spectra associated with tem-
poral variation of currents are observed in the figure.
Comparison between the results with the piecewise ray
model and those with the full ray model suggests that
both models give similar distributions of directional
spectra at each time, although the piecewise ray model
predicts smoother distribution in the vicinity of cut-off
direction and frequency by use of interpolation formulas
in the computation of action spectrum.

(2) Two-dimensional current case

Current-depth refraction Ty 7T X oot 41
of directional spectra in- 8 7 A 8 1
duced by sinusoidally-vary- &[T 7Y yX 2
ing unsteady two-dimensional » AR f
model currents with period | MO B B =
of T=6 hours shown in Fig. 9 ¢ T AT 8
was computed on a uniformly ' D ;
sloping beach of i=1/250 ] e 6]
divided into 17x10 with a ot 4 h=40m
grid spacing of 1 km. This 0 T4 8 xmmiz B
current pattern is a model- o o o =
ing of tidal currents flow- Hiz=im Ti3=8s SmecxlO 64907 T=6hrs
ing in and out of a river Fig. 9 An example of two di-
mouth. The 18 unevenly- mensional current
spaced frequency data from patterns given in the

0.09 to 0.351 Hz and the 37 computation.
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Fig. 10 Spatial distribution Fig. 11 Time variation of
of wave heights and wave heights with
directions with un- unsteady two-di-
steady two-dimen- mensional currents.

sional currents.

evenly-spaced direction data are used with a time incre-
ment of 1.5 min. Input wave conditions are given in the
figure. The computation making use of the symmetry of
the solution was carried out to save computer processing
time. We concentrate our concern on the change of wave
characteristics at the points A and B except for wave
height distribution.

Fig. 10 illustrates the horizontal distribution of
wave height and wave direction at the phase of almost
maximum opposing currents and the one at the phase of
almost maximum following currents respectively, which are
obtained by use of the piecewlse ray model. At the phase
of opposing currents, waves tend to converge toward the
river mouth and wave height increases rapidly. But the
amplification ratio is not so large as that in the case
of steady opposing currents, as seen in the one-dimen-
sional currents case. On the other hand, at the phase of
following currents, waves tend to refract so as to be
away from the river mouth and wave height reduces slowly
compared to the opposing current case.

Fig. 11 shows the time variations of currents and wave
height at the points A and B computed with both models.
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The wave height variation follows the current variation
behind about. 1 hour. Due to energy leakage introduced
through the repeated interpolation of action spectra, the
piecewise ray model gives slightly smaller variation of
wave height, when compared to the full ray model.
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Fig. 12 Time variation of directional spectra with
unsteady two-dimensional currents.

The time variations of directional spectra at the
points A and B computed with both models are illustrated
in Fig. 12. Both models produce close agreement in
general patterns of directional spectra, but the distri-
bution with the piecewise ray model are slightly smooth-
er than those with the full ray model as well as the
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case of one-dimensional currents. Convergence and diver-
gence of the directional spectral distribution are alter-
nately repeated with time-variation in direction and ve-
locity of currents.

The directional spectra at the point A has a symmet-
rical distribution with respect to §=90° axis. Whereas
at the point B of some distance from the center line of .
the region, component waves with directions of 90 to 180
receive stronger effect of currents than those with di-
rections of 0 to 90° because of the current direction,
and the resulting directional spectra at the phase of
maximum opposing currents and those at the phase of
maximum following currents have asymmetrical distribution
relative to input wave direction. But, at the phase of
zero currents, directional spectra have quasi-symmetrical
distribution and the effect of currents is not clear.

4. CONCLUSIONS

The results obtained in this study are summarized as
follows;

1) Two models for current-depth refraction of directional
spectra due to time-varying currents and water depth
are established,in which a piecewise ray method and a
full ray method are used in numerical computation for
propagation of directional spectra respectively.

2) The results computed with the piecewise ray model in
the cases of time-varying one-dimensional and two-
dimensional currents are in relatively close agree-
ment with those by the full ray model except for a
slight difference associated with the repeated inter-
polation of action spectra.

3) Time-dependency of currents gives rise to a time lag
between wave height and current variations, and re-
duction in the amplification effect of directional
spectrum due to opposing currents in comparison with
steady current case.
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CHAPTER 16

EXTREME STORMS IN THE ADRIATIC SEA
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Abstract

We discuss the application of the third generation WAM wave
model to the Adriatic Sea. We focus in particular on one of the
extreme storms that produced also heavy flooding in Venice. We
discuss the problem of a correct description of the wind fieids as
a crucial input information to the wave model. After hindcasting
the wave conditions during the storm, we use them as input for an
estimate of the wave set-up towards the shore. We show that its
consideration is essential for a proper evaluation of the flood
level in the town.

Introduction

We discuss the application of the third generation WAM wave
model to the Adriatic Sea. The recent tendency in wave modelling
(see WAM-DI Group 1988, Tolman 1989) of neglecting, as far as
possible, any empirical parametrization, and to numerically
describe the field evolution only in terms of the physics of the
phenomena involved, has allowed to properly model also storms with
a complicated structure. The Adriatic Sea, enclosed between Italy
and  Yugoslavia, with a pronounced bordering orography, is
characterized by strong gradients, both in space and time, of wind
and wave fields, Provided the basin is represented with a
sufficiently fine grid, a third generation wave model is likely to
provide a very good overall description of the storm.

218
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Three of us (see Cavaleri et al. 1989) have done extensive
application of WAM to the Adriatic Sea, considering the various
kind of storms acting in the basin, particularly in its northern
part. We focus here on one of the heaviest storms, occurred in
December 1979. 'lhe storm produced also a strong flood of the Venice
Lagoon. The main task of this paper is to show how the evaluation
of the wave set-up at the coast, obtained from the hindcasted wave
conditions offshore, is an essential step for a correct estimate oi
the flood level in the town of Venice.

Wind and Wave Modelling

The WAM wave model is based on the numerical integration of
the wave energy balance equation. this describes, point by point,
time step by time step, the energy budget connected to advection,
production and dissipation, and to the exchange among the various
wave components. The model has been extensively described in the
literature (e.g. WAM-DI Group 1988, Cavaleri et al. 1989) and we
will limit here to the essential information. In the version used
for this study the model runs with twenty-five frequencies in
geometric progression (f, = 0.0418 hz, £, 4= 1.1 £, ) and twelve
directions at 12 degree intervals. The Adriatic Sea (Fig. 1) is
represented on a 20 km step grid. The main axis of the basin, whose
dimensions are approximately 750 x 200 km, is aligned from north-
west to south-east; Venice is located at the upper left end. The
last 200 km to the north are shallow, the depth of the continental
platform decreasing with a more or less constant 1/1000 slope
toward the northern end.

X\‘K--K—-R'T%Q( x X‘IX
< I
R - ®E

Fig. 1. Grid representation of the Adriatic Sea. The grid step is
20 km. C marks the position of the oceanographic platform off the
Venetian coast. 7The wind model uses the same grid, but with one
point out of two in each direction. Depths are in metres.
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In general the most crucial aspect in the evaluation of a wave
field is the accuracy of the wind field. It is obvious that, if a
sophisticated wave model is to be used, the input wind field must
have at least a comparable accuracy. This can be a problem when we
are dealing with a relatively small basin with a complicated
surrounding orography. In this case the large scale atmospheric
models fail to correctly reproduce the relatively small details of
the field that are nevertheless essential at the scale of the
basin. The Adriatic Sea (Cavaleri et al., 1989) is almost
completely bordered by high mountain ridges (Apennines to the west,
Dinaric Alps to the east), and there is experimental evidence of
wind space gradients up to 1) s in modulus and 10 deg m in
direction. In these conditions the required grid resolution is of
the order of 30-50 km, compared to the 100-150 km resolution of the
present models, and to the 70 km one of the high resolution local
models. Better examples do exist for specific areas, but they
cannot be considered for generalized applications. Note anyhow that
these figures should be halved with the next generation models,
expected to come into operation in 1990-1991.

To satisfy the accuracy requirements we resorted therefore to
a much simpler model (Cavaleri et al., 1990), where the accuracy is
obtained by tuning the model to the local conditions. The model
makes use of the one-layer balance equation whose solution provides
the gradient wind. This is then transferred to the surface on the
base of wind speed and air-sea stability conditions. The field
modification, in modulus and direction, due to the constrainment of
the bordering ridges is evaluated on the base of long~term
experimental evidence. The input information is given by the
atmospheric pressure recorded at the bordering meteorological
stations. These are interpolated in space at the knots of a 40 km
grid (Fig. 1) fitted to the wave model grid. A higher resolution
would be only apparent because of the distance among the various
stations. The above procedure provides one wind field for each
synoptic time at the 3-hour interval.

The Storm of 21-23 December 1979

In these days strong wind over 20 ms , aligned all the way
along the axis of the basin, produced very high waves in its
central and northern part. Fig. 2 shows the wind and wave fields at
06 Ul' of 22 December. Note how the wave field is aligned along the
axis of the basin till the northern coast (the left in the figure).
No detailed comparison between model results and recorded data is
possible as the oceanographic tower located offshore the Venetian
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coast (point C in Fig. 1) suffered heavy damage during the storm.
Our estimate of wave height at the tower is anyhow consistent with
the damage reported on board.

ADRIATIC S8EA 10M WIND AT 1878.12.22 08 UT
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Fig. 2. Wind and wave fields at 06 UT of 22 December 1979. The wind
has been interpolated from its 40 km resolution on the original
grid. The dot to the left marks the position of the oceanographic
platform.

The storm produced also one of the most severe floods ever
recorded in Venice. The local geometry is shown in Fig. 3. At the
town the peak sea level was measured at +1,66 metres above m.s.l.,
+1.85 metres at the Lido harbour entrance. Subtracting the expected
+30 cm due to astronomical tide (Fig. 4a,b), we are left with +1.36
and +1.55 cm surge respectively. Fig. 4b shows also the predicted
storm surge level, obtained by a statistical model fitted to data
of the last decade (Canestrelli et al., 1986). There is an evident
strong underestimate of the flood, particularly at and after the
peak. This was not surprising. On the average the model works
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rather well (r.m.s. error at the peak of the order of 10 cm), but
it seems to fail, with a permanent underprediction, for the largest
storms.

The only oceanographic instrument on the platform to survive
the storm was the tide gauge, and we could therefore compare its
record with the one at the Lido entrance {point B in Fig. 3). The
two records showed up to 40 cm difference (Fig. 4c), the higher
values being recorded at the coast. Notwithstanding our immediate
doubts, a careful check confirmed the correct functioning of the
gauge on board and the correctness of the data.

N
N
N A

¥

TOWER

Km 20

Fig. 3. Geometry of the Venetian coast. Lido and Malamocco are two
of the three inlets connecting the lagoon to the sea. A and B show
the position of the tide gauges. Depths are in metres.
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Fig. 4. a) Recorded and astronomical tide at Venice; b) recorded
storm surge level (difference of the two graphs in a) and model
prediction; c¢) wave height at the tower, evaluated and recorded
set-up at the harbour entrance; d) recorded storm surge level (same
as b) and corresponding model result (addition of prediction in b)
and recorded set-up in c).
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The explanation of this large difference is found in the wave
fields. The entrance pier extends 3 km offshore till 6-metre depth.
Both the reported damage on the platform and the hindcast (Fig. 4c)
indicate that the waves were already breaking well before reaching
the pier end. We must therefore expect that wave set-up was present
at the pier end (and higher at the beach of course) and
contributing to the local sea level. Starting from the hindcasted
wave conditions at the platform we have evaluated the set-up at B
(Fig. 3) making use of a one-dimensional set-up model (Bertotti and
Cavaleri, 1985). The model assumes equilibrium conditions and
evaluates the surface profile due to set-up from the platform till
the shore. The one-dimensionality 1is justified by the strong
concentration in direction of the wave field perpendicular to the
shore, the equilibrium conditions by the limited distance (16 km)
between the platform and the coast and the consequent fast response
to any change in conditiomns.

The evaluated set-up, as sea level difference between the pier
end and the platform, is shown in Fig. 4c. Its fit with the
recorded difference is excellent (average difference at the
estimate times + 1 cm), and we confidently conclude that the
difference between the two gauges is effectively due to set-up.

We now make the hypothesis (discussed in the next section)
that the storm surge model does not take set-up into consideration.
Consequently we combine the predicted sea level and the set-up
(Figs. 4b and 4c respectively) and compare again with the recorded
sea level. The result is in Fig. 4d. the error has been drastically
reduced (average error -1 cem, r.m.s. 9 cm), and the model
evaluation is now good for all practical purposes.

Discussion

In the previous section we have stated that the statistical
model of storm surge is actually evaluating the sea level off the
coast, and, for the evaluation of the coastal sea level, we have to
take into account the set-up due to waves. To be conclusive this
statement must be made consistent with the general behaviour of the
storm surge model, i.e. good results in most of the cases, with
underestimate in the worst storms.

We first point out the structure of the storm surge model. Its
estimate for the immediate future is based on the local sea level
data during the last 15 hours and on the pressure values at some
chosen station. Whatever the physics at the base of the phenomenon
under study, it would be natural to assume that a statistical model
should reproduce it, the degree of accuracy depending on the
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complication of the phenomenon itself and on that of the model.

the second argument points to the structure of the wind fields
during the storm surge events. These are basically due to the
Sirocco wind, Dblowing from the southeast along the axis of the
Adriatic Sea. Fig. 2 is a good example in this sense. But the
Sirocco produces also heavy sea conditions in the northern part of
the basin, Hence a surge in the Venice area is usually associated
with high waves from the southeast, that produce also a coastal
set-up. For our purpose, i.e. for the evaluation of the surge in
Venice, we are not interested in the set-up at the shoreline, but
at the end of the pier (point B in Fig. 3). A positive set-up at B
is present only when breaking begins before B, which is true only
for the heaviest sea conditions. Conseguently the storm surge model
statistically fitted to the data of the last decade, and implicitly
to the main body of them, is unavoidably built with no set-up
information into it, When this appears also at B, the model
produces only the surge part, with a consequent underestimate of
the sea level.

Our conclusion is theretore that the set-up plays an important
role in determining the flood level in the Venice Lagoon during the
worst event. As a correct estimate of the set-up requires the
knowledge of the wave conditions off the Venice coast, their
estimate becomes mandatory tor a correct tidal forecast at the
town.
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CHAPTER 17

SET-UP DRIVEN UNDERTOWS ON A BARRED BEACH
Philip D. Osborne' and Brian Greenwood'
ABSTRACT

Field measurements of cross-shore velocity and water
surface elevation from a natural barred surf zone during
two storm events confirm-the presence of undertow. The
undertow is characterized by:

i) mean cross-shore velocities reaching 0.20 m s’

directed offshore;

ii) mean cross-shore velocity decreasing towards the

surface with occasional reversals in the mean flow to

a landward direction in the upper water column;

iii) a strongly oscillatory velocity field with speeds

increasing towards the surface and a distinct landward

skewness superimposed.

' and

The undertow is strongly correlated with set-up of the
mean water surface. The set-up is characterized by:

i) increasing values shoreward with perturbations
closely following topography indicative of a primary
forcing by waves;

ii) maxima (0.35 m in the inner system) occurring over
the bar troughs in association with decreasing wave
height over the preceding bar crest as predicted by
theory and laboratory experiments.

INTRODUCTION

Traditionally, undertow was thought to be a major
control on shoreface erosion and the development and
maintenance of nearshore bars (e.g. Johnson (1919),
Keulegan (1948), Dally (1980), Roelvink and Stive (1988)).
Although attention shifted towards horizontal circulation
mechanisms rather than vertically stratified flows
following work by Shepard and LaFond (1939) and Shepard et
al. (1941), the theoretical basis for a two-dimensional

Scarborough College Coastal Research Group, University of
Toronto, Scarborough, Ontario, Canada, M1C 1A4.
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circulation was firmly established by Longuet-Higgins
(1953), Longuet-Higgins and Stewart (1962; 1963; 1964) and
Lundgren (1963). A considerable effort has now been
directed at modelling cross-shore mean flows which occur
under shoaling and breaking waves (e.g. Stive and Wind,
1986, and Svendsen and Hansen, 1988) and the driving
mechanism, the pressure gradient due to set-up (and set-
down) of the mean water surface (e.g. Battjes and Janssen,
1978, and Dally et al., 1985). However, field observations
which document the spatial and temporal structure 'of
undertow and which demonstrate a direct relationship to
water level set-up by wave breaking have been lacking.

Recently, Greenwood and Osborne (1990a, 1990b) carried
out eulerian measurements of the horizontal velocity field
and water surface elevation from a natural barred surf zone
in order to:

i) examine the spatial and temporal variability of
cross-shore flow; especially its vertical structure;

ii) examine cross-shore flow in relation to topography;
especially its possible role in bar formation;

iii) identify the mechanism(s) responsible for cross-
shore flow; especially its relationship to wave-induced
set-up.

Measurements were taken during two storm events in June
1986 at Wymbolwood Beach, Georgian Bay, Ontario, Canada.
Measurements from the first storm event on June 16-18,
1986, clearly identified an undertow which was shown to
respond in a coherent manner to measurements of wave-
induced set-up of the mean water level. 1In this paper we
illustrate that measurements from a second, smaller storm
event on June 24-25, 1986, compare favourably with those
from the previous event under similar surf zone conditions
and confirm the existence of undertow on barred beaches.

LOCATION OF STUDY

Wymbolwood Beach is a lacustrine, barred shoreface
composed of medium-to~fine sands situated on southern
Georgian Bay, Ontario, Canada (Figure 1). The site is
ideal for measuring set-up and cross-shore flows; periods
of wave activity are restricted to discrete storm events
associated with the passage of meteorological depressions
and are separated by periods of flat calm. The beach is
exposed to fetch-limited storm waves, which may reach 1.5
m at breaking. Water level shifts are restricted to
seasonal hydrologic and climatic effects, higher frequency
seiching and wind and wave set-up.

During the experiment two bars were present on a mean
nearshore slope of 0.015 (Figure 2). The inner bar had
relatively steep slopes (landward = 0.083; lakeward = 0.047
~ 0.031). The outer bar consisted of a laterally extensive,
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Figure 1. Location of study; bathymetric contours are in
fathoms.

very gently sloping landward slope (0.005) and a lakeward
slope approximately equal to that of the mean beach slope.
Changes in the beach profile along the instrument transect
during the two storm events were restricted essentially to
the inner bar and beach face. The outer bar remained
essentially two-dimensional and unchanged throughout the
experimental period (Greenwood and Osborne, 1990a). No rip
channels or other irregularities were present.

EXPERIMENTAL DESIGN

Sensor deployment was designed to satisfy two aims:

i) to relate waves, mean water-surface elevation and cross-
shore flows to varying topographic constraints, horizontal
spatial coverage should be as complete as possible;

ii) to relate cross-shore flows to elevation above the bed,
a dense network of sensors in the vertical was necessary.
However, deployment was constrained by the number of
sensors available (15 continuous resistance wave staffs,
11 electromagnetic current meters). Figure 2 illustrates
the final deployment of sensors along a shore-normal
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Figure 2. Nearshore profile and instrument deployment.

transect; note the fairly complete coverage of the
nearshore by the wave sensors and the dense tri-level array
of current meters on the landward slope of the outer bar.
The latter might be expected to provide information on the
character of any undertow that might occur and in a
location where, according to theory, it might be expected
to contribute to sediment transport causing bar growth. All
sensors were scanned at 0.42 Hz for approximately 20
minutes. Wind speed and direction were measured at the
beach face with a Beaufort anemometer and wind vane. Time-
averaged statistics (such as the mean, standard deviation,
and sKkewness) used to describe the wave and velocity
fields, were computed over twenty minute sample periods
(2925 points) as follows:

u = 1/n§:u“) or = 1/n) Ny,

—y2.1/2 =y 2.1/2
u, = [1/n-1Y (u,, - WY or g, = (1/n-1) (1, - 7)1V
u, = 2.8u, H= 4,

=3 3
Yy = [1/“'12(‘1(:) R RNVAR
Where n = sample size, Uyr My = time~varying velocity,
water-surface elevation, U,% ="mean, u, = maximum orbital
speed, H, = significant wave height, u, = velocity

skewness. Water level set-up and set-down were computed
using the difference between mean water levels during the
storm events and mean water levels under flat-calm
conditions on June 19-20 between the storms.

TEMPORAL VARIABILITY OF WAVE AND VELOCITY FIELDS

Both storms studied were of a magnitude frequently
encountered in this location (e.g. the recurrence interval
of the June 16 storm was 0.2 years). Temporal variation
in wind speed and direction, significant wave height and
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peak wave period is presented in Figure 3. Incident wave
heights reached 1.5 m with a peak period of 4 to 6 s in the
June 16-18 storm. A relatively rapid reduction in wave
height occurred following the storm peak due to a reduction
in wind speed and a shift in wind direction away from
maximum fetch. During the storm peak, a surf =zone
dominated by spilling breakers extended well beyond the
outer bar crest for a period of at least 11 hours and
breaking was present on the outer bar crest and area
landward for a significantly longer period. Although wave
activity lasted for 49 hours, the most intense activity was
concentrated between 1600 h and 2330 h on June 16. In the
June 24-25 storm, incident wave heights reached 1.1 m with
a peak period of 4 s. Both wave height and period
increased in response to wind from the WSW but decayed more
gradually following the storm peak as wind direction
shifted to the W and WNW (maximum fetch) and wind speeds
were reduced. Spilling breakers dominated the outer bar
crest and area landward for a period of approximately 6.5
hours between 1330 h and 2100 h.

Temporal variation in the near-bed velocity parameters:
u, u, and u, at 10 m, 65 m and 110 m offshore are shown in
Figure 4. The first three moments of the cross-shore
velocity field exhibit strong positive correlations with
wave energy and a high degree of spatial coherence
(Greenwood and Osborne, 1990b). Near identical values of
wave-induced orbital currents (u,) were recorded from the
closely spaced flowmeters on the outer bar throughout the
two storms.

On June 16, a distinct offshore mean flow was
superimposed on the oscillatory motion at all measurement
stations from 1300 h until 2330 h. The cross-shore mean-
flow was not a local ancmaly, but was coherent spatially
and temporally. During the storm growth mean flows
decreased across the landward slope of the outer bar; in
contrast, a lakeward increase in mean flow speeds from 0.12
m s’ to 0.18 m s' was observed during the storm peak.

On June 24, mean flows were again predominantly
offshore, but of much smaller magnitude than in the
previous event. In general, mean speeds increased lakeward
across the landward slope of the outer bar from near zero
(< +/- 0.03 m s') at 60 m to 0.09 m s' at 70 m. The
reduction in mean flow on the lakeward slope of the outer
bar (110 m) suggests that the cross-shore mean flow was
confined to the surf zone and was being driven by local
forcing.

Coincident in time with the offshore mean flows was a
large onshore directed skewness in the cross-shore velocity
field. There does not appear to be a clear spatial pattern
in the skewness, but rather a marked uniformity for a third
order statistic which is highly susceptible to sampling
variability. The positive skewness coincides well with
the period in time when spilling Dbreakers were
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propagating through the tri-level sensor array, and this
asymmetry was undoubtedly due to the non-linear nature of
the surface waves. In the second storm, breaking waves
were restricted landward of the outer bar crest, consistent
with the near-zero skewness in velocity observed on the
lakeward slope (Figure 4c).

CROSS~SHORE FLOW CHARACTERISTICS

Vertical variation in U, u,, and u, recorded on the
landward slope of the outer bar (65 m) during both storms
(1700 - 2030 h, June 16; 1500 -1730 h, June 24) is shown
in Figure 5. The offshore mean flows exhibit a distinct
vertical stratification; they were a maximum at the 0.1 m
elevation and decreased in magnitude with elevation above
the bed. At times, the mean flow exhibited a reversal,
being directed onshore at the 1 m elevation, although these
flows were small. In contrast, the wave-induced
oscillatory motion was generally uniform in magnitude with
elevation above the bed. Orbital speeds were similar
during both storm events, indicative of the 1limiting
velocity under wave breaking. Velocity skewness, on the
other hand, exhibited more vertical variation, although it
was almost always positive (directed onshore) at all
elevations.

Figure 6 is an example of time-series of cross-shore
velocities and water surface elevations under breaking
waves during the storm peaks which illustrates that, even
though a significant quasi-steady flow was present, the
time-dependent, cross-shore flows were still dominated by
oscillatory motion. The strongly non-linear nature of the
water surface profile and the resulting velocity asymmetry
associated with the spilling breakers is clearly displayed
in these time-series; note also the "saw-toothed" water
surface profile. Figure 7 1illustrates a typical
distribution of total velocity vector magnitude as a
function of angle relative to the shore-normal during the
storm peaks. It 1is evident that the vectors are
distributed across all angles with the majority (greatest
density of points) distributed about 200°, indicating that
most flow vectors were associated with the offshore and
alongshore currents. The distribution is also peaked at
0°/360° (the onshore direction); note that the magnitude of
the relatively infrequent onshore directed vectors is
similar to that of the offshore directed flows. This is
in marked contrast with the signature of an ‘active rip
current recorded by Bowman et al. (1988).

In summary, the velocity field under spilling breakers
was predominantly oscillatory, but with a well-defined
offshore mean flow superimposed. The velocities exhibited
a landward directed skewness, which was caused by the non-
linear breaking waves. The spatial and temporal coherence



234

120

1.00

0.80-

0.60

Absolute elavation (m)

120

0.80

0.60

Absolute elevation (m)

1.20 —

1.00

0.80

0.60

0.40

Absolute elevation {m)

0.20

0

Figure 5.
field at

1500 -~ 1800 h on June 24;
b); cross-shore orbital velocity,

(a,

shore velocity skewness,

COASTAL ENGINEERING — 1990

{i) June 16, 1700 - 2030h

i
1930?]
2030h

1700h

|1§oor\ | 18300

@ [

(i) June 24, 1530 - 1730h

1530h (b)

1630h
— 1730h

T

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
L

1 ) 1

-0.05 -0.10

1700h
1930h
1800h

o

-0.15
Cross-shore

1830h

/

|

2030h [

| |

0.05 0 ~0.05 -0.10 -0.16

mean flow (ms-1)

| | | | |

|
0.10 020 0.30

1830h

1600n 2030h

1930n |
Sl

1700h 1890n
L P

1 1 1

0.40

0.50

Orbital velocity {(ms-1)

[N

|
]
|
|
1
1
1
|
|
1
1
!
t
1
i
!
!
I
I
1
|
1
1

0.10 0.20 0.30 0.40 0.50

.

1530h 1730h 1630h

0.80 060 0.40 0.20°

0 -020

ol - __

0.80 0.40 0.20 -0.20

Cross—shore velocity skewness

Vertical variation in the horizontal velocity
i) 1700 - 2030 h on June 16; ii)
cross~shore mean velocity, u,
d);

positive

65 m offshore:

Usyc r

u,, (c,

Note:

s!

(@, e).

values indicate onshore direction.

- 0.8

-0.7

0.8

0.5

0.4

0.3

0.2

0.1

. 0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.7

0.8

0.5

0.4

0.3

0.2

0.1

uonBASIS BAIEIRY

uolteas|a aAljeiey

uonEASje aAeleY



u(ms™) n (m)
1.5 -1.5 [+

u (ms™Y)
0

UNDERTOWS ON BARRED BEACH

235

wwb7 x=65m

T

A/\I\A/\[\[\/\‘L\f\

(a)_

Ao I
%

AL

g U\/“VV EWARRVAVAR A S W AR WA WAL W R )
o olz ol4 o.s o.s 1 1‘2 114 1:s
cmx/KTs m, ¥=1.0 T K f\ (b)
A4 I\ N J\ZL MA AN
a/\N/\\/ NJ\jNVJA\V V\/VM“\qJ s

NN Y W YW

1 — i )

(o] 0.2
=

04

0.6

0.8

1.2 1.4 1.6

m, ¥=0.5"Mm

AN
\/A\W ‘~le 3 \/\\va'“J\ vf\ W%WMVJ\A

/J\ /\’\/\/\A[\/\f\m
v\g\\/vvvvvvv ]

E 02 oF s o.a ; T2 1.4 e
- - — CMEX x=865"m, 2=0.T m A T [\ /\ /\A JL /\ @]
Tol A\ AAADN M N A M/\ I\ AN \
I AVAN VaRZAvA I ~7 A
?o o2 ok o:s 0.8 1 ) 1.4 e
time {min)

Figure 6. Time-series of: water surface elevation (a), and
cross-shore velocities at 1.0 m (b), 0.5 m (¢), and 0.1 m
(d) elevation at 65 m offshore during the storm peak on

June 16, 1800 h.
~N i T d T T T T
I CM6X 1800h R
- # points = 2000 .
v [ 3
< I -
(2] i e
E ;
o _ [ A
© 7 -
= L E
= b o
(@] - i
o i ]
2 uj. -'.
o
o s .l'. |
0 100 200 300

Vector Angle (°)

Figure 7. Velocity vector magnitude as a function

of angle
relative to shore normal (1800 h, June 16).



236 COASTAL ENGINEERING — 1990

of the mean flow, with its maximum near the bed, has the
characteristics of an undertow.

SPATIAL AND TEMPORAL VARIATION IN SET-UP AND WAVE HEIGHT

Temporal changes in the set-up of the mean water level
in the inner part of the surf zone are shown in Figure 8.
The set-up was well correlated with wave energy and alsc
with the offshore mean flow. This is to be expected if the
set-up is primarily wave-forced and the undertow is set-up
driven.

In general, wave height decreased and set-up increased
towards the shoreline during the storm peaks (1800 h, June
16; 1630 h June 24); however spatial variation in the wave
height decay and elevation of the water level indicate a
strong topographic influence induced by the bars (Figure
9). 1In both storms there was a rapid decay spatially in
wave height across the upper lakeward slope and crest of
the outer bar, the minimum height occurring just landward
of the bar crest. The overall pattern for June 16 is
consistent with the visual observation that breaking
occurred by spilling across the whole experimental array
and actually began well lakeward of the array. The wave
height decay pattern also indicates that more intense
breaking was associated with local decreases in water depth
on the bar crests and at the shoreline. On June 24, the
wave height decay across the lakeward slope of the outer
bar (> 85 m) was less rapid than that observed during the
June 16 storm owing to the smaller incident wave heights.
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Figure 8. Temporal changes in the set~up of the mean water
level measured at 10 m offshore.
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The maximum local gradient in set-up occurred across
the lakeward slope and crest of the inner bar, with maximum
set-up in the trough to landward. There was a distinct
decrease in the set-up landward of this local maximum.
This pattern is consistent with the observed increase in
local energy dissipation, often characterized by the
presence of plunging breakers, which occurred over the
crest and upper lakeward slope of the inner bar and again
at the shoreline. No measurements of the water surface
across the beach face were possible in this experiment to
confirm the expected set-up due to the shoreline breakers,
but visual observations confirmed an increase in the
elevation of wave run-up during the storm peaks. A similar
but less pronounced pattern in set-up is evident over the
outer bar in association with the gradients in dissipation
occurring in that region.

These observations provide strong evidence that
topographic variations introduce spatial variability in
both wave height and set-up, the former through enhanced
shoaling, breaking and frictional effects as both theory
and laboratory experiments suggest (Battjes and Janssen,
1978; Dally et al., 1985). However, the spatial gradients
in set-up are significantly smaller than those expected for
the measured wave height decay (Greenwood and Osborne,
1990b; Hazen et al., 1991).

DISCUSSION AND CONCLUSIONS

In this paper we illustrate the presence of an undertow
on a natural barred beach which responds to both spatial
and temporal variations in a wave-induced set-up. This
distinctive two-dimensional cross-shore circulation pattern
has been identified during two moderate storm events
through detailed velocity and water surface elevation
measurements. ’

During periods of breaking waves, the cross-shore
velocity field was dominated by wave-induced flows with an

average oscillatory speed of 0.40 m s, A strong asymmetry
in these oscillatory flows was evidﬁnt in terms of large
non-zero mean values (upto 0.20 m s ') directed offshore,

and positive (onshore) directed skewness values. Vertical
profiles of the wave-induced oscillatory velocity (u.), the
mean velocity (U) and the velocity skewness (u,) indicate
radically different structures. The oscillatory velocities
were essentially uniform, perhaps increasing slightly with
elevation above the bed, whereas the offshore mean flows
generally decreased in speed with elevation, and in some
cases flow reversals were present in the upper part of the
water column. Velocity skewness was positive with
considerable vertical variability, although a less distinct
stratification than the mean and oscillatory components.
These observations reveal a mean flow, which is separate
and distinct, and imply the existence of a quasi-steady



UNDERTOWS ON BARRED BEACH 239

current superimposed on highly non-linear oscillatory
motion. '

The large positive skewness values together with the
vertical structure of the oscillatory and mean flow
components suggest a shoreward directed, depth-dependent
momentum and mass flux which is greater near the surface
as suggested by theory. The mass and momentum balance is
achieved by the large offshore mean currents in the lower
water column. A large number of vertical profiles with
this distinctive vertical structure from across the outer
part of a surf zone saturated with spilling waves, suggest
a well-developed and spatially coherent undertow.

The undertow responds to changes in the set-up of the
mean water level, which in turn is strongly correlated with
the growth and decay of the incident wave height. This is
consistent with the hypothesis of a two-dimensional
circulation driven by the vertical differences in the water
column between the depth-dependent radiation stress and a
depth-uniform pressure gradient force associated with a
sloping water surface.

Local variations in the set-up, wave height and cross-
shore mean flow are topographically controlled on a barred
beach (see also Hazen et al., 1991). Large set-up
gradients on the steepest part of the beach (lakeward slope
of the inner bar) are associated with large gradients in
wave height decay over the outer bar crest. These
observations together with the presence of vertically
stratified flows 1lend support to the notion a two-
dimensional circulation system, undertow, driven by wave
set-up.

ACKNOWLEDGEMENTS

This research was supported by operating and equipment
grants from the Natural Sciences and Engineering Research
Council Canada to Brian Greenwood, and an Ontario Graduate
Scholarship to Philip Osborne. We would like to thank Drs.
D.J. Sherman and B.O. Bauer, together with A. Hincenbergs
and R. Blair for their invaluable assistance in the field.

REFERENCES

Battjes, J.A. and Janssen, J.P.F.M. (1978) Energy loss and
set-up due to breaking of random waves. Proc. 16th
Coastal Eng. Conf., ASCE, p. 569-587.

Bowman, D., Arad, D., Rosen, D.S., Kit, E., Goldberg, R.,
and Sslavicz, A. (1988) Flow characteristics along the
rip current system under low energy conditions. Marine
Geol., 82: 149-167.

Dally, W.R. (1980) A numerical model for beach profile
evolution. Unpubl. M.Sc. Thesis, University of
Delaware, 122 pp.



240 COASTAL ENGINEERING — 1990

Dally, W.R., Dean, R.G. and Dalrymple, R.A. (1985) Wave
height variation across beaches of arbitrary profile.
J. Geophys. Res., 90: 11917-11927.

Greenwood, B. and Osborne, P.D. (1990a) Equilibrium slopes
and cross-shore velocity asymmetries in a storm-
dominated barred nearshore system. Marine Geol., 94:
in press.

Greenwood, B. and Osborne, P.D. (1990b) Vertical and
horizontal structure in cross-shore flows: an example
of undertow and wave set-up on a barred beach. Coastal
Engineering, 14: 1in press.

Hazen, D.G., Greenwood, B. and Bowen, A.J. (1991) Nearshore
current patterns on barred beaches. Proc. 22nd Coastal
Eng. Conf., ASCE (these proceedings).

Johnson, D.W. (1919) Shore processes and shoreline
development. John Wiley & Sons, New York, NY, 584p.

Keulegan, G.H. (1948) An experimental study of submarine
sand bars. U.S. Army Corps of Engineers, Beach Erosion
Board Tech Rep., 3, 40 pp.

Longuet-Higgins, M.S. (1953) Mass transport in water waves.
Phil. Trans., Roy. Soc. London, (A) 245: 535-581.
Longuet-Higgins, M.S. and Stewart, R.W. (1962) Radiation
stress and mass transport in gravity waves. J. Fluid

Mechanics, 13: 481-504.

Longuet-Higgins, M.S. and Stewart, R.W. (1963) A note on
wave set~-up. J. Marine Res., 21: 4-10.

Longuet-Higgins, M.S. and Stewart, R.W. (1964) Radiation
stresses in water waves; a physical discussion with
applications. Deep Sea Res., 11: 529-562.

Lundgren, H. (1963) Wave thrust and energy level. Proc.
Congress Int. Assoc. Hydraulic Res., London, IAHR,
Delft, The Netherlands, p. 147-152.

Roelvink, J.A. and Stive, M.J.F. (1988) Bar-generating
cross-shore flow mechanisms on a beach. J. Geophys.
Res., 90, p. 4785-4800.

Shepard, F.P. and LaFond, E.C. (1939) Undertow. Science,

89: 1-2.
Shepard, F.P., Emery, K.O. and LaFond, E.C. (1941) Rip
currents: a process of geological importance. J.

Geol., 49: 337-369.
stive, M.J.F. and Wind, H.G. (1986) Cross-shore mean flow
in the surf zone. Coastal Engineering, 10: 1-25.
Svendsen, I.A. and Hansen, J.B. (1988) Cross-shore currents

in surf zone modelling, Coastal Engineering, 12: 23-42.



CHAPTER 18

NEARSHORE CIRCULATION WITH 3-D PROFILES
Ib A. Svendsen,! Member, ASCE and Uday Putrevu,? Student Member, ASCE.

ABSTRACT

A model that predicts the depth variations of wave generated currents within
the framework of a 2-D depth-integrated surf-zone model is described. The equa-
tions are formulated and solved for the case of a long, straight coast. The model
is used to demonstrate that the effects of current refraction are weak and to deter-
mine the variation of the 3-D spiral shaped current profiles across the surf-zone.
Finally, we show that the mixing coefficient required to get realistic variations
of the longshore current is much larger than what the turbulence measurements
can justify.

1. IN TION

The present paper describes a hydrodynamical model for 3-D wave generated
currents in the nearshore region. The model is based on the idea of using a 2D-
horizontal, depth integrated description to determine the integration constants
in the analytical solutions for the vertical variation of the horizontal velocities.
This idea was developed for the 2D cross-shore circulation by Svendsen & Hansen
(1988). Independently, Davis (1987) pursued a similar idea for wind generated
currents.

Quasi 3-D local solutions for current profiles were derived by deVriend & Stive
(1987) based on dividing the flow into a primary and a secondary component.
The more general approach used here was developed by Svendsen & Lorenz (1989)
(S & L) who used a perturbation expansion to establish the equations. Concen-
trating on the longshore current profiles, they found that the equation normally
used for the depth averaged longshore currents actually applies to the first ap-
proximation to the bottom velocity. The longshore velocity above bottom level
increases uniformly, yielding somewhat (10-20%) larger depth averaged velocities
at all locations than found by the classical depth integrated models.

In the present paper, the method of S & L is combined with the energy and
cross-shore momentum equations to form a comprehensive computer model, the
solution of which predicts wave heights, set-up, and, longshore and cross-shore
currents and their variation over depth. For simplicity, the model equations are
only established for a long cylindrical coast. This implies Snell’s law is valid
and it is possible to incorporate the wave-current refraction in the energy and
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sity of Delaware, Newark, DE 19716, USA

?Graduate Student, Center for Applied Coastal Research, Department of Civil Engineering,
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Figure 1: The three layer model concept

momentum equations in a simple manner. The basic equations of the model are
described in Sections 2 and 3. This includes a description of how the bottom
friction is incorporated as a boundary condition in the model.

On a long straight coast, the model equations become ordinary differential
equations in z, the cross-shore coordinate. The energy and momentum equa-
tions represent initial value problems solved by specifying wave conditions at the
seaward boundary. The longshore momentum equation is solved as a boundary
value problem.

The system contains a number of features not previously included in such
models though for reasons of limited space only a few of them can be analyzed
and discussed here. In Section 4, we show that the wave-current interaction is
really not modifying the wave motion or the current motion significantly even
though the longshore current may be a substantial fraction of the wave speed.
This is partly because the refractions due to the longshore and the cross-shore
currents counteract each other, partly because the angle of incidence of the waves
is usually small.

We also show the full cross-shore array of the 3-D spiral shaped current profiles
corresponding to a given wave situation.

Finally, we confirm the logical conflict that still remains between which eddy
viscosities are reasonable for the cross-shore circulation (v; ~ 0.01h+/gh) and the
many times larger coefficient for horizontal mixing required to achieve realistic
variations of the longshore currents, particularly outside the surf zone for which
we can find no justification in our knowledge about the turbulence characteris-
tics. Though it has been suggested (Thornton & Guza, 1986) that on natural
beaches this paradox may be accounted for by including the irregularity of wave
breaking, that explanation does not cover experiments with regular waves where
the effect seems equally strong (e.g., Visser 1982, 1984). Further examination of
this problem would be desirable.

2. BASIC EQUATIONS FOR THE CURRENT VARIATION OVER DEPTH

The three layer model concept

The general approach is to utilize the concept of a 3 layer flow situation first
suggested by Hansen & Svendsen (1984) and later used by Stive and Wind (1986)
and Svendsen et al. (1987) (Fig. 1).

This approach assumes that there is a (mainly oscillatory) boundary layer at
the bottom, within which the turbulence characteristics are dominated by the
locally generated turbulence. In 2D cross-shore circulation, this assumption is
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supported by the variation of current measurements and leads to very accurate
results and there is no reason to expect the situation to be different in the general
3D case.

The method concentrates on the central or core layer, between the boundary
layer and the wave trough. The third layer, between wave trough and wave crest,
is considered separately from the middle layer because in that region there is
water only part of the time, so we cannot separate the total particle velocity into
an oscillatory and a mean (current) component.

In the central layer it is assumed that the turbulence is primarily produced
by the breaking process. This means that it is both more intensive and has a
larger length scale than the turbulence in the bottom boundary layer (Svendsen
et al. 1987). This, in turn, justifies the assumption of a higher eddy viscosity v,
in the central layer, based on the Prandtl-IKKolmogorov assumption that

ve~ £/g ey

where ¢ is the turbulent kinetic energy.

The basic equations

The general equations for the wave averaged (current) motion below trough
level were derived by S & L. For a steady situation on a long straight coast, where
8/ 8y = 0 (y being the shore parallel coordinate and x the shore normal coordinate
pointing shorewards, see Fig. 2) those equations reduce to the following in the x
and y directions, respectively:

o ( U\ _ 8 — — Jum, | oU
Eg(utz(')z)—ax(uw—wW+gb)+ 9z | oa @

and

9 (, 0V _0umy Ow, OUV. 0 [ 8V 3)
92 \"*82) " "oz dz 9z 0z \"* 5z

Here U(z, 2), V{(=, ze are the cross and longshore current velocity components and
Uy, Uy, Wy the oscillatory “wave” velocity components whose mean is zero below
trough level. In (2) and (3) we have also modelled the turbulent shear stresses by
introducing the eddy viscosity v; mentioned earlier. For later discussion we have
distinguished between vy, and v;,. Reference is made to Fig. 2 for definitions of
other variables.

It is inherent in the wave averaged approach that the wave particle velocities
U, Uy and w, are assumed known to the extent that the terms on the right
hand side containing those parameters can be considered known.

Then (2) and (3) are actually two nonlinear equations for I/ and V. In classical
models for nearshore circulation those terms are usually neglected because they
are assumed small. To simplify the presentation, we will also neglect the non-
linear current terms. Furthermore, the findings from the perturbation solution
by S & L justify that to the first approximation the horizontal mixing for the
longshore current (last term in (3)) can be determined using the value V; of V at
the bottom.

Hence, as far as the depth variation of U,V is concerned, all terms on the
right hand side of g}%}) and (3) are regarded as known forcing terms provided we

can determine V;,. We define
wrnle2) = oo (0 4 gb) + T 4
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This means that (2) and (3) can be integrated directly, and the solutions written

1 A
UGe,2) = [ [ensdcde + [ Zae + 4, - ©
and the equivalent for V with ¢, instead of ay,.
Thus (2) and (3) can be expressed in closed form for arbitrary oy and vy,. To
simplify discussions, however, we will in the following assume v, (z,z) = vy, (z)
and a;(z,z) = c1{z). Hence, (6) simplifies to

_ 10{1:,; 2 i]_

U(z,z) = 3 Vtz€ + Vtzf + Ay (M)
lo B

V(z,z) = 5')‘/‘:—3'62 + V—tlf + B, (8)

where A;, A, By and B, are arbitrary functions of z to be determined from the
boundary conditions discussed in the following and £ = z + A, is the height above
the bottom. To determine the four constants A;, Az, B; and B; we need two
conditions for each of the two velocity components U and V.

The bottom boundary condition

The first condition used is related to the variation of U, V at the bottom.
Strictly speaking, the bottom condition is U, V = 0. Due, however, to the
assumption of a boundary layer with relatively low eddy viscosity a large value
Uy, Vi of U, V exists at a short distance above the bottom (the “top” of the
boundary layer). Hence, the mean bottom shear stress in the middle layer is
related to U,, V, and to the oscillatory motion wu,, v,s at the bottom. We
assume here that this relation is given by (i = 1, 2 corresponding to the z, y
components)

lt) = 5o un®) (2 | ©)

where uy;(t) is the ensemble averaged bottom velocity, | uy; | the numerical value
of uy and f is a (constant) friction factor (see, e.g., Jonsson 1966). For u,; we

have
upi = Upi + Uubi (10)
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where Uy; = (Uy, V) and typ = (Uyb, Vup)-
To determine the time mean of 7;,;(t), we also assume that

Uwbi = Usicos (0 = wt — kx) (11)

and define, for short

Up =| Uos l, Ub =| Ubi l (12)

The mean shear stress 7; = 73,:(1) is then determined by substituting (10),
(11) and (12) into (9) and time averaging.

Liv and Dalrymple (1978) derived expressions for 7, for the special cases
Up/u, > 1 (strong current) and U/, < 1 (weak current).

Here we present a more general formulation for arbitrary values of Uy /u, and
also arbitrary angles, u, between the current direction and the wave direction.
Performing the averaging operation we introduce the parameters

2 172
Bi(t) = [([—13) —}—2—q2 cosfcosp + cos? 6 (13)
u

Up o

i

By
B

It then turns out that 7; can be written, without any further approximations,
in the simple form

I

Bi(t) cos b (14)

1
Toi = Tj/’fuo [B1Ubi + Battoi] (15)

which expresses 73; as the sum of two contributions, one in the direction of the
current vector Uy; with weight 3;, the other in the direction of the wave particle
motion with weight ;. It is apparent from (13) and (14) that $; and B, are
functions of two variables: U,/u,, the current strength relative to wave parti-
cle velocity amplitude and g the angle between wave and current vectors. The
variation of §; and B, with those parameters is shown in Fig. 3.
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The expression (15) of course includes the cases of very weak and very strong
currents. Though it is not apparent from (15), the case of Uy — 0 does yield
7 — 0: in purely sinusoidal motion there is no mean shear stress.

In the central layer the shear stress is given by

aU;
Toi = /)Vtz'g; (16)

and for z — —h, this shear stress must equal 7; determined from (15). Hence,
combining (15) and (16) we get the mixed bottom boundary condition:

ay; _ _
52— - f(uo, U,) = 0 z = ha (17)
or, if we define
1f
= E;;'ﬂluo
_ 11 .
bt - 2Utzﬂ2uoum (18)

and accept the slightly inconsistent nomenclature of (8U;/8z) s, = U /9= then
we can write (17) as the inhomogeneous mixed pseudo-linear condition for Uy

? —aly=b;, 2=-—h, (19)

This is the first of the boundary conditions used for the depth variation of U;.
Equation 19 is not quite linear because f; and f; depend on Uy;. It may also be
noted that this implies that we can specify neither U, nor 7, at the bottom. It is
the combination of U, and 7, imbedded in (19) that is controlled.

Applying (19) to the solutions (7) and (8) for U and V yields

1 Qi

U; = 2+ (1 + af)Usi + b€ (20)

2 v,

which expresses the vertical variation of the current velocity in terms of the un-
known bottom velocity Uy,.

The second boundary condition

Hence, the function of the second boundary condition to be specified is essen-
tially to determine the bottom velocity Us;. The conditions used here are different
in the longshore and in the cross-shore directions. In the longshore (y) direction,
the second boundary condition is equivalent to specifying the shear stress 7,, at
wave trough level. 7,, can be determined from the momentum balance for the
flow above trough level (Stive and Wind 1986).

If the horizontal momentum flux above trough level is M;; then we have

oM, o)

Tou = Oz



NEARSHORE CIRCULATION 247

However, when combining the local depth variation of the flow given by (2)
and (3) with a fully depth integrated model to give the horizontal variation it
turns out to be more convenient not to impose (21) directly on the depth variation
of the current. Instead, we apply the mixed condition (19) also to the fully depth
integrated longshore momentum equation. This results, as shown in the next
section, in an equation for the & variation of Vj, almost identical with the usual
equation for the depth averaged longshore current. Solution of that equation
therefore provides V, and, hence, completely specifies the depth variation of the
longshore component.

The question that naturally arises now is the following: Why is using the
momentum equation integrated over the total depth to determine V, completely
equivalent to imposing (21) as a boundary condition for (20)? The explanation is
the following: Determining the bottom velocity V; from the total depth integrated
momentum equation with (15) included means fixing the bottom shear stress so
that depth integrated momentum is satisfied. At the same time, the solution (20)
for V automatically accounts for the forcing that occurs below trough. Therefore,
(20) with Vj, determined as described will show a shear stress at trough level which
corresponds exactly to (21) since 7, represents the difference between the total
forcing and the forcing below trough level.

In the cross-shore direction, it is necessary to use a different approach. Be-
cause the cross-shore radiation stress is almost equal to the pressure gradient from
the set-up, the method described above for V would lead to determining the bot-
tom shear stress 7, as a (small) difference between these two large contributions
See Svendsen & Hansen, 1988). Instead we utilize that the net cross-shore flux

» 18 zero, so that

[ Ut = ~Quulthe +) (22)

where @, is the z-component of the mass flux in the wave, (; is the trough
elevation below SWL (Fig. 2).

Notice that this approach is only applicable for a straight coast where 9/dy
and @, are zero. On a general coast we cannot distinguish between “cross-shore”
and “longshore” and a different procedure is required.

3. THE DEPTH INTEGRATED EQUATIONS

The depth integrated equations are generalizations of the H-b model for cal-
culation of the wave height H and set-up b in the surf zone first introduced by
Svendsen (1984). That approach is based on dimensionless coefficients for radi-
ation stress (P), energy flux (B), and energy dissipation (D). Using Phillips’
(1977) equations the method was extended to 2D combination of waves and cur-
rents by Svendsen & Hansen (1986).

In most previous applications in the past the model has been applied using the
special form of P, B and D found by incorporating experimental data for the real
surface profile of the broken waves and including a roller contribution separately
(Svendsen, 1984). The method as such, however, 1s general and by suitable choices
of P, B and D can represent all H-b models. That was utilized by Hansen {1990)
who specified empirical expressions for many of the surf-zone wave characteristics
derived form actual measurements and found, not surprisingly, that they deviate
substantially from sine-wave values. Here we use some of Hansen’s results. The
specific values of P, B and D used will be discussed further in connection with
the applications (section 4).
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We assume here that the waves are locally plane so that all wave properties
can be described by 2-D wave theory. It is then convenient to define the momen-
tum and pressure part of the radiation stress on a section perpendicular to the
direction of wave propagation as the scalars

Sm = [_(h pudz (23)
Sy = —/_Chowid2+%pg((‘—€_)2 (24)

where u? = u? + v? is the horizontal wave particle velocity in the direction of
wave propagation, ¢ is the surface elevation above the horizontal axes.

We also define ,

cos® o sin o cos &
€5 = . 2 (25)
Sin o cos & sin® o

where a is the direction of wave propagation relative to the z-axis (Fig. 2).
The radiation stress for a section with arbitrary normal vector then can be

written
Sij = eijSm + 51'3'51; (26)

where 6;; is the Kroenecker 6. The generalized version of the dimensionless radi-
ation stress P then is defined as

Sy Spm S,

F; = = e i 27
pgH? S pg i T O pg @
In particular, for our long straight coast we get
) S,
_ Om 2 2
For = 0gm © O F Ly
Py, = pj;}2 sin e cos & (28)
Similarly, we define the dimensionless energy flux B by
Efi = /JgHZBC,' (29)
where Ey;, the energy flux, is given by
¢ 1
Eyi= /h U [ﬂgz +p+ oo (ul +vf + wi‘L)] dz (30)
nd
) oK (31)
C; = C=~
k

k here represents the magnitude of the wavenumber vector, k;.
Finally, we define the nondimensional energy dissipation I relative to the
actual dissipation D by
4AT

(32)
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The three depth integrated equations solved are the cross-shore and the long-
shore momentum equations, and the energy equation. We introduce the defini-
tions above into the general equations of Phillips (1977) for waves and currents,
simplifying to the conditions of a long straight coast including Snell’s law. Fi-
nally, the dominating terms for H and b are isolated along the same lines as
done by Svendsen & Hansen (1986) for the 2D cross-shore case. We then get,
neglecting a few small terms, the depth integrated equations in the following form.

Cross-shore momentum equation

db Poo 1 i L, (HYT
7 {h [ +o0+ g2]+pgh}( 5 A ) (33)
where
. dU; dUE
g = (TbiUbi = Sai = = W) / (pgeB cos a) (34)
an i s e .
92 = p.Tdr  2hdz Bdr %
D' = D/(pgeBcosa) (36)
Energy equation
dH? . »|lde 1dB da
—d-x—— =D +¢g—-H [—E ET—tanaE} (37)

Longshore momentum equation

d_‘i /" yma—vdz _ Ty 1dSsy (38)

—ho O p p dz
Solution of the equations

The desired equation for the bottom velocity V; is found by substituting (15)
and (20) into (38). Utilizing the findings of the perturbation solution developed
by S & L, a first approximation to the resulting equation may be written

d dV, _ 1dSey
dzx (th d:u) —alh = p dx +by (39)

which is the differential equation we solve for V;. The approximation made in
(39) is that the turbulent mixing can be represented over the entire depth by
using the bottom velocity V4. The boundary conditions used for (39) are

Vi =0 at T = Tgpore; — — 0O (40)

Further, two matching conditions are used at the transition point x; which is the
point where the radiation stress starts to change. The matching conditions at z,
specify continuity in velocity and shear stress at x;, that is:

dVy dVy
L A e N
by = Vi Ut+<d:c>+ Yt (d:c)_ at
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where + and — refer to values immediately adjacent to z;. Outside the surf-zone,

dSsy/dx is zero.
4. RESULTS

The 3D model system established above can be used to study a number of
effects on a long straight coast which has not been analyzed previously in the
literature. For reasons of limited space, the discussion is imited to a few mech-
anisms.

The numerical results will depend on the wave incidence angle «, the bottom
slope ko, (here assumed constant for simplicity, not necessity), and the way the
wave properties are modelled, as a function of wave height, including the breaking
criteria. Following Svendsen (1987), we have chosen to assume that the breaker

height is given by (H/h), = 1.11. (/zxL//z);“. An almost identical expression was
suggested independently by Hansen (1990). The vertical eddy viscosity, vy,, was
taken to be v, = 0.01h\/gh (a discussion of the eddy viscosity is given later).
The horizontal eddy viscosity, v, was taken to be vy, = 0.01h+/gh/h.

The wave parameters— energy flux (B) and radiation stress (P)- depend on

the shape of the surface profile and the area of the roller (Svendsen 1984). The
shape of the surface profile is measured in terms of the dimensionless parame-

ter B, defined as B, = (y/H )2. In the present applications these parameters
have been derived using the B, suggested by Hansen (1990) and modified for
waves with a current as in Svendsen & Hansen (1986), and the roller area found
by Okayasu (1989). The dimensionless energy dissipation rate is taken to be
the same as in a bore. The reason for choosing this set of parameters is that
in this way we include tlie actual characteristics of broken waves. Usually, this
model gives the best prediction of the set-up, which means of dS;./dz. Since S,
through (25) and (26) is related to S, it is evident that this also potentially
implies a better prediction of the driving force for the longshore current. This
point is important though it is usually disregarded in the discussions of surf zone
wave theories and longshore currents.

ve-current refraction

Many of the measurements of longshore currents both in the field and in the
laboratory show very high velocities. The steeper the local bottom slope, the
higher the velocity. For a coast with a slope of 1:30, velocities typically corre-
spond to a Froude number of 0.2-0.4 or longshore velocities of 20-407% of the wave
celerity. Visser in his experiments on 1:20 and 1:10 slope beaches obtained veloc-
ities corresponding to Froude numbers as large as 0.7-1.2; i.e., current velocities
equal to or higher than the propagation speed of the waves. Wave current refrac-
tion is caused by the gradient in current velocity so one would expect a strong
change in the wave pattern and hence on the current itself from this mechanism.

Dalrymple (1980) used a perturbation expansion to examine the simplified
case of no turbulent mixing. The present model includes both turbulent mixing
and the additional effect of the undertow. Based on Kirby & Chen (1989), this
lcrosls—shore current is represented by the mean value of the velocity below trough
evel,

Fig. 4a shows the changes in wave incident angle for a case with slope 1:30,
deep water incident angle o, = 15°. Four cases are shown: No current refraction,
longshore current only, undertow only, and the full 3D case with both longshore
and cross-shore flow. It is seen that the effects of the cross and the longshore
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Figure 4: Effect of current refraction

currents counteract and almost cancel each other. Also, the effect of each of the
two factors isolated is actually very modest. This is also clear from the resulting
longshore current profiles shown in Fig. 4b. The effect of the current refraction is
only just discernible at the peak of the velocity distribution even if the undertow
is neglected.

Steeper slopes and larger angles of incidence will increase the effect and so will
a 3D circulation pattern that locally creates a significant shoreward flow. Even
then, however, our computations suggest that wave current refraction is not a
very important mechanism for changing the current velocities.

Velocity profiles

Another feature of the present model is its capability of supplying the fully 3-
dimensional velocity profiles from the 2-D horizontal, depth integrated solutions
to equations (32)-(35).

The generic form of the velocity profiles was shown by S & L. As is apparent
from the model, however, to obtain the profiles pertaining to each location it is
necessary first to calculate the wave height and setup variation described by (32)
and (33). In many previous nearshore models this part is eliminated by simply
assuming that the wave height is a constant fraction y of the waver depth.

Fig. 5 shows a set of consecutive 3D current profiles in the surf zone for
a situation with slope ko = 1/30, and angle of incidence at the breakpoint of
o = 5°. To obtain equal detailing, each profile has been scaled relative to the
local depth under wave trough and the local wave celerity. We see that in the
region where the longshore current is largest the bottom velocity is predominantly
longshore, but in other regions the cross-shore motion is more prevailing.

If the angle of incidence increascs, the longshore current velocity increases
similarly and hence prevails more. Similarly, on a steeper slope, the cross-shore
motion becomes stronger.
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Figure 5: Variation of the velocity profiles across the surf-zone

Eddy viscosity

The eddy viscosity, v:,, in the surf-zone has been determined previously by
fitting computed undertow profiles to measured data. Values reported range from
0.007h+/gh through 0.03h+/gh (Svendsen and Hansen 1988) to a linear variation
between zero and 0.3k, hv/gh (Okayasu et al. 1988), the later yielding 0.01h+/gh
for h, = 1/30. '

In contrast, the eddy viscosity, v, used by, e.g., Longuet-Higgins (1970) for
longshore currents is equivalent to 0.01h\/gh/h,, which on 1/30 yields 0.3h\/gh
or about 30 times the value that can be justified for the undertow even inside the
surf-zone. The large absolute value of v, = 0.3h4+/ghy at the breaker point is
required to apply everywhere outside that point, and our comparison with Visser’s
(1982) measurements for regular waves confirm that such a large eddy viscosity
is necessary to make the computations match with the measurements. Figure 6
shows that the difference obtained in the longshore current distribution using vy,
equal to the vy, value found from undertow and vy, given by the Longuet-Higgins
value mentioned above is very substantial.

On the other hand, if we combine the hypothesis described by (1) for the
nature of the mechanism behind 1, with the fact that outside the surf-zone the
turbulence is rather weak, it becomes inconcievable that this mixing mechanism
can be due to turbulence. In this context, it is interesting that Thornton and Guza
(1986) find that the effect of the eddy viscosity in theirr NSTS data from Santa
Barbara is negligible in comparison to the variability of the waves even during
periods of narrow banded, almost unidirectional incident waves. In other words,
a physically realistic eddy viscosity would still give correct results. However, this
does not explain which mechanism causes a similar mixing in the regular wave
experiments. It is beyond the space available to discuss possible explanations to
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Figure 6: Tffect of eddy viscosity

this paradox. What we seem to be able to conclude at this moment is that a very
strong mixing grocess is controlling the longshore current distribution outside the
breaker point both in regular and irregular waves.
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INTRODUCTION

A frequent request by sponsors of research projects in maritime laboratories is
to analyze the behavior of a structure for a given design sea state. During the
years, the testing of physical models in wave flumes has proven to be both
cost-effective and reliable.  Physical modelling of random waves requires
generating random wave trains with a specified variance spectrum.

Funke and Mansard (1987) pointed out that present technology now makes it
possible to treat the wave generator and the digital simulation technique as two
essentially separate problems in wave generation. During the last decade, digital
to analog numerical simulations have become extremely efficient. Several methods
are available for generating these numerical simulations. Borgman (1969) identified
two fundamental methods: 1) the superposition of sinusoidal waves; and 2) the
filtering of white noise. Hudspeth and Borgman (1979) demonstrated the
advantages of using FFT algorithms for numerical simulations. Tuah and Hudspeth
(1982) introduced deterministic (DSA) and non-deterministic (NSA) spectral
amplitude models for random wave simulations based on FFT algorithms. Medina
and Sdnchez-Carratald (1988) compared the different methods available for the
numerical simulation of random waves.

At the present, the physical simulation of random waves having a specified
variance spectrum in a wave flume may be accomplished by using a variety of
techniques. However, sometimes research sponsors want to include a deterministic
sequence of waves in the random wave simulation used to test structures. For
example, sponsors may want to know how a particular wave group that occurs in
a random wave simulation that is defined by a specified variance spectrum affects
the performance of a structure. This request usually requires a laborious wave by
wave analysis of many random wave simulations searching for a sequence of waves
that almost resembles the requested one. An alternative method to this searching
technique is to use "conditional simulation”. This alternative method generates a
numerical random wave simulation that has a specified variance spectrum and also
includes the deterministic sequence of waves requested by the sponsor. A robust
algorithm is derived for this "conditional simulation".

CONDITIONAL SIMULATION

Conditional simulation is a technique for generating a numerical realization that
includes a given deterministic sequence of waves and that has a specified variance
spectrum. This technique simulates realizations for a stochastic process that is
defined by a specified variance spectrum and that contain a deterministic sequence
of waves which occur at a prescribed time in the realizations. The method
presented here may be used either in the time domain or in the frequency domain.
In either case, the method is a two-step procedure.
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The first step requires that a random time sequence be simulated that has a
specified variance spectrum, S,(f). This simulation is called an "unconditional time
sequence” and is denoted by %,(t). Figure 1-a shows an example of an
unconditional time sequence obtained using a DSA algorithm (cf., Tuah and
Hudspeth, 1982) and a specified Goda-JONSWAP variance spectrum (cf., Goda,
1985) using: y=1, my=1 m? and £,=0.27 Hz. The total number of points in the
time sequence is N=2048 and the time interval At=0.1 seconds.

The second step is to embed the deterministic sequence of waves into the
unconditional time sequence at a prescribed point in time. These two steps may be
done either in the time domain or in the frequency domain. The deterministic
sequence of waves is called the "embedded sequence” and is denoted by %.(t). The
realization that contains the "embedded sequence” is called the "conditional time
sequence” and is denoted by %,(t).

Figure 1-b shows a deterministic wave group or the "embedded sequence” that
is to be embedded into the unconditional time sequence shown in Fig. 1-a. The
time interval At of the "embedded sequence" must be the same as the time interval
of the unconditional time sequence (e.g., At=0.1 seconds in Fig. 1). In Fig. 1, the
first and last values of the embedded sequence 7.(t) are to be embedded at the
prescribed times n;=961 and n,=1088, respectively, of the unconditional time
sequence 7,(t). The total difference between the two prescribed time values is
v=n,n, =127, Therefore, the total number of values of the embedded sequence is
v+1=2128.

Finally, Figure 1-c shows the conditional time sequence containing the
deterministic wave sequence embedded in a random wave simulation having a
specified variance spectrum. The total number of points (N=2048) and the time
interval (At=0.1 seconds) are the same for both 5,(t) and ».(t). Near the two ends
of the embedded wave group, the conditional simulation algorithm modifies the
unconditional time sequence 7,(t) in order to maintain the correlation structure in
the conditional time sequence 7.(t) in accordance with the specified variance
spectrum S,(f).

TIME DOMAIN ALGORITHM

In the time domain, the conditional simulation algorithm inserts the embedded
sequence 7.(t) into the unconditional time sequence #,(t) between the two points of
time n; and n,. The remaining values of the unconditional time sequence are
modified in order to maintain the correlation structure that is associated with the
specified variance spectrum S,(f).

\ The conditional time sequence may be obtained from (cf., Hudspeth et al.
990):
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Figure 1. Example of a Conditional Simulation:
a) Unconditional Time Sequence; b) Embedded Sequence;
c) Conditional Time Sequence.
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ne[n,n, ]= n (nat)=1 (na) 0))]

né{n,n, |- 1 (nA)=1n (na)+ C,X @
where:

C,= [ CyonCa-n,+ 1o, ] (&)]

where ¢, is the covariance at lag |k|At associated with the specified variance
spectrum S,(f); and X is the solution of the following system of equations:

C X=v,-v, )]
where
Co C1 Cv
Cl CO H
Cu=| . .. ©
P
cv s cl co
V=[N0, .. 1,@m,80] (6)
v=[ @) .. @8] ™

where C;; is the covariance matrix; v, is the vector of values of the embedded
sequence; and v, is the vector of values of the unconditional time sequence at the
prescribed time values where the embedded sequence is to be inserted.

The conditional simulation algorithm inserts the deterministic sequence of waves
into the uncond