
CHAPTER 71 

Intercomparison of Parameter Estimation Methods 
in Extremal Wave Analysis 

Masataka Yamaguchil 

Abstract 

Based on statistical analysis of extreme wave height 
data generated with a Monte-Carlo simulation technique 
for the prescribed parent probability distributions, a 
preferable method for the parameter estimation was deter- 
mined for each of 8 distributions.  It is also verified 
that a jackknife method is applicable to the correction 
of bias and the estimation of variance irrespective of 
parameter estimation method in most parent distributions, 
and that the information matrix methods inherent to the 
maximum likelihood method give generally satisfactory 
results in the estimation of variance of return wave 
height for samples of size greater than around 50. 

1. Introduction 

In the statistical analysis of extreme wave height 
data, several kinds of theoretical probability distribu- 
tions and fitting methods for the parameter estimation 
have been employed, because the population distribution 
is not known a priori.  Many attempts (for instance, Goda 
et al., 1993) have been made to find what kind of fitting 
method is preferable for the parameter estimation of each 
probability distribution to obtain a reliable estimate of 
return wave height and how the sampling variability could 
be evaluated, but the answer is still uncertain, because 
the class of parent distribution and the parameter condi- 
tion investigated are limited. 

This study uses 8 kinds of probability distributions 
including the Gumbel and Weibull distributions and 4 
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kinds of parameter estimation methods.  Based on the sta- 
tistical analysis with use of the 4 methods for data gen- 
erated by a Monte-Carlo simulation technique, in which 
case the parent probability distribution is taken from 
one of the 8 distributions, the advantage of a parameter 
estimation method over the other methods is investigated 
from the view points of bias and variance of return wave 
height.  Also, applicability of a jackknife method to the 
correction of bias and the estimation of variance of re- 
turn wave height, and that of information matrix methods 
usable in the maximum likelihood method to the estimation 
of variance of return wave height are discussed. 

2. Parent Distributions and Estimation Methods 
of Parameter and Variance 

2. 1 Parent distributions 

The probability distributions investigated are the 
Gumbel, Weibull, GEV, Lognormal, Gamma, Loggamma, Hyper- 
gamma (Generalized Gamma) and Poisson-square root expo- 
nential-type maximum (SQRT) distributions.  These distri- 
butions except for the Gumbel and SQRT distributions have 
three parameters respectively.  Each probability distri- 
bution F(x) is written as follows. 
(a) Gumbel distribution (Greenwood et al., 1979; Goda, 

1988) 

F(x)=exp[-exp{-(x-B)/A}] ; -<*><x<o° (1) 

where x is the random variable, A the scale parameter and 
B the location parameter. 
(b) Weibull distribution (Greenwood et al. , 1979; Goda, 

1988) 

F(x)=l-exp[-{(x-B)/A}k] ; B<x<=° (2) 

where k is the shape parameter. 
(c) GEV distribution (Fisher-Tippett type II (FT-II) dis- 
tribution for k>0) (Hosking et al., 1985; Phien and 
Emma, 1989; Goda, 1990) 

F(x)=exp[-{l+(x-B)/kA}_k] ; B-kA<x<~, k>0 
;-°°<x<B-kA, k<0      (3) 

(d) 3-parameter Lognormal distribution (Takeuchi and 
Tsuchiya, 1988) 

F(x) = (l//Jf) fexp(-y2)dy 

y=k-log{(x-B)/A}   ;   B<x<°°,   Cs>0 
y=k-log{A/(B-x)}    ;-°°<x<B,   Cs<0 (4) 
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where Cs is the skewness coefficient. 
(e) 3-parameter Gamma distribution (Bobee, 1975; Takeuchi 

and Tsuchiya, 1988) 

F(x)= 7{k, (x-B)/A}/r(k)   ; B<x<~, A>0 
F(x)=l- 7{k, (x-B)/A}/r(k) ;-<*<x<B, A<0        (5) 

where T(k) is the gamma function and 7(k,x) the incomp- 
lete gamma function of the first kind defined by 

7(k,x)= f exp(-t)tk-1dt 
•> o 

(6) 

(f) 3-parameter Loggamma distribution (Condie, 1977) 

F(x)= 7{k, (logx-B)/A}/ r(k)   ; B<logx<», A>0 
F(x)=l- 7(k, (logx-B)/A}/ T(k) ;-°°<logx<B, A<0 (7) 

(g) 3-parameter Hypergamma distribution (Suzuki, 1964) 

F(x)= 7(k,t)/T(k), t=(x/A)c ; 0<x<°°, C>0 
F(x)=l- 7(k,t)/T(k)        ; 0<x<°°, C<0      (8) 

(h) SQRT distribution (Etoh et al., 1986) 

F(x)= exp{-k(l+yx7A)exp(-/x7A)} ; 0<x<°o       (9) 

This is one of the compound distributions, and k signi- 
fies yearly-averaged occurrence rate of event rather than 
shape property of the distribution. 

2. 2 Parameter estimation methods 

The parameter estimation methods used in this study 
are the moment method (MOM), the probability weighted mo- 
ment (PWM) method and the maximum likelihood method (MLM) 
and the least square method(Goda, 1988, 1990) (LSM). 
Sample mean, unbiased variance and skewness are used in 
the moment method.  In the parameter estimation with the 
moment method for the Loggamma distribution, two methods 
based on mean, unbiased variance and skewness of log- 
transformed sample data (M0M1) and cumulants of sample 
data (M0M2) are applied.  PWM solutions are not derived 
in the cases of Lognormal distribution for negative skew- 
ness, Loggamma distribution, Hypergamma distribution and 
SQRT distribution.  The parameter estimation for SQRT 
distribution is only derived from the maximum likelihood 
method. 

The least square method is based on the model by 
Goda (1988, 1990).  A set of candidate distributions is 
the Gumbel and Weibull distribution whose shape param- 
eter is either of 0.75, 1.0, 1.4 or 2.0.  The other set 
consists of the Gumbel and FT-II type distribution whose 
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shape parameter is either of 2.5, 3.33, 5.0 or 10.0.  A 
distribution with the largest correlation coefficient be- 
tween the ordered data of sample and its reduced variate 
is selected as the best fitting distribution. 

2. 3 Index of goodness of fit 

The SLSC (Takasao et al., 1986) is used as an index 
of goodness of fit.  It is defined by 

SLSC={E(x1-s1)2/N}l/2/ |s0.99-s0.0l| (10) 

where N is the sample size, x-[ the ordered data, s^ the 
variate which is calculated from a theoretical probabili- 
ty distribution for designated probability such as 0.99 
or 0.01.  The Weibull plotting position formula is used 
as a standard formula to estimate non-exceedance proba- 
bility F(x) of sample data, but in the least square meth- 
od, the distribution-dependent plotting position formula 
is applied.  The least square method eventually gives 
smaller SLSC than the other methods owing to its defini- 
tion. 

2. 4 Methods of bias correction and variance estimation 

A jackknife method (Miller, 1974) is applied for 
bias correction and variance estimation of return wave 
height estimated using either method of MOM, PWM or MLM. 
The formulas are given by 

Rj=NH-(N-l)H*, H* = ^H#1/N, 0j2 = (N-l) £ (H,i-H» ) 2/N 
w i-i        (11) 

where H is the estimate of return wave height, R*i   the 
estimate of return wave height based on N-l data exclud- 
ing xi, Hj the bias-corrected estimate of return wave 
height and (7j2 the jackknife estimate of variance indi- 
cated by CTjivr for MOM, <7jp2 for PWM and <JJY

2 for MLM. 

In the application of the maximum likelihood method 
for the parameter estimation of the probability distri- 
butions except for SQRT distribution, the methods based 
on variance-covariance matrix of the maximum likelihood 
estimator (Suzuki, 1964; Phien and Emma, 1989) can be 
used for the asymptotic evaluation of variance of return 
wave height.  It is defined as 

Aij=-E 
a8L(x;gi, -,e,) 

d e ^ e i 
i, j = l, 2, •••, r (12) 

where E means the expected value operator, L the log- 
transformed maximum likelihood and Qi   the parameter of 
a probability distribution.  AJJ is called the Fisher 
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information matrix, and if the expected value operator is 
dropped in eq. (12), it is called the observed information 
matrix.  The variances estimated with both methods are 
indicated by 0"FM2 an(i ^OM2 respectively. 

In the case of the least square method, the standard 
deviation of return wave height 0"LSM 1S estimated with 
the empirical formula derived from numerical experiments 
by Goda (1988, 1990) . 

3. Monte-Carlo Simulation 

As the inverse forms of the Gumbel, Weibull, GEV and 
lognormal distributions are known analytically, a sample 
of extreme wave height data is simulated sequentially by 
giving uniformly-distributed numbers between 0 and 1 gen- 
erated by computer as input.  In the cases of the other 
distributions such as the Gamma distribution, a sample of 
wave height is made with use of a numerical table given 
as the relation between equally-divided non-exceedance 
probability F(x) and random variable x.  The number of 
samples is 5,000 and sample size in each sampling N 
ranges from 10 to 1000, i.e. 10, 20, 30, 40, 50. 70, 100, 
200, 500 and 1000.  Value of SLSC, the parameters and the 
resulting 5 return wave heights H(n) from 50 to 1000 
years (n=50, 100, 200, 500 and 1000) and their variances 
are estimated with the above-mentioned methods from each 
sample.  By averaging the results of 5000 simulations for 
each data size, mean values for SLSC, return wave height 
H(n), jackknife-corrected return wave height Hj(n), vari- 
ances ((TJIYI

2
. O jp2 . <7jY2> 0"FM2 > 0"0M2) and standard devia- 

tion O"LSM' and variance of 5000 return wave height data 
Var(n) are obtained.  Then two kinds of bias ^JH(n) and 
ZlHj(n) are respectively as 

zffl(n)=H(n)-Htr(n),  zlHj(n)=Hj(n)-Htr(n)      (13) 

where H^r(n) is the true return wave height corresponding 
to n years, ^lHj(n) the residual bias after jackknife cor- 
rection, and '-' means the average value.  These quanti- 
ties are called error statistics.  Error statistics 
^H(n), zlHj(n), Varl/2(n) are normalized with use of the 
true return wave height H^r(n), and square root mean var- 
iances and mean standard deviation are divided by 
VarlV2(n).  The normalized error statistics are expressed 
with the notation '~' and the figures are shown in the 
case of return period of 100 years. 

4. Consideration of Results 

A set of parameters is given to every parent dis- 
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tribution as input condition in the simulation study to 
find the advantage of one parameter estimation method 
over the other methods. Four shape parameters with the 
other parameters fixed are used in the simulation study 
to investigate the effect of shape of the distribution 
on the bias and variance estimated with the optimum pa- 
rameter estimation method for each parent distribution. 

Fig. 1 shows the relation between normalized error 
statistics and sample size N in the case of the Gumbel 
distribution, in which simulation is conducted under the 
condition of A=1.39 m and B=4.5 m, and the bias by the 
LSM given in both figures of AE  and zlHj is the same one. 
It can be seen that bias of each, especially bias after 
jackknife correction by any methods is small and that 
the jackknife method and the information matrix methods 
give proper estimates of variance.  Although the MLM with 
the jackknife correction is the optimum method for sam- 
ples of size greater than about 30 from view-points of 
bias and variance, the PWM method is more proper from 
general view-points, when goodness of fit is taken into 
account.  The LSM naturally produces the smallest SLSC, 
but gives greater bias and variance than the other meth- 
ods.  Also, the LSM yields poor estimate of standard 
deviation.  This may be due to the fact that the empiri- 
cal formula for the estimation of standard deviation is 
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Fig. 1 Relation between error statistics and sample 
size (Gumbel distribution). 
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derived on the basis of numerical simulation for a fixed 
shape parameter, without taking a procedure of selecting 
the best fitting distribution.  Similar tendencies are 
observed for the Weibull and FT-II type distributions. 

Fig. 2 describes the relation between error statis- 
tics and sample size for the Weibull distribution.  Simu- 
lation corresponding to the upper figures is conducted 
for the condition of k=1.8, A=4.0 m and B=1.0 m to find a 
preferable parameter estimation method, and simulations 
corresponding to the lower figures are made by giving ei- 
ther of k=0.75, 1.0, 1.4 or 2.0 under the fixed values of 
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Fig. 2 Relation between error statistics and sample 
size (Weibull distribution). 
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A=4.0 m and B=1.0 m to investigate the effect of shape 
parameter on the error statistics.  The PWM method is 
seen to be the optimum method from a view point of bias, 
although it yields a slightly larger estimate of variance 
than the MOM.  In the PWM method, the jackknife method 
does not always work effectively for the bias correction, 
but it gives close estimate of variance.  The MLM is a 
recommendable method in the case of sample size greater 
than 50 or 70.  It is seen that the use of the observed 
information matrix method (OIMM) to the estimation of 
variance is possible for sample data greater than 30, if 
overestimation less than 10 %   is allowed and that the 
Fisher information matrix method (FIMM) is applicable 
with underestimation less than 10 %.     The OIMM usually 
gives greater estimate of variance than the FIMM.  The 
effects of shape parameter on bias and estimate of vari- 
ance are not negligible.  Negative bias and degree of 
underestimation of variance increase with decrease of 
shape parameter.  These reflect the widening of the Wei- 
bull distribution with decrease of shape parameter. 
Therefore, the application of the PWM method is prefer- 
ably restricted for the case of shape parameter less than 
1.0 to properly estimate return wave height and its vari- 
ance . 

Results for the GEV distribution are shown in 
Fig. 3.  Conditions of simulation for finding a prefer- 
able parameter estimation method and for investigating 
the effect of shape parameter are k=5.0, A=1.0 m, B=4.0 
m, and either value of k=2.5, 3.33, 5.0 or 10.0 for the 
fixed values of A=1.0 m and B=4.0 m respectively.  The 
PWM method with the jackknife method produces excellent 
estimates of return wave height and its variance.  Small 
bias is also brought about by the LSM which uses the 
adjusted plotting position formula, but the accuracy of 
estimation of variance is not so high for the reason men- 
tioned above.  The MLM with the jackknife correction 
gives small bias, but it does not yield good results on 
variance for small sample size.  The information matrix 
methods are applicable for sample of size greater than 
about 50 or 70.  According to the results of the lower 
figures, bias based on the PWM method is small except for 
k=2.5, distribution of which is widest in the investi- 
gated distributions, and the jackknife method gives fair- 
ly proper estimate of variance. 

Fig. 4 illustrates the results for the Lognormal 
distribution.  Parameter conditions in the simulation are 
taken as k=3.4, A=8.0 m, B=-2.9 m and k=1.5, 2.0, 2.5, 
3.0, A=3.5 m, B=-2.5 m for each purpose mentioned above. 
The MOM is a more preferable method than the other meth- 
ods from view points of bias and variance, and the jack- 
knife method gives proper correction to bias and good 
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Fig. 3 Relation between error statistics and sample 
size (GEV distribution). 

estimate of variance.  Also, the MLM is a preferable 
method, in particular, for sample of size greater than 50 
or 70.  The influence of shape parameter on error statis- 
tics is seen in a diagram of bias.  Even if bias-correc- 
tion with the jackknife method is made, negative bias for 
small shape parameters is still at significant level.  On 
the other hand, the jackknife method yields proper esti- 
mate of variance irrespective of the value of shape pa- 
rameter . 
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Fig. 4 Relation between error statistics and sample 
size (Lognormal distribution). 
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Fig. 5 Effect of shape parameter on error statistics 
(Gamma, Loggamma and Hypergamma distributions). 

duces negative bias increasing with decrease of shape pa- 
rameter, and the jackknife method does not work effi- 
ciently on the bias correction and the variance estima- 
tion.  In the cases of the Loggamma and Hypergamma dis- 
tribution, the jackknife method is effective for the cor- 
rection to bias and the estimation of variance, although 
deviation from the true value slightly increases for 
wider distribution. 
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Fig. 6 Effect of shape parameter on error statistics 
(SQRT distribution). 

Finally, Fig. 6 shows the effect of shape parameter 
on bias and estimate of variance in the case of the SQRT 
distribution.  The scale parameter A is fixed as 1/13 m 
and the shape parameter k is either of 50, 100,150 or 
200.  At present, the only method applicable to the pa- 
rameter estimation is the MLM.  As mentioned above, the 
parameter k means yearly-averaged occurrence rate of 
event.  Change of shape parameter k in this case brings 
shift of a peak position of the distribution rather than 
variation of shape of the distribution.  In the usage of 
the MLM, the jackknife method yields excellent correction 
to bias and proper estimate of variance for the given 
cases. 

5. Conclusions 

Conclusions in this study are summarized as follows. 

(1) A jackknife method is applicable to the correction of 
bias and the estimation of variance irrespective of pa- 
rameter estimation methods in most parent probability 
distributions. 

(2) A preferable method to the parameter estimation in 
each distribution is determined as 

Gumbel distribution 
Weibull distribution 
GEV distribution 
Lognormal distribution 
Gamma distribution 
Loggamma distribution 
Hypergamma distribution 
SQRT distribution 

PWM with jackknife correction 
PWM without jackknife correction 
PWM with jackknife correction 
MOM with jackknife correction 
PWM without jackknife correction 
M0M2 with jackknife correction 
MOM with jackknife correction 
MLM with jackknife correction 
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(3) The LSM proposed by Goda is a preferable method from 
the view points of bias and goodness of fit. 

(4) The MLM with the jackknife method usually gives sat- 
isfactory estimates of return wave height and its vari- 
ance for samples of size greater than about 50. 

(5) The information matrix methods are effective as vari- 
ance estimators in the MLM for samples of size greater 
than about 50. 
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